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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Preliminary Notice: 146th Meeting of the
Acoustical Society of America

The 146th Meeting of the Acoustical Society of America will be held
Monday through Friday, 10–14 November 2003, at the Renaissance Austin
Hotel, Austin, Texas, USA. A block of rooms has been reserved at the
Renaissance Hotel.

For information about the technical program refer to the Meetings
Section on the ASA Home Page at^http://asa.aip.org&.

Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Monday through Friday, 10–14 No-
vember. The special sessions described below will be organized by the ASA
Technical Committees.

Special Sessions

Acoustical Oceanography (AO)

Aubrey L. Anderson memorial session on acoustics of gas-bearing sedi-
ments~Joint with Underwater Acoustics!
Honoring Aubrey Anderson’s contributions to the understanding of bubbly
and hydrated sediment acoustics

Developments in multibeam sonar for water-column measurements
Multibeam sonar, which is widely used for bathymetric mapping and imag-
ing, is seeing new, quantitative applications in water-column measurements.
This session will add the exchange of information on new developments
including applications to fish schools and air bubbles, among other scatterers
and calibration

Animal Bioacoustics (AB)

Medical imaging techniques to understand auditory processing
~Joint with Signal Processing in Acoustics!
Imaging of auditory reception, sound production and related CNS structures
using conventional and developmental imaging techniques, including CT,
MRI, ultrasound, fiber optics, SPECT and fMRI to understand sound trans-
duction mechanisms

Neurobiology of communications
Behavioral and neural mechanisms underlying communication by animals

Architectural Acoustics (AA)

Acoustic design of government buildings~Joint with Noise!
Architectural acoustics and building noise issues that frequently surface in
various types of federal, state and local government buildings

Designing for speech—Both intelligibility and privacy
~Joint with Speech Communication!
If more than one person occupies a space, then intelligibility is necessary,
and if more than two, then privacy is necessary

Electro-acoustic enhancement system in rooms for music
~Joint with Musical Acoustics!
New techniques, user requirements and examples of such systems

Forensic acoustics~Joint with Noise and Speech Communication!
Special analysis techniques and case histories in forensic acoustics

Small rooms—Big challenges
Making measurements, metrics and models work in small rooms

Sound quality—When sound is the essential quality
~Joint with Noise, Engineering Acoustics and Musical Acoustics!
Methods of evaluating the sound quality of this type of product

Honoring the contributions of Elmer Hixson
~Joint with Noise and Engineering Acoustics!
A review of the professional contributions of Elmer Hixson represented by
technical papers from past students and professional colleagues

Biomedical UltrasoundÕBioresponse to Vibration (BB)

Multidisciplinary and nonconventional approaches in biomedical ultrasound
Forum to discuss novel, forgotten and nontraditional methods and tech-
niques in biomedical and clinical applications of ultrasound

Tissue harmonic imaging
~Joint with Physical Acoustics!
Use of nonlinearly generated harmonic signals which result in higher image
quality in diagnostic ultrasound

Ultrasound contrast agents~Joint with Physical Acoustics!
Use of micron sized bubbles injected into the blood stream to enhance
ultrasound imaging

Topical meeting on shock waves in medicine
~Joint with Physical Acoustics!
A one-day colloquium and discussion on the topic ‘‘Shock Waves in Medi-
cine’’ will be held. The session will focus on nonthermal biological effects
of short-duration shock pulses. Four subtopic sessions will focus on an
overview of shock waves in medicine, lithotripsy, orthopedic applications,
and cell permeability. Each subtopic session will contain invited presenta-
tions followed by a moderated panel discussion.

Education in Acoustics (ED)

‘‘Neat’’ acoustics web sites
Presentation of web sites with descriptions and comments on relevance to
acoustics

Take ‘‘5’s’’
Bring your favorite teaching tips, demos, or teaching aids~5 min. max; no
abstracts!

Engineering Acoustics (EA)

Hearing aid sound quality: Theory, myths, experience
~Joint with ASA Committee on Standards!
Discussion of goals and methods to achieve quantitative and perceived
sound quality improvement in hearing aids

Musical Acoustics (MU)

Piano and bowed string instrument acoustics: A session honoring Gabriel
Weinreich
Reports of current research in the acoustics of the piano and bowed strings,
in recognition of the contributions of Gabriel Weinreich to these areas

Software for teaching musical acoustics~Joint with Education in Acoustics!
Descriptions and demonstrations of software and web sites useful in teach-
ing musical acoustics

Where are they now? Current research by past student paper award winners
Past winners of the student paper award in musical acoustics report on their
current or recent research activities
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Wind instruments and nonlinearity~Joint with Physical Acoustics!
Acoustics of musical instruments, especially wind instruments, with empha-
sis on the role of nonlinearity

The University of Texas Wind Ensemble
Performance session

Noise (NS)

Acoustical design issues for health care industry
~Joint with Architectural Acoustics!
Acoustics and noise control for hospitals, nursing homes, clinics, emergency
rooms, medical test equipment and medical manufacturing

Everything old: Adaptive reuse, acousticau jus
~Joint with Architectural Acoustics!
Acoustic concerns inherent in adapting stale facilities to serve new functions
while retaining their historic flavor

Building code noise compliance
~Joint with Architectural Acoustics and ASA Committee on Standards!
Building noise codes, means of measurements of noise regulation, measures
to effect compliance

New technologies in active control
~Joint with Engineering Acoustics and Signal Processing in Acoustics!
Review the achievements in active control and present new approaches and
achievements

Sound quality: For products over which one has no control
~Joint with Engineering Acoustics!
Sound quality of traffic noise, construction and my air-conditioner versus
your air-conditioner

Physical Acoustics (PA)

Nonlinear acoustics in honor of David Blackstock
~Joint with Biomedical Ultrasound/Bioresponse to Vibration!
Topics in nonlinear acoustics associated with the work of David Blackstock

Signal Processing in Acoustics (SP)

Signal processing for aircraft noise~Joint with Noise!
Particular signal processing problems and techniques for evaluating noise
produced by aircraft and their operations

Detection and classification in acoustics~Joint with Underwater Acoustics!
Recent advances in signal processing for detection of signals in various
environments and frequency bands will be reported

Speech Communication (SC)

Issues in similarity and distinctiveness
Perceptual processing of similarity and distinctiveness is key for perception,
cognition and spoken language processing

Speech intelligibility and AAC devices
~Joint with ASA Committee on Standards!
Factors that affect speech intelligibility with an ear towards improving the
speech of AAC devices used by communicatively disabled persons

Statistical patterns in speech
How are models of speech perception constrained by distributional charac-
teristics of the input, and can these characteristics explain evolution of lan-
guage processes of perception?

Structural Acoustics and Vibration (SA)

Control of sound transmission through partitions
~Joint with Architectural Acoustics and Noise!
Recent developments in both passive and active control of sound transmis-
sion through walls, fuselages and other structures

Measurements of particle velocities

~Joint with Engineering Acoustics and Physical Acoustics!
Forum for sharing knowledge and state-of-the-art technologies to measure
fluid particle velocities in an insonified fluid medium

Underwater Acoustics (UW)

Gradient array acoustics
~Joint with Engineering Acoustics and Signal Processing Acoustics!
Physics and signal processing issues of gradient array acoustics~e.g., super-
directive processing, intensity arrays! from a range of technical areas and
applications

The acoustics of bubbles in the marine boundary layer
~Joint with Acoustical Oceanography and Physical Acoustics!
Scattering and absorption from wave-induced bubbles in the marine bound-
ary layer, and the generation of ambient noise by wave-induced bubbles

Other Technical Events

Distinguished Lecture

The Technical Committees on Architectural Acoustics and Noise will
sponsor a distinguished lecture titled ‘‘Dosage-effect analysis of community
response to transportation noise a quarter century later’’ presented by San-
ford Fidell of BBN Technologies.

Hot Topics Session

A ‘‘Hot Topics’’ session sponsored by the Tutorials Committee is
scheduled covering the fields of Acoustical Oceanography, Musical Acous-
tics and Noise.

Meeting Program

An advance meeting program summary will be published in the Sep-
tember issue of JASA and a complete meeting program will be mailed as
Part 2 of the October issue. Abstracts will be available on the ASA Home
Page~http://asa.aip.org! in September.

Exhibit

The instrument and equipment exposition, which will be conveniently
located near the registration desk and meeting rooms, will open at the Re-
naissance Austin Hotel with a reception on Monday evening, 10 November,
and will close on Wednesday afternoon, 12 November. The exposition will
include computer-based instrumentation, sound level meters, sound intensity
systems, signal processing systems, devices for noise control and acoustical
materials, active noise control systems and other exhibits on acoustics. A
special session on new and innovative techniques by exhibitors is also being
planned. For further information, please contact the Exhibit Manager, Rob-
ert Finnegan, Advertising and Exhibits Div., AIP, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502, Tel: 516-576-2433; Fax: 516-576-
2481; E-mail: rfinneg@aip.org.

Paper Copying Service

Authors are requested to provide one paper copy of their projection
material and/or paper~s! to the Paper Copies Desk upon arrival. The copy
should contain material on one side only on 8

1
2311 inch or A4 paper suit-

able for photocopy reproduction. Copies of available papers will be made
for a nominal charge.

Tutorial Lecture

A tutorial presentation on Classroom Acoustics will be given by Peggy
Nelson on Monday, 10 November, at 7:00 p.m. Lecture notes will be avail-
able at the meeting in limited supply. Those who register by 20 October are
guaranteed receipt of a set of notes.

To partially defray the cost of the lecture a registration fee is charged.
The fee is $15 for registration received by 30 September and $25 thereafter
including on-site registration at the meeting. The fee for students with cur-
rent ID cards is $7.00 for registration received by 30 September and $12.00
thereafter, including on-site registration at the meeting.
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Short Course on Time Reversal

A short course on Time Reversal will be held on Sunday and Monday,
9 and 10 November, at the Renaissance Austin Hotel.

An acoustic Time Reversal Mirror~TRM! refocuses an incident acous-
tic field to the position of the original source regardless of the complexity of
the medium between this ‘‘probe’’ source and the TRM. TRMs have now
been implemented in a variety of physical scenarios from mega Hertz ultra-
sonics with order centimeter aperture size to hundreds/thousands of Hz in
ocean acoustics with order hundred-meter aperture size. Common to this
broad range of scales is a remarkable robustness as evidenced by observa-
tions at all scales that the more complex the medium between the probe
source and the TRM, the sharper the focus. The potential for applications in
many areas of acoustics is quite high.

The objective of this course is to provide the acoustical physics over-
view and description of the experimental implementation of time reversal
and phase conjugate processes as related to ultrasonics and imaging, nonde-
structive testing, medical ultrasonics, propagation in random media, room
acoustics, waveguides, and ocean acoustics.

The instructors, who have worked extensively in the area of time re-
versal acoustics, are Mathias Fink of the University of Paris and William
Kuperman of the University of California, San Diego.

The registration fee is $250.00 and covers attendance, instructional
materials and coffee breaks. The number of attendees will be limited so
please register early to avoid disappointment. Only those who have regis-
tered by 20 October will be guaranteed receipt of instructional materials.
There will be a $50 discount for registration made prior to 30 September.
Full refunds will be made for cancellations prior to 30 September. Any
cancellation after 30 September will be charged a $50 processing fee.

Forensic Acoustics Seminar How to Succeed as an Expert Witness

This seminar will be held all day on Friday, 10 November, at the
Renaissance Austin Hotel.

Courtroom presentations throughout the nation are involving more and
more expert testimony in acoustics. The legal system generally seeks to find
qualified experts from the ranks of consultants, engineers, professors and
physicians. The Acoustical Society of America and the National Council of
Acoustical Consultants proudly co-sponsor this seminar which will present
information about becoming an expert witness or improving your services as
an expert witness. The seminar is offered as a follow-on to the special
session on Forensic Acoustics held on Wednesday afternoon.

This seminar on succeeding as an expert witness on Forensic Acoustics
is intended for practitioners in virtually all fields of acoustics. The legal
system needs experts to provide clear, concise, correct information on sub-
jects ranging from community noise impact to employee noise exposure,
from assessment of hearing damage risk to the mechanisms leading to loss
of hearing, from product sound levels to the sound levels of warning de-
vices, from forensic phonetics to speaker recognition and identification,
from transportation noise generation to the production of industrial noise
levels and more. It is the objective of this seminar to acquaint the partici-
pants in the proper method of presentation, both in the courtroom and before
prospective clients.

A special group of trial attorneys and specialists are assembled to share
their knowledge in support of expert witness activity. These presenters will
offer insight into how expert witnesses should approach their practice and
what to expect from the attorneys who employ them. Presenters will be:
Michael M. Barron, Esq., ‘‘Choosing an Expert Witness from a Lawyer’s
Point of View;’’ Jeff Civins, Esq., ‘‘Investigations, Analysis and Presenta-
tions by Expert Witnesses;’’ Kyle Rowley, Esq., ‘‘Federal Rules of
Evidence—Surviving a Daubert Hearing;’’ Rosalie Hamilton, ‘‘Marketing
Your Expert Witness Services;’’ and David M. Benjamin, Ph.D., ‘‘Develop-
ing Active Listening Skills to Enhance Courtroom Communications.’’

The bookSucceeding as an Expert Witnessby Harold A. Feder, Esq.,
forms a basis for the seminar and each seminar participant will receive a
copy. Each participant will also receive an instructional video with tips,
advice and examples for expert testimony given under deposition. Some of
the topics covered in the seminar are: Usefulness of the expert witness; How
an attorney chooses an expert witness; Participating in the trial strategy;
Proper methods in testifying; What to expect under cross examination; De-
livering testimony under deposition; How an expert is qualified by the court;
Marketing your services as an expert.

The registration fee is $325.00 and covers attendance, textbook, in-
structional materials, coffee breaks and lunch. The number of attendees will
be limited to 60 so please register early. Only those who have registered by
20 October will be guaranteed receipt of instructional materials. There will
be a $50 discount for registration made prior to 30 September. Full refunds
will be made for cancellations prior to 30 September. Any cancellation after
30 September will be charged a $50 processing fee.

Special Meeting Features

Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a proposal~e-mail preferred! to be received by 30 September to: Jolene Ehl,
ASA, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502,
Tel: 516-576-2359, Fax: 516-576-2377, E-mail: jehl@aip.org. The proposal
should include your status as a student; whether you have submitted an
abstract; whether you are a member of ASA; method of travel; if traveling
by auto; whether you will travel alone or with other students; names of those
traveling with you; and approximate cost of transportation.

Young Investigator Travel Grant

The Committee on Women in Acoustics is sponsoring a Young Inves-
tigator Travel Grant to help with travel costs associated with presenting a
paper at the Austin meeting. This award is designed for young professionals
who have completed the doctorate in the past five years~not currently en-
rolled as a student!, who plan to present a paper at the Austin meeting. Each
award will be of the order of $200. It is anticipated that the Committee will
grant a maximum of five awards. Applicants should submit a request for
support, a copy of the abstract they have submitted for the meeting and a
current resume/vita to: Lily M. Wang, University of Nebraska, 200B Peter
Kiewit Institute, 1110 South 67th Street, Omaha, NE 68182-0681; Tel.: 402-
554-2065; E-mail: lwang4@unl.edu. Deadline for receipt of applications is
30 September.

Students Meet Members for Lunch

The Education Committee has established a program for students to
meet one on one with members of the Acoustical Society over lunch. The
purpose is to make it easier for students to meet and interact with members
at meetings. Each lunch pairing is arranged separately. Students who wish to
participate may sign up by contacting David Blackstock, University of
Texas at Austin, Mechanical Engineering Dept., 1 University Station C2200,
Austin TX 78712-0292; Tel.: 512-471-3145; Fax: 512-471-1045; E-mail:
dtb@mail.utexas.edu. The information needed in order to arrange each pair-
ing is the student’s name, university, department, status~graduate student or
undergraduate!, research field, interests in acoustics, and days that are free
for lunch. The sign-up deadline is one week before the start of the meeting,
but an earlier sign-up is strongly encouraged. The cost of the meal is the
responsibility of each participant.

Plenary Session, Awards Ceremony, Fellows Suite, Fellows’ Lunch and
Social Events

Buffet socials with cash bar will be held on Tuesday and Thursday
evenings at the Renaissance hotel.

The Plenary session will be held on Wednesday afternoon, 12 Novem-
ber, at the Renaissance hotel where Society awards will be presented and
recognition of newly-elected Fellows will be announced.

A Fellows’ Hospitality Suite will be open on Tuesday afternoon. Re-
freshments will be provided. A Fellows’ Luncheon will be held on Thursday,
13 November, at 12:00 noon. Professor Steven Weinberg of the University
of Texas at Austin Physics Department will be the speaker. Professor Wein-
berg was awarded the Nobel Prize for Physics in 1979, and is also well
known for having written several books for general readers, including the
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prize-winningThe First Three Minutes~now translated into 22 languages!,
The Discovery of Subatomic Particles, and most recently,Dreams of a Final
Theory. Each Fellow may bring one guest to the luncheon. Fellows should
register online or download a registration form to purchase tickets for them-
selves and their guests.

Women in Acoustics Luncheon

The Women in Acoustics luncheon will be held on Wednesday, 12
November. Those who wish to attend this luncheon should Register online
or download a registration form to purchase tickets for this luncheon. The
fee is $15~students $5! for preregistration by 30 September and $20~stu-
dents $5! thereafter including on-site registration at the meeting.

Transportation and Hotel Accommodations

Austin is served by Austin-Bergstrom International Airport~Identifier
Code: AUS!. A number of airlines fly in and out of Austin, offering nonstop
service to 33 destinations as well as numerous connecting flights to other
airport hubs. The passenger airlines serving Austin are America West,
American, Continental, Delta, Frontier, Great Plains, Mexicana, Northwest,
Southwest, and United. For flight information, local weather, and other in-
formation of interest, visit www.ci.austin.tx.us/austinairport.

Ground Transportation

Transportation from Austin-Bergstrom International Airport to the Re-
naissance Austin Hotel:

Major car rental companies. Rental car counters are located adjacent to
the airport’s baggage claim area.

SuperShuttle shared-ride, door-to-door service. The SuperShuttle
ticket counter is located in the baggage claim area near the car rental
counters. No reservation is necessary to ride from the airport to your accom-
modations. Vans are assigned on a first-come, first-served basis, and service
is available 24 hours a day. The fare to the Renaissance is $15 per person, or
$26 round-trip. Round-trip tickets must be purchased at the airport ticket
counter. Please make your reservation for the return trip 24 hours in advance
by checking with the concierge or front desk of your hotel, or by calling
~512! 258-3826.

Taxicabs and limousines. These services may also be procured just
outside the baggage claim area at the loading zone curb. Taxi fares are
metered and should range from $35 to $45, depending on traffic. Limo fares
should be verified with the operators before boarding.

Hotel Accommodations

The meeting and all functions will be held at the Renaissance Austin
Hotel, located in the Arboretum on the northwest side of Austin. Please
make your reservations directly with the hotel and ask for one of the rooms
being held for the Acoustical Society of America~ASA!. The reservation
cut-off date for the special discounted ASA rates is 20 October 2003; after
this date, the conference rate will no longer be available. See the section on
Hotel Reservation information for information about the hotel and special
ASA rates.

Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, e-mail address,
gender, smoker or nonsmoker preference, by 10 October to the Acoustical
Society of America, preferably by e-mail: asa@aip.org or by postal mail to
Attn.: Room Sharing, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502. The responsibility for completing any arrangements for room
sharing rests solely with the participating individuals.

Weather

Austin’s climate is temperate, having 300 days of sunshine annually. In
early November, average temperatures will range from 55 °F to 75 °F. The
relative humidity will be about 65%, with rainfall possible—the city re-
ceives an average annual rainfall of 32.49 inches.

Hotel Reservation Information

A block of guest rooms at discounted rates has been reserved for
meeting participants at the Renaissance Austin Hotel. Early reservations are
strongly recommended. Note that the special ASA meeting rates are not
guaranteed after 20 October 2003. You must mention the Acoustical Society
of America when making your reservations to obtain the special ASA meet-
ing rates.

The Renaissance Austin Hotel is situated in the scenic hills of north-
west Austin. It is the cornerstone of the Arboretum, a 95-acre park-like
development containing numerous stores, specialty shops, restaurants,
movie theaters, and walking and jogging paths. The hotel offers both indoor
and outdoor swimming pools, as well as a complete health club featuring the
latest equipment, whirlpool, and sauna. Guest services include complimen-
tary in-room coffee and newspaper, complimentary overnight shoe shine,
24-hour room service, laundry and valet services, fax service, and a gift
shop.

For attendees who will be driving, complimentary self-parking is
available; valet parking is also available for a daily fee. To drive to the
Renaissance Austin Hotel from Austin Bergstrom International Airport, take
Highway 71 West to U.S. Highway 183 North exit. Take 183 North to
Capital of Texas Highway~Loop 360! exit (;17 miles). Turn left on Great
Hills Trail, which is the second traffic light. Turn left on Jollyville Road
~first traffic light beyond freeway!.

Please make your reservation directly with the Renaissance Austin
Hotel. When making your reservation, you must mention the Acoustical
Society of America to obtain the special ASA meeting rates.

Renaissance Austin Hotel
9721 Arboretum Blvd.
Austin, TX 78759
Tel: 512-343-2626
Fax: 512-346-7945

Rates
Single: $143.00
Double: $153.00
Govt. Rate Single/Double~limited quantity!: $85.00
Additional person: $130.00
Reservation cut-off date: 20 October 2003

General Information

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device, is requested to advise the Society in advance of
the meeting: Acoustical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502, asa@aip.org.

Accompanying Persons Program

Spouses and other visitors are welcome at the Austin meeting. The
registration fee for accompanying persons is $35/$45. A hospitality room for
accompanying persons will be open at the Renaissance Hotel from 8:00 a.m.
to 11:00 a.m. each morning throughout the meeting where information about
activities in and around Austin will be provided.

Entering Austin City Limits. Known for its casual and high-spirited
nature, Austin is situated in the center of the Lone Star State. It stands as the
gateway to the Texas Hill Country and the Highland Lakes. As the state
capital and home to The University of Texas, the city supports a politically
charged, culturally rich environment that’s hip, trendy, and high tech.

Natural Appeal. Blessed with a temperate year-round climate and 300
days of sunshine a year, Austinites love their nature trails, parks, and wil-
derness preserves. In the very heart of downtown Austin, Town Lake offers
an oasis bordered by 10 miles of hike-and-bike trails.

Historical View. Originally a buffalo hunting ground favored by
Tonkawa Indians, Austin was permanently settled in 1838 as a trading post.
Now, more than a million people live in the city named for Stephen F.
Austin, who colonized Texas. In central Austin, larger-than-life history
comes together at the Bob Bullock Texas State History Museum, which
features intriguing artifacts, interactive exhibits, multimedia shows, and an
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IMAX theatre. Also in downtown Austin, the Texas State Capitol is an
imposing granite structure that’s actually 14 feet taller than the nation’s
capitol; it’s the largest domed statehouse in the country.

Musical Talent. In the city where the music never stops, live music
plays at more than 100 venues on any given evening: a little blues, a little
country, the beat of rock and roll, and even a few jazz licks. The largest
concentration of music venues is found downtown in the Warehouse District
and along Sixth Street, a six-block stretch of bars and restaurants. And
Austin City Limits continues to be the best show in town! The long-running
PBS series showcases American music and Texas music in particular. For
ticket information, call~512! 471-4811 well in advance of the meeting.

Cultural Scene. Austin is one of only a few U.S. cities with profes-
sional ballet, symphony, opera, and theater companies. The city also offers
20 museums and dozens of galleries. Many of Austin’s cultural resources are
found on the campus of The University of Texas, such as the Blanton Mu-
seum of Art, the Harry Ransom Center, and the Lyndon B. Johnson Library
and Museum, which remains the most visited of the nation’s presidential
libraries.

Registration Information

The registration desk at the meeting will open on Monday, 10 Novem-
ber, at the Renaissance Hotel. To register use the form in the printed call for
papers or register online at^http://asa.aip.org&.

If your registration is not received at the ASA headquarters by 20
October you must register on-site.

Registration fees are as follows:
Preregistration

by

Registration

after
Category 30 September 30 September
Acoustical Society Members $270 $320
Acoustical Society Members One-Day $135 $160
Nonmembers $320 $370
Nonmembers One-Day $160 $185
Nonmember Invited Speakers Fee waived Fee waived
Students~with current ID cards! Fee waived Fee waived
Emeritus members of ASA $35 $45
~Emeritus status preapproved by ASA!

Accompanying Persons $35 $45
~Spouses and other registrants who
will not participate in the technical
sessions!

Nonmembers who simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50 discount off their
dues payment for the first year~2004! of membership.~Full price for dues:
$100.! Invited speakers who are members of the Acoustical Society of
America are expected to pay the registration fee, but nonmember invited
speakers may register without charge.

NOTE: A $25 PROCESSING FEE WILL BE CHARGED TO THOSE
WHO WISH TO CANCEL THEIR REGISTRATION AFTER 30 SEPTEM-
BER.

Members of the Local Committee for the Meeting

General Chair—Clark S. Penrod; Technical Program Chair—Evan K.
Westwood; Hotel/Facilities—Lorri Polvado; Food Service/Social
Events—B. J. Gatlin; Audio-Visual—Leonard Hebert; Registration—Jan
Chambers; Accompanying Persons Program—Carlie Tilly; Signs—Leonard
Hebert and Nanette Lemma; Treasurer—Joy Whitney; Deputy to the Gen-
eral Chair—James E. Stockton

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2003
4–6 Aug. 46th meeting of the Acoustic Emission Working Group

~AEWG!, Portland, OR @Richard Nordstrom,
nordsr@cecs.pdx.edu; WWW: www.cecs.pdx.edu/
;nordsrAEWG46/aewg46.html#.

5–8 Oct. IEEE International Ultrasonics Symposium, Honolulu,
HI @W. D. O’Brien, Jr., Bioacoustics Research Lab.,
Univ. of Illinois, Urbana, IL 61801-2991; Fax: 217-244-
0105; WWW: www.ieee-uffc.org#.

10–14 Nov. 146th Meeting of the Acoustical Society of America,
Austin, TX @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

3–7 Aug. 8th International Conference of Music Perception and
Cognition, Evanston, IL@School of Music, Northwest-
ern Univ., Evanston, IL 60201; WWW:
www.icmpc.org/conferences.html#.

15–19 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; Email:
asa@aip.org; WWW: asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar
Below are announcements of meetings and conferences to be held

abroad. Entries preceded by an* are new or updated listings.

August 2003
6–9 Stockholm Music Acoustics Conference 2003

„SMAC03…, Stockholm, Sweden. ~Web:
www.speech.kth.se/music/smac03!

25–27 Inter-Noise 2003, Jeju Island, Korea.~Fax:182 42 869
8220; Web: www.internoise2003!

25–29 XIII Session of the Russian Acoustical Society, Mos-
cow, Russia.~Fax: 17 095 126 0100;
Web: www.akin.ru!

September 2003
1–2 First Congress of the Alps-Adria Acoustics Associa-

tion „AAAA …, Portoro, Slovenia.~Fax: 1386 1 251
8567; Web: www.fs.uni-lj.si/sda!

1–4 Eurospeech 2003, Geneva, Switzerland. ~Web:
www.symporg.ch/eurospeech2003!

7–10 World Congress on Ultrasonics, Paris, France.~Fax:
133 1 46 33 56 73; Web: www.sfa.asso.fr/wcu2003!

16–19 Autumn Meeting of the Acoustical Society of Japan,
Nagoya, Japan.~Fax: 181 3 5256 1022; Web:
wwwsoc.nii.ac.jp/asj/index-e.html!

18–19 Surface Acoustics 2003, Salford University, Manches-
ter, UK. ~Web: www.ioa.org.uk/salford2003!

23–25 2nd International Symposium on Fan Noise, Senlis,
France. ~Fax: 133 4 72 44 49 99; Web:
www.fannoise2003.org!

October 2003
15–17 34th Spanish Congress on Acoustics, Bilbao, Spain.

~Fax: 134 91 411 7651;
Web: www.ia.csic.es/sea/index.html!

15–17 Acoustics Week in Canada, Edmonton, AB, Canada.
~Fax: 11 780 414 6376;
Web: caa-aca.ca/edmonton2003.html!

30–31 Autumn Meeting of the Swiss Acoustical Society,
Basel, Switzerland.~Fax: 141 419 62 13; Web:
www.sga-ssa.ch!

November 2003
5–6 Institute of Acoustics „UK … Autumn Conference, Ox-

ford, UK. ~Fax: 144 1727 850553;
Web: ww.ioa.org.uk!

7–9 Reproduced Sound, Oxford, UK. ~Fax: 144 1727
850553; Web: www.ioa.org.uk!

12–14 *Tenth Asia-Pacific Vibration Conference „APVC
2003…, Gold Coast, Queensland, Australia.
~Web: www.apvc.net!

26–28 *Tenth Mexican International Congress on Acous-
tics, Puebla, Pua, Mexico.~Instituto Mexicano de Acus-
tica, P.O. Box 12-1022, Col. Narvarte 03001 Mexico,
D.F., Mexico; Fax: 152 555523 4742; e-mail:
sberista@hotmail.com!

December 2003
10–12 3rd International Workshop on Models and Analysis

of Vocal Emissions for Biomedical Applications,
Firenze, Italy.~Fax: 139 55 479 6767;
Web: www.maveba.org!

March 2004
17–19 Spring Meeting of the Acoustical Society of Japan,

Atsugi, Japan. ~Fax: 181 3 5256 1022; Web:
wwwsoc.nii.ac.jp/asj/index-e.html!

22–25 Joint Congress of the French and German Acousti-
cal Societies„SFA-DEGA…, Strasbourg, France.~Fax:
133 1 48 88 90 60;
Web: www.sfa.asso.fr/cfadaga2004!

31–3 International Symposium on Musical Acoustics
„ISMA2004…, Nara, Japan.~Fax: 181 77 495 2647;
Web: www2.crl.go.jp/jt/a132/isma2004!

April 2004
5–9 18th International Congress on Acoustics

„ICA2004…, Kyoto, Japan.~Fax: 181 66 879 8025;
Web: www.ica2004.or.jp!

11–13 International Symposium on Room Acoustics
„ICA2004 Satellite Meeting…, Hyogo, Japan.~Fax:
181 78 803 6043; Web: rad04.iis.u-tokyo.ac.jp!

May 2004
8–10 *116th AES Convention, Berlin, Germany. ~Web:

aes.org/events/116!
17–21 International Conference on Acoustics, Speech, and

Signal Processing„ICASSP 2004…, Montréal, Canada.
~Web: www.icassp2004.com!

June 2004
8–10 Joint Baltic-Nordic Acoustical Meeting, Mariehamn,

Åland, Finland. ~Fax: 1358 09 460 224; e-mail:
asf@acoustics.hut.fi!

July 2004
5–8 7th European Conference on Underwater Acoustics

„ECUA 2004…, Delft, The Netherlands.~Fax: 131 70
322 9901; Web: www.ecua2004.tno.nl!

11–16 12th International Symposium on Acoustic Remote
Sensing„ISARS…, Cambridge, UK.~Fax:144 161 295
3815; Web: www.isars.org.uk!

August 2004
23–27 2004 IEEE International Ultrasonics, Ferroelectrics,

and Frequency Control 50th Anniversary Confer-
ence, Montréal, Canada.~Fax: 11 978 927 4099; Web:
www.ieee-uffc.org/index2-asp!

22–25 Inter-Noise 2004, Prague, Czech Republic.~Web:
www.internoise2004.cz!

September 2004
13–17 4th Iberoamerican Congress on Acoustics, 4th Ibe-

rian Congress on Acoustics, 35th Spanish Congress
on Acoustics, Guimarães, Portugal.~Fax:1351 21 844
3028; Web: www.spacustica.pt/novidades.htm!

November 2004
4–5 Autumn Meeting of the Swiss Acoustical Society,

Rapperswil, Switzerland.~Fax: 141 419 62 13; Web:
www.sga-ssa.ch!

August 2005
7–10 Inter-Noise, Rio de Janeiro, Brazil.~Details to be an-

nounced later!
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28–2 *Forum Acusticum Budapest 2005, Budapest, Hun-
gary. ~Web: www.fa2005.org!

Preliminary Announcement

June 2008
23–27 Joint Meeting of European Acoustical Association

„EAA …, Acoustical Society of America „ASA…, and
Acoustical Society of France„SFA…, Paris, France.
~Details to be announced later!

Institute of Acoustics awards Rayleigh Medal
to Hugo Fastl

The Institute of Acoustics~U.K.! has awarded this year’s Rayleigh
Medal to Hugo Fastl of the Department of Human Machine Communication
of the Technical University Munich. He received the Medal for ‘‘outstanding
contributions to acoustics.’’

Professor Fastl, who started his earlier work with Professor Zwicker,
has chosen to give the traditional Rayleigh Lecture on the theme ‘‘From
psychoacoustics to sound quality engineering.’’
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Acoustic Communication in Insects and
Anurans: Common Problems and Diverse
Solutions

H. Carl Gerhardt and Franz Huber

University of Chicago Press, Chicago, 2002.
544 pp. Price: $100 (hardcover) ($35 paperback) ISBN: 0226288323
(hardcover) (0226288331 paperback).

In this book, two leaders in the area of animal bioacoustics summarize
and synthesize the literature on acoustic communication in chorusing insects
~crickets, katydids, grasshoppers, and cicadas! and anuran amphibians~frogs
and toads!. The conceptual framework of the book~cogently summarized in
Table 1.1! is based on the idea that these groups of animals all communicate
acoustically in mixed-species choruses, and face similar obstacles~small
size, limited breeding periods, ectothermy! in using acoustic cues to guide
their behavior. Direct comparisons of how these animals deal with ‘‘com-
mon problems’’ of signal recognition, signal/noise discrimination, and local-
ization thus can lead to future breakthroughs in our understanding of the
mechanisms and function of communication by sound.

Gerhardt and Huber emphasize a multidisciplinary neuroethological
approach to acoustic communication, ranging from cellular mechanisms to
evolutionary theory, and this is one of the strengths of their analyses. The
authors discuss the information content of acoustic signals~Chap. 2!, how
they are produced, recognized, and localized~Chaps. 3, 5, 6, 7!, their func-
tion as shown in preference and playback experiments~Chaps. 4, 8, 9, 10!,
and their evolutionary history~Chap. 11!. Of course, with such a wide-
ranging focus, some literature is omitted or only cursorily discussed, but
references are generally complete and current to 2001. The arguments pre-
sented are tightly focused on the biological relevance of acoustic signaling
for mating and territorial behaviors, as opposed to what the study of the
auditory system of these animals can teach us about generalized~non-
species-specific! aspects of auditory processing. For example, there is little
attempt to compare or contrast neural coding of complex signals in the
brains of chorusing insects and frogs with that in the brains of birds, fish, or
mammals. Although Gerhardt and Huber address both function and mecha-
nism, their conceptual emphasis are on behavioral and evolutionary issues,
and how analysis of behavior can guide physiological questions.

Aside from the introductory first chapter, each of the ten subsequent
chapters ends with a short summary and suggestions for further research.
This is another strength of the book, as it provides clear identification of
lacunae~both experimental and theoretical! in the literature. For example,
the data on neural control of sound production~Chap. 3! is presented within
a framework of command systems activating pattern-generating networks.
This framework clearly applies to the insect literature, but there are insuffi-
cient data to determine if sound production in anurans can be reasonably
described in this manner. This then is an open area for future research.

The critical coverage varies. Methodological issues are sometimes
raised, but sometimes not. Additional information on particular topics not
covered in the text is presented in ‘‘boxes.’’ An extremely useful feature of
the book is the many tables and figures which directly provide comparative
information~for example, Table 4.2, on behavioral preferences for temporal
features of sounds!, or which summarize the considerable literature in one
group of animals~for example, Tables 9.1 and 9.2 on the evoked vocaliza-
tion and satellite behaviors of male anurans!. On the other hand, some of the
figures are not well documented. For example, Fig. 2.3 summarizes within-
male variation in acoustic properties in the advertisement calls of 24 species
of anurans. Instead of providing documentation for the data set in the text or
in an appendix~as was done for the comparisons in Fig. 10.1!, readers are
asked to contact Gerhardt directly for information on what species were
included. This limits the archival relevance of the comparisons. A similar
problem occurs with Fig. 5.12, which again lacks documentation, although

in this instance readers are referred to a published paper to obtain the rel-
evant information.

The book ends with three brief appendices on information theory,
analysis of signals, and environmental acoustics, as well as a fourth appen-
dix documenting the comparisons in Fig. 10.1. The first three appendices do
not substitute for more complete sources. The index is thorough and easy to
use.

I found several features of the coverage to be particularly insightful
and well-argued. From their discussion of the literature on behavioral pref-
erences for various features of acoustic signals, the authors conclude that
animals probably make decisions based on multidimensional aspects of
these signals, rather than just one. Although this may seem obvious, this
distinction has been often ignored in the literature. Gerhardt and Huber
emphasize the need for more behavioral studies, particularly field studies
with more elaborate experimental protocols, to fully understand the commu-
nication system, and they argue that behavioral studies must take precedence
over neurophysiological studies, in order to provide testable hypotheses to
guide interpretation of mechanistic data. I would add that well-controlled
psychophysical experiments, of which there are few, particularly in anurans,
also are needed to provide a solid basis for interpreting both field and physi-
ological data.

Similarly welcome is their critical evaluation of the influential concept
of ‘‘matched filtering’’ that has guided much of the neurophysiological work
on auditory processing in anurans. Gerhardt and Huber review the correla-
tion of spectral tuning in the auditory nerve and frequency composition of
advertisement calls in both insects and anurans, and conclude that these data
are generally consistent with the idea of matched filtering. Still, some mis-
matches have been observed, and the authors point out some methodological
factors that could affect interpretation of physiological data. For instance,
because animals vocalize at levels well above threshold where the auditory
system is nonlinear, emphasizing physiological responses at threshold levels
~tuning curves! constrains our understanding of neural coding. Gerhardt and
Huber are more critical of the literature relating behavioral preferences to
neural responses in the central auditory system, and they argue that the
evidence for matched filtering or selectivity in the temporal domain is weak.
They conclude that single neurons that respond exclusively to conspecific
signals probably do not exist, and they call for use of ensemble recording
techniques and analysis of network characteristics to supplement the data on
single cell recordings.

Restricting their analysis to chorusing insects and anurans, as the au-
thors do, makes for a focused and coherent argument, but an obvious ques-
tion one may ask is why songbirds, which also form choruses, are not
included. The authors argue that chorusing insects and anurans are similar to
each other in developing species-specific vocalizations in the absence of
learning. Still, many species of mammals do not learn their vocalizations
either, and there are clear innate features of bird song. Gerhardt and Huber
acknowledge that experimental~rather than anecdotal! evidence that directly
addresses experiential effects on vocalization development in anurans is
lacking. In fact, some anuran tadpoles hear, and pass through lengthy larval
stages in acoustically noisy environments, thus providing some substrate for
possible effects of experience. Moreover, habituation is a form of learning,
and it is difficult to argue for individual recognition in choruses~Chap. 9!
without positing a role for experience. These caveats, of course, only em-
phasize the contributions Gerhardt and Huber have made in providing a
conceptual foundation for guiding future research.

In the short time this book has been available, it has become a well-
thumbed reference for my students, and several chapters have become the
focus of our laboratory meetings. I highly recommend it for anyone inter-
ested in communication by sound.

ANDREA MEGELA SIMMONS
Departments of Psychology and Neuroscience
Brown University
Providence, Rhode Island 02912
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ADVANCED-DEGREE DISSERTATIONS IN ACOUSTICS

Editor’s Note: Abstracts of Doctoral and Master’s theses will be welcomed at all times. Please note that
they must be limited to 200 words, must include the appropriate PACS classification numbers, and
formatted as shown below. If sent by postal mail, note that they must be double spaced. The address for
obtaining a copy of the thesis is helpful. Submit abstracts to: Acoustical Society of America, Thesis
Abstracts, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502, e-mail: asa@aip.org

Evaluation of sound fields in a concert hall involving scattered
reflections applying the subjective preference theory [43.55.Fw,
43.55.Br, 43.55.Ka]—Yukio Suzumura,Graduate School of Science and
Technology, Kobe University, Kobe, Japan, January 2003 (Ph.D.).Convex
tilted rear walls in a stage enclosure, an array of circular columns installed
in front of walls, and triangular reflectors above the stage were newly
adopted as scattering obstacles in an acoustic design of Tsuyama Music
Cultural Hall, called ‘‘Bell Folêt Tsuyama.’’ The fundamental shape of the
hall was designed using the theory of subjective preference. To calculate the
effects of scattered reflections on a sound field in a real concert hall is
extremely laborious. For this reason, the evaluation of effects of scattered
reflections on the sound field in the hall was made experimentally by use of
a

1
10 acoustical scale. After construction of the hall, therefore, sound fields of

the hall, which involves scattered reflections caused by the tilted convex
rear, by the array of circular columns, and by the triangular reflectors, were
measured using four orthogonal physical factors~LL, Dt1 , Tsub, IACC!
described in the theory and the acoustical character of these scattering ob-
stacles was clarified. Results clearly showed that these new attempts on
scattered reflections substantially improved the quality of the sound field in
the hall.

Thesis advisor: Yoichi Ando

Copies of this thesis written in English can be obtained from Yukio Su-
zumura. E-mail address: ysuzu11@lapis.plala.or.jp

On the temporal window of auditory-brain system in connection
with subjective responses [43.60.Gk, 43.64.Bt]—Kiminori Mouri,
Graduate School of Science and Technology, Kobe University, Kobe, Japan,
March 2003 (Dr.).The human auditory-brain system processes information
extracted from autocorrelation function~ACF! of the source signal and in-
teraural cross correlation function~IACF! of binaural sound signals which
are associated with the left and right cerebral hemispheres, respectively. The
purpose of this dissertation is to determine the desirable temporal window
~2T: integration interval! for ACF and IACF mechanisms. For the ACF
mechanism, the visual change ofF~0!, i.e., the power of ACF, was associ-
ated with the change of loudness, and it is shown that the recommended
temporal window is given as about 30(te)min @s#. The value of (te)min is the
minimum value of effective duration of the running ACF of the source
signal. It is worth noticing from the experiment of EEG that the most pre-
ferred delay time of the first reflection sound is determined by the piece
indicating (te)min in the source signal. For the IACF mechanism, the tem-

poral window is determined as below: The measured range oft IACC corre-
sponding to subjective angle for the moving image sound depends on the
temporal window. Here, the moving image was simulated by the use of two
loudspeakers located at620° in the horizontal plane, reproducing amplitude
modulated band-limited noise alternatively. It is found that the temporal
window has a wide range of values from 0.03 to 1@s# for the modulation
frequency below 0.2 Hz.

Thesis advisor: Yoichi Ando

Copies of this thesis written in English can be obtained from Kiminori
Mouri, 5-3-3-1110 Harayama-dai, Sakai city, Osaka 590-0132, Japan.
E-mail address: km529756@aol.com

Subjective preference evaluation of sound fields by performing
singers [43.55.Hy, 43.66.Mk, 43.75.Rs]—Dennis Noson,Graduate
School of Science and Technology, Kobe University, Kobe, Japan, March
2003 (Ph.D.).A model of the auditory process is proposed for performing
singers, which incorporates the added signal from bone conduction, as well
as the psychological distance for subjective preference of the performer
from the acoustic sound field of the stage. The explanatory power of previ-
ous scientific studies of vocal stage acoustics has been limited by a lack of
an underlying theory of performer preference. Ando’s theory, using the au-
tocorrelation function~ACF! for parametrizing temporal factors, was ap-
plied to interpretation of singer sound field preference determined by the
pair comparison method. Melisma style singing~no lyrics! was shown to
increase the preferred delay time of reflections from a mean of 14 ms with
lyrics to 23 ms without (p,0.05). The extent of the shift in preferred time
delay was shown to be directly related to minima of the effective duration of
the running ACF, (te)min , calculated from each singer’s voice. Voice match-
ing experiments for singers demonstrated a strong overestimate of the voice
outside the head compared with the singer’s own voice~22.4 dB overesti-
mate,p,0.01). Individual singer melisma singing delay preferences were
compared for ‘‘ah’’ versus ‘‘hum’’ syllables, and the increased delay prefer-
ence~41 ms! was shown to be correlated with (te)min (r 2,0.68,p,0.01).
When the proposed bone conduction model was applied, using the measured
overestimate of sound level of the singer’s own voicefor each singer~9.9
dB mean overestimate difference between ‘‘ah’’ and ‘‘hum,’’p,0.01), the
relationship of singer preference to (te)min was improved (r 250.97, p
,0.01).

Thesis advisor: Yoichi Ando

Copies of this thesis are available from the author by inquiry at BRC Acous-
tics, 1741 First Avenue South, Seattle, WA 98134 USA. E-mail address:
dnoson@brcacoustics.com
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6,503,580

43.35.Zc ACOUSTICALLY ENHANCED PAINT
APPLICATION

Anthony A. Ruffa, assignor to The United States of America as
represented by the Secretary of the Navy

7 January 2003„Class 427Õ600…; filed 30 July 2001

After a layer of liquid polymeric coating is applied to a substrate, an
ultrasonic beam with acoustic pressures in excess of 190 dB in its main lobe
is directed onto the coating. This is claimed to smooth any uneven surface
features in the coating.—EEU

6,515,940

43.38.Dv ELECTRODYNAMIC TRANSDUCER FOR
UNDERWATER ACOUSTICS

Vito Suppa et al., assignors to Thales
4 February 2003„Class 367Õ172…; filed in France 26 May 2000

The cross section of an electrodynamic transducer, axisymmetric about
a vertical center line, shown at the right-hand edge of the figure, reveals a
horn-shaped radiating body109covered with some light rigid material110,
such as syntactic foam, which makes the actual top radiating surface essen-
tially flat. This radiating surface communicates with the surrounding water
medium through a layer of oil113 and a water-tight membrane112. The
lower lip of the radiating body109supports a coil of wire120positioned in
the thin air gap of a dc magnetic circuit104, 105, and 106. Hydrostatic
pressure compensation is provided via an air-filled bladder121 that commu-
nicates with the surrounding water via a series of holes124 in the wall of the
housing. The oil is separated from the internal air spaces by a thin mem-
brane115. This design represents improvements over a previous but similar
design in two ways that are intended to help dissipate heat build-up and thus
increase efficiency. First, a series of vertical holes131 is drilled through the
pole pieces104and105to allow air to convect from a reservoir126near the
bottom of the assembly up past the coil to the air space114 near the top,
where, upon cooling, it returns to the bottom reservoir126via some central

passageway. Second, metal masses~not shown in this view! are inserted
between the several magnets106around the circumference of the assembly
in order to conduct heat out to the surrounding water.—WT

6,515,214

43.38.Fx PICKUP UNIT INCORPORATED IN
STRINGED INSTRUMENT FOR CONVERTING
VIBRATIONS OF STRING TO ELECTRIC SIGNAL
IN GOOD FIDELITY

Yojiro Takabayashi, assignor to Yamaha Corporation
4 February 2003„Class 84Õ731…; filed in Japan 27 April 2001

SOUNDINGS
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Electronic pickups for amplification can either be electromagnetic~if
the strings are metallic! or microphones. Another proposed method is to use
a piezoelectric transducer on each string and placed inside the bridge, as
originally proposed by Barbera in 1989~United States Patent 4,867,027!.
However, the author of this patent claims that the output of the piezoelectric
sensors are too attenuated from the true signal. Accordingly, the transducers
are modified so that the bimorph elements40 are separated from the bridge
10 via the ‘‘mediator’’ 20 and the plastic coupling42.—MK

6,504,938

43.38.Ja DUAL-CHAMBER LOUDSPEAKER

Jeffrey S. Andersonet al., assignors to Logitech Europe S.A.
7 January 2003„Class 381Õ335…; filed 6 October 2000

The text of this patent tends toward magical mysticism but the inven-
tion itself is not hard to understand. It is basically a conventional two-
chamber, series-vented bandpass enclosure. Woofer30 is mounted on parti-
tion 20 to drive front chamber22 and rear chamber24. The two chambers

communicate through vent36. The resulting sound pressure in chamber22
drives drone cone40 to produce low-frequency sound. The only unusual
feature appears to be concentric vent tubes34–35. This arrangement is said
to allow easy adjustment for optimum tuning.—GLA

6,512,834

43.38.Kb ACOUSTIC PROTECTIVE COVER
ASSEMBLY

Chad Anthony Banter and Brian G. Chapman, assignors to Gore
Enterprise Holdings, Incorporated

28 January 2003„Class 381Õ386…; filed 7 July 1999

Microphones and loudspeakers are often used in exposed outdoor lo-
cations. If protective coverings are truly waterproof, they tend to be sound-
proof as well. The patent includes a good survey of the state of the art and
then describes a weatherproof assembly ‘‘that protects electronic devices
from long-term exposure to liquid intrusion while providing equivalent or
better sound attenuation than pre-existing acoustic covers.’’—GLA

6,515,944

43.38.Md DISK PLAYBACK DEVICE AND METHOD
OF CONTINUOUSLY PLAYING BACK DISKS
WITHOUT A BREAK IN SOUND REPRODUCTION

Masanao Yoshida et al., assignors to Sanyo Electric Company,
Limited; Sanyo Tecnosound Company, Limited

4 February 2003„Class 369Õ30.23…; filed in Japan 2 March 1998

Readers of a certain age will recall turntables with spindles that
dropped the next disk on top of the current disk for long playing recordings
~like Beethoven’s Ninth Symphony!. Here, the inventors extend the idea,
using a read-ahead memory to provide a window during which a new audio
CD can be inserted in a single disk playback system and the playback would
continue uninterrupted.—MK

6,504,933

43.38.Vk THREE-DIMENSIONAL SOUND SYSTEM
AND METHOD USING HEAD RELATED
TRANSFER FUNCTION

Dong-Ook Chung, assignor to Samsung Electronics Company,
Limited

7 January 2003 „Class 381Õ1…; filed in the Republic of Korea 21
November 1997

Finite impulse response filters with controllable gain are employed in a
relatively simple arrangement intended to enhance two-channel stereo play-

back without adding loudspeakers. The two channels are processed sepa-
rately so that existing directional cues can be maintained.—GLA

SOUNDINGS
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6,501,399

43.38.Vk SYSTEM FOR CREATING AND
AMPLIFYING THREE DIMENSIONAL SOUND
EMPLOYING PHASE DISTRIBUTION AND DUTY
CYCLE MODULATION OF A HIGH
FREQUENCY DIGITAL SIGNAL

Eldon Byrd, English, Indiana
31 December 2002„Class 341Õ111…; filed 16 May 2000

This patent describes an audio signal processing circuit that includes
cross coupling, phase shifting, and harmonic enhancement. The processed
signal is then converted into ‘‘duty cycle modulation of a high-frequency
digital pulse~.43 kHz! in order to encode the information in a way that the
ear and loudspeaker can precisely create the original information.’’—GLA

6,504,934

43.38.Vk APPARATUS AND METHOD
FOR LOCALIZING SOUND IMAGE

Joji Kasai et al., assignors to Onkyo Corporation
7 January 2003„Class 381Õ17…; filed in Japan 23 January 1998

Since the earliest days of commercial stereo reproduction inventors
have searched for ways to create a wide stereo image from two closely
spaced loudspeakers. For example, Harry F. Olson patented an arrangement
in which sound from outwardly firing loudspeakers was redirected through
acoustic prisms. In today’s digital world, head related transfer functions are
used to create phantom images electronically. This patent teaches that it is

relatively easy to create a convincing moving image if the movement is
lateral, more difficult to create movement toward the listener, and almost
impossible to create unambiguous movement away from the listener. An
improved method is described which creates phantom images at predeter-
mined angles and then makes use of a special coefficient to control appro-
priate cross coupling.—GLA

6,507,658

43.38.Vk SURROUND SOUND PANNER

Jonathan S. Abel and William Putnam, assignors to Kind of Loud
Technologies, LLC

14 January 2003„Class 381Õ17…; filed 27 January 2000

When stereophonic sound was added to motion pictures, three- and
five-channel panning controls were developed to move phantom sources
across the width of the movie screen. Later, to handle the requirements of
quadraphonic recording, four-channel joystick panners were introduced. To-
day, the joystick panner or its software equivalent handles five channels, but
it still attempts to locate a phantom source in terms ofX-Y coordinates. The
patent argues that better results can be achieved by controlling azimuth and
source width instead.—GLA

6,507,657

43.38.Vk STEREOPHONIC SOUND IMAGE
ENHANCEMENT APPARATUS AND
STEREOPHONIC SOUND IMAGE
ENHANCEMENT METHOD

Kenji Kamada et al., assignors to Kabushiki Kaisha Kawai Gakki
Seisakusho

14 January 2003„Class 381Õ17…; filed in Japan 20 May 1997

The circuit shown combines known stereo expansion techniques with
interaural delay cancellation12a, 12b and a few additional refinements. For

the most part, the various processing blocks use analog operational ampli-
fiers although the delay devices can be analog or digital.—GLA

6,507,659

43.38.Vk MICROPHONE APPARATUS FOR
PRODUCING SIGNALS FOR SURROUND
REPRODUCTION

John J. Iredale and Roger S. Keller, assignors to Cascade Audio,
Incorporated

14 January 2003„Class 381Õ26…; filed 22 November 2000

Wouldn’t you like your portable video camera to automatically record
five-channel surround sound? This patent teaches that the outputs of three or

more properly positioned microphones can be combined to produce a sur-
round sound image compatible with current standard decoders.—GLA

SOUNDINGS
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6,515,939

43.38.Zp PULSE SAMPLED OPTICAL FIBER
HYDROPHONE ARRAY „U…

Eugene L. Greenet al., assignors to The United States of America
as represented by the Secretary of the Navy

4 February 2003„Class 367Õ149…; filed 4 September 1985

A fiber optic hydrophone array and its associated electronic circuitry
are described for which the signal contaminating effects of light source
intensity variation noise, lead induced phase noise, and light source phase
noise can either be cancelled or just are not present.—WT

6,500,080

43.40.Tm GAME RACQUET WITH SEPARATE
HEAD AND HANDLE PORTIONS FOR REDUCING
VIBRATION

William D. Severa et al., assignors to Wilson Sporting Goods
Company

31 December 2002„Class 473Õ521…; filed 4 May 2001

Racquets devised according to this patent have separate head and
handle portions, which are separated by a shock and/or vibration absorbing
material, to which both are bonded.—EEU

6,500,279

43.40.Tm MATERIAL HAVING THE CAPACITY OF
ABSORBING VIBRATION

Archer C. C. Chen, Taichung, Taiwan, Province of China
31 December 2002„Class 148Õ325…; filed 9 March 2001

The high-damping steel alloys described in this patent have double
crystal structures of ferrite and pearlite. Loss factors of the order of 0.06 are
cited, but no indications are given of how these were measured. The cited
loss factors are about 60 times as great as the loss factor of a typical struc-
tural steel.—EEU

6,501,203

43.40.Tm VIBRATION CONTROL APPARATUS

Bjarni V. Tryggvason, assignor to Canadian Space Agency
31 December 2002„Class 310Õ90.5…; filed 1 June 2001

This apparatus, designed for use in micro-gravity environments in
spacecraft, is essentially a two-stage isolation system employing magnetic
levitation ‘‘springs’’ and actively controlled magnetic force actuators that
maintain alignment in all six rigid-body degrees of freedom.—EEU

6,505,718

43.40.Tm VIBRATION DAMPING APPARATUS
USING MAGNETIC CIRCUIT

Etsunori Fujita et al., assignors to Delta Tooling Company,
Limited

14 January 2003„Class 188Õ267…; filed in Japan 11 July 2000

An isolator with near zero stiffness over a double-amplitude of the
order of 10 mm is comprised of a spring and magnetic circuit arrangement
that act on a ferromagnetic block along a common axis. When the block is
displaced downward from equilibrium, for example, the spring is com-
pressed and the upward force it exerts on the block is increased. At the same
time the upward~attractive! magnetic force that acts on the block is reduced,
resulting in a near-constant net force on the block.—EEU

6,508,343

43.40.Tm VIBRATION DAMPER

Kazuhito Misaji et al., assignors to Honda Giken Kogyo
Kabushiki Kaisha; Tokai Rubber Industries, Limited

21 January 2003„Class 188Õ379…; filed in Japan 18 January 2000

The impact-type damper of this patent consists of a mass that is en-
capsulated in an elastic material and located in a housing, with small gaps
between the outer surface of the mass and the inner surfaces of the housing.
As the item to which the damper is attached vibrates, the mass slides along
surfaces parallel to the direction of the vibration and impacts on surfaces
perpendicular to it, thus removing energy from the primary vibration.—EEU

6,502,464

43.40.Yq ENERGY REDISTRIBUTION SYSTEM
FOR A VIBRATING SYSTEM

Gregg K. Hobbs, Westminster, Colorado
7 January 2003„Class 73Õ663…; filed 29 September 2000

In certain shock tests, impacts are applied to a platform to which the
test item is fastened, resulting in vibrations that occur preferentially in one
direction and in a limited band of frequencies. This patent describes a sys-
tem that consists essentially of a mass in an enclosure, which is attached to
the test platform. Different shapes of the mass and different resilient coat-
ings that may be applied to it produce different redistributions of the vibra-
tional energy that occurs as the mass bounces back and forth against the
sides of the enclosure.—EEU

6,523,413

43.40.Yq ACOUSTIC INSPECTION METHOD FOR
HARD DISKS, ACOUSTIC INSPECTION
SYSTEM FOR HARD DISKS, AND PROGRAM
MEMORY MEDIUM

Takenori Hoshino et al., assignors to Oki Electric Industry
Company, Limited

25 February 2003„Class 73Õ660…; filed in Japan 28 December 1998

A device is described for detecting a blemish on the surface of a hard
disk ~particularly a stroke mark in the contact-start-stop area! without di-
rectly accessing the disk. An acoustic inspection is accomplished by detect-

ing a vibration propagated through the hard disk housing which occurs when
the head collides with the disk surface blemish. The inspection may be
conducted during a period of time when the drive power is turned off but the
disk continues to rotate by inertia.—DRR

SOUNDINGS
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6,510,738

43.40.Yq DEVICE AND METHOD FOR MEASURING
VIBRATION

Chih-Kung Lee et al., assignors to National Science Council
28 January 2003„Class 73Õ579…; filed in Taiwan, Province of China

9 August 1999

A vibration sensor according to this patent consists of a flexible ele-
ment, such as a cantilever plate strip, to which there is attached a piezoelec-
tric sensing layer. This layer is shaped so that its output is different for
different modes of vibration of the flexible element, with the intent of ob-
taining a sensor with desired frequency bandwidth characteristics.—EEU

6,520,751

43.50.Gf VARIABLE DISPLACEMENT
COMPRESSOR HAVING A NOISE REDUCING
VALVE ASSEMBLY

Masaaki Fujita et al., assignors to Sanden Corporation
18 February 2003„Class 417Õ295…; filed in Japan 4 April 2000

The aim of this device is to provide a variable displacement piston
compressor capable of reducing the noise which results from repetition of
fine movement of a valve body when opening the control valve at a very low
flow rate. One embodiment of the device provides a suction port communi-
cating with a suction chamber via a valve-controlled variable main channel
and a bypass channel formed outside of the fluid damper. A fluid damper
coupled to the main valve body damps vibration of the valve body.—DRR

6,520,280

43.55.Dt SYSTEM AND METHOD FOR WORKSPACE
SOUND REGULATION

Paul Andrew Moskowitz, assignor to International Business
Machines Corporation

18 February 2003„Class 181Õ30…; filed 31 January 2001

It is known that an ellipse will concentrate sound from one focal point
to the other. By this invention, a work space is designed with reflecting walls
in an elliptical arrangement in order to enhance communication between a
worker at one focal point and a visitor or co-worker at the other. Because of
the focusing effect, the two will communicate at a lower level, and reduce
noise overall in a workspace environment.—CJR

6,520,288

43.55.Ti ACOUSTIC DOOR ASSEMBLY

Grant S. Quam et al., assignors to Wenger Corporation
18 February 2003„Class 181Õ287…; filed 7 April 2000

This acoustic door assembly comprises an insulated acoustic door
~with interior insulating layers! and a continuous cam-lift hinge along the
entire length of the door, with a dual-magnetic seal at the perimeter of the
door. The patent suggests that the continuous cam-lift hinge assures better
support as well as better closure than several individual cam-lift hinges.—
CJR

6,453,253

43.58.Gn IMPULSE RESPONSE MEASURING
METHOD

Tsugio Ito, assignor to Yamaha Corporation
17 September 2002„Class 702Õ77…; filed in Japan 20 August 1998

A method is described by which an impulse response, such as for an
item of audio equipment, as measured in a typical small room may be
averaged so as to obtain an impulse response essentially equivalent to what
would be recorded in an anechoic chamber. The actual response signal is
transformed to a complex spectrum and then portions of the spectrum are
averaged. The averaged portions may be selected using either a constant
frequency difference scale or a constant frequency ratio scale. The averaged
complex spectrum is then inverse transformed to obtain the ‘‘anechoic
equivalent’’ impulse response.—DLR

6,526,382

43.60.Qv LANGUAGE-ORIENTED USER
INTERFACES FOR VOICE ACTIVATED SERVICES

Matthew John Yuschik, assignor to Comverse, Incorporated
25 February 2003„Class 704Õ275…; filed 7 December 1999

This patent describes a voice activated user interface~VAUI ! based on
an adaptive approach. The patent provides a significant systematic method
to develop an adaptive VAUI which captures the semantics and syntax of
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speech for each user. The system response is adaptively varied by means of
an error prompt level selected on the basis of the accumulated number of
user errors.—HHN

6,519,342

43.60.Qv METHOD AND APPARATUS FOR
FILTERING AN AUDIO SIGNAL

Martin Opitz, assignor to AKG Akustische u. Kino-Gerate
Gesellschaft m.b.H.

11 February 2003 „Class 381Õ61…; filed in Germany 7 December
1995

At times, filtering of an audio signal is necessary to filter out room
effects in recordings, to achieve a certain tone color, or to raise or lower the
amplitude within certain frequency ranges. In the apparatus described here,
an audio signal is digitized so that the duration of the sampling intervals is
half or less of the period duration of the highest frequency to be expected in
the audio signal. A digitized impulse response is made available in accor-
dance with the desired filtering effect and a convolution sum is developed
from the samples of the impulse response and of the audio signal. This has
the result that~a! several adjacent samples of the impulse response define a
shorter interval within the impulse response,~b! within the shorter interval,
the samples of the impulse response are equated to a function of one or more
of those samples, and~c! the steps~a! and~b! are repeated as necessary, with
the requirement that the intervals do not overlap.—DRR

6,524,619

43.64.Gz DOSAGE FORMS USEFUL FOR
MODIFYING CONDITIONS AND FUNCTIONS
ASSOCIATED WITH HEARING LOSS
ANDÕOR TINNITUS

Don C. Pearson and Kenneth T. Richardson, assignors to
Chronorx, Incorporated

25 February 2003„Class 424Õ472…; filed 19 January 2001

In this pharmaceutical patent, a number of active agents and formula-
tions are recommended as being complementary in their physiological func-
tions, especially as they relate to the quenching of free radicals, to the
support of endothelial physiology, the reduction of hyperinsulinemia, and
improvements in vascular health. The active components of the formulations
were selected for inclusion in precise combinations specifically because they
are claimed to improve physiological functions, thereby reducing a variety
of risks associated with hearing loss and tinnitus, through improvement in
local VIIIth nerve vascular health, modulation of conditions surrounding
blood fluid dynamics, the consequences of hyperinsulinemia, and improve-
ments in free radical defenses. A reduction of the potential for cochlear hair
death, VIIIth nerve atrophy, and hearing loss is claimed.—DRR

6,456,886

43.64.Sj HUMAN CERABAL CORTEX NEURAL
PROSTHETIC FOR TINNITUS

Matthew A. Howard III et al., assignors to University of Iowa
Research Foundation

24 September 2002„Class 607Õ55…; filed 5 June 1997

The detail section of this patent begins by stating the assumption that
tinnitus consists of abnormally firing neurons. In view of this assumption,
the device disclosed here would alter or suppress the abnormal firing pat-
terns by stimulation of the tonotopically appropriate portions of the cerebral
cortex or of the thalamus. The device consists of a multi-electrode probe

intended to be deployed along a tonotopic axis in a region of the auditory
cortex or thalamus. Interestingly, the same therapy might be expected to be
effective in the case of one of the alternative theories of tinnitus, namely that
it represents an auto-initiated firing pattern created by the cortex in the
absence of external stimulation.—DLR

6,517,480

43.64.Yp NEUROLOGICAL TESTING APPARATUS

Alvin Krass, Little Silver, New Jersey
11 February 2003„Class 600Õ300…; filed 4 October 2000

This apparatus is supposed to be a ‘‘do-all’’ device for performing
neuropsychological tests. In addition to applying visual stimuli, the device
contains a means of generating auditory sensory signals and a reaction de-
tector such as a dynamometer, a touch screen, or a knob. Microprocessors
are included to generate the sensory signals and automatically record neu-
ropsychological responses.—DRR

6,516,074

43.66.Ts HEARING DEVICE WITH INTEGRATED
BATTERY COMPARTMENT AND SWITCH

Owen D. Brimhall and Gregory N. Koskowich, assignors to Sonic
Innovations, Incorporated

4 February 2003„Class 381Õ322…; filed 19 October 2000

An electronic hearing device is described in which the battery, when
placed in the battery compartment, forms a portion of the outer wall of the
device’s housing. The battery compartment in the housing also functions as
an integrated switch, which has a contact that engages the battery when the

hearing device is deformed. The switch selects from several digital pro-
grams within the device. A conformal tip, used in combination with hearing
aid retention and extraction means, surrounds the battery compartment and
battery. A pathway in the housing provides a vent for air pressure
equalization.—DAP
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6,516,228

43.66.Ts IMPLANTABLE MICROPHONE FOR USE
WITH A HEARING AID OR COCHLEAR
PROSTHESIS

Peter G. Berrang et al., assignors to Epic Biosonics Incorporated
4 February 2003„Class 607Õ57…; filed 7 February 2000

A totally implantable subminiature electret microphone, which is de-
signed to be placed in the wall of the external auditory canal, has a bio-inert
metallic membrane sound inlet17 that is covered by the thin auditory canal
skin 14. The hermetically sealed microphone further consists of a cylindrical
bio-inert housing7 that has threaded and flange features to assist it in os-

siointegrating into the auditory canal bone21 and to prevent migration into
the auditory canal. The microphone output is facilitated, without compro-
mising hermetic sealing, via lithographically formed laminated wires that
are connected to electrical feedthroughs on the flange side of the housing.—
DAP

6,522,988

43.66.Yw METHOD AND SYSTEM FOR ON-LINE
HEARING EXAMINATION USING CALIBRATED
LOCAL MACHINE

Zezhang Hou, assignor to Audia Technology, Incorporated
18 February 2003„Class 702Õ122…; filed 31 March 2000

This is a method for on-line audiological testing and hearing aid fit-
ting. It is claimed that the on-line hearing loss testing can be self-performed
without any specialized equipment~save for the audio components!. In one
embodiment, calibration parameters are determined by a calibration process
on a local machine and participant parameters are produced by an on-line
hearing loss test performed for the participating subject. Hearing loss for the
participating subject is determined from the two parameter sets. Another
approach entails on-line sound customization which can simulate hearing
compensation, effectively constituting a hearing aid fitting process.—DRR

6,453,284

43.72.Ar MULTIPLE VOICE TRACKING SYSTEM
AND METHOD

D. Dwayne Paschall, assignor to Texas Tech University Health
Sciences Center

17 September 2002„Class 704Õ208…; filed 26 July 1999

The patent describes a neural network based processor for isolating the
voice signal of a single talker from a composite signal containing multiple
speakers’ voices. An absolute magnitude difference function~AMDF! first
isolates the pitch of each speaker’s voice signal. The various pitch values are
then tracked by a recursive neural network predictor. Although we are told
that the AMDF pitch detector will work with multiple voices intermixed, no

further detail is provided to substantiate that claim or of problems which
may arise. The neural net organization and training is described in rather
more detail.—DLR

6,453,043

43.72.Ew FLASH-CUT OF SPEECH PROCESSING
FEATURES IN A TELEPHONE CALL

Lee Begejaet al., assignors to AT&T Corporation
17 September 2002„Class 379Õ406.03…; filed 30 December 1998

Various speech enhancement processes are typically applied to the
voice signal during normal telephone system operation. Some of these pro-
cesses, such as filtering, are ‘‘full on’’ immediately, while others, such as
echo cancellation and gain control, are adaptive and require a ‘‘ramp-up’’
time following activation. During this ramp-up interval, some of the adap-
tive processes may interfere with each other, degrading the speech output.
According to the method described here, the ramp-up interval occurs using
an off-line copy of the speech signal. Once all interacting processes have
stabilized, a switchover occurs, inserting the processed signal onto the line
at one instant, bypassing the ramp-up operation.—DLR

6,453,020

43.72.Kb VOICE PROCESSING SYSTEM

Jeremy Peter James Hugheset al., assignors to International
Business Machines Corporation

17 September 2002„Class 379Õ88.04…; filed in the United Kingdom
6 May 1997

This is an arrangement of voice processing equipment in a local area
network ~LAN ! to handle speech recognition for a multi-line telephone re-
sponse system. Of special interest are the control system for handling barge-
in, where a user may interrupt a system prompt, and an echo cancellation
~EC! circuit in the phone line input. When the user’s voice input is detected,
the EC circuit determines that it is not a line echo and any outgoing prompt
is immediately terminated. The input signal is then routed via the LAN to
the recognition system.—DLR

6,453,290

43.72.Kb METHOD AND SYSTEM FOR NETWORK-
BASED SPEECH RECOGNITION

Christopher S. Jochumson, assignor to Globalenglish Corporation
17 September 2002„Class 704Õ231…; filed 4 October 1999

This patent deals with methods for rapid delivery and processing of
voice signals in the Internet environment. All of the discussion pertains to
the standard TCP/IP Internet protocols, with no mention of the newer ‘‘real-
time’’ protocols, such as Voice over IP. Most of the patent text deals with
issues of buffering the speech data signals. It is not at all clear that any
solution is presented to the real issue of network transmission delays.—DLR

6,453,292

43.72.Ne COMMAND BOUNDARY IDENTIFIER FOR
CONVERSATIONAL NATURAL LANGUAGE

Ganesh N. Ramaswamy and Jan Kleindienst, assignors to
International Business Machines Corporation

17 September 2002„Class 704Õ235…; filed 28 October 1998

The task addressed by this patent is the problem of locating a com-
mand to be executed within a stream of content words, i.e., text to be acted
upon by the commands. The method assumes that a high-quality recognizer
operates on the speech stream as a first step. The sequence of recognized
words is then examined for specific words and grammatical structures which
can occur within a command or are likely to represent a command. A rec-
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ognized command may be extracted from the word string or may be marked
in some specific way as a flag for subsequent processing.—DLR

6,456,976

43.72.Ne MOBILE TERMINAL PROVIDED WITH
SPEECH RECOGNITION FUNCTION FOR
DIAL LOCKING

Takehiko Kuita, assignor to NEC Corporation
24 September 2002„Class 704Õ273…; filed in Japan 26 November

1998

This patent deals with some of the security issues involving cellular
telephones. If the instrument is lost or stolen, calls may be fraudulently
placed or valuable stored information may be accessed. Locking mecha-
nisms are sometimes provided, but may be difficult to use and are thus
frequently not activated. The patent discusses several strategies for using
speech recognition capabilities to make the locking function easier to use.—
DLR

6,456,977

43.72.Ne VOICE CONTROL MODULE FOR
CONTROLLING A GAME CONTROLLER

Jong-Ding Wang, assignor to Primax Electronics Limited
24 September 2002„Class 704Õ275…; filed in Taiwan, Province of

China 15 October 1998

This patent offers the prospect of a determined video game player not
only hammering furiously on a firing button, but also yelling a desperate
series of verbal commands at the game. Multiple ‘‘levels’’ of commands are
considered, consistent with the demands of the game. For example, ‘‘start’’
and ‘‘quit’’ are presented as ‘‘execute’’ commands, while ‘‘change weapon’’
followed by ‘‘rocket’’ are considered as ‘‘switch’’ commands. There is no
discussion of training, error handling, or any other of the realities of speech
recognition.—DLR

6,515,209

43.75.Gh ADD-ON HEADSTOCK MASS DEVICE
FOR A STRINGED MUSICAL INSTRUMENT

Richard Aspen Pittman, Sylmar, California
4 February 2003„Class 84Õ453…; filed 4 May 2001

The inventor claims ‘‘It has been recognized that the quality of sound
is influenced by the effective mass in the instrument in the vicinity of the
string support...at either end of the string.’’ For the past 25 years or more,
folk theory says that adding a C clamp on the headstock will increase sustain
in plucked stringed instruments. Finally, someone has decided to patent a
version of it. But since the weight of the proposed clamp is only 3.8 oz,
wouldn’t it be better to use depleted uranium?—MK

6,525,249

43.75.Hi DRUMHEAD AND MUTING STRUCTURE
FOR ACOUSTIC AND ELECTRONIC
PERCUSSION INSTRUMENTS

Yuichiro Suenaga, assignor to Yamaha Corporation
25 February 2003 „Class 84Õ411 R…; filed in Japan 15 November

1999

There are two threads in this patent: First, drum heads should be made
so they can be used fairly silently but without differences of ‘‘feeling.’’
Second, such a drum could also be used as an electronic drum transducer. In

the first usage, the head is porous, thereby changing the rebound; in the
second, shown in the figure, a sensor51 is connected to a support plate21
that forms a sandwich with the head membrane11. The absorption layer22
serves to dampen the hit.—MK

6,525,256

43.75.Wx METHOD OF COMPRESSING A MIDI FILE

Daniel Boudet et al., assignors to Alcatel
25 February 2003„Class 84Õ645…; filed in France 28 April 2000

MIDI is a popular form of electronic score consisting principally of
‘‘note on’’ and ‘‘note off’’ commands. The patent proposes to compress a
MIDI score for transmission. You might wonder why, given that MIDI is
already fairly compressed. The answer lies in the target application: cellular
telephony. Also included is a discussion of what to do when the limits of
polyphony are reached at the terminal end.—MK

6,515,608

43.75.Yy DIGITAL-ANALOG CONVERTER AND
METHOD, AND DATA INTERPOLATION DEVICE
AND METHOD

Yukio Koyanagi, assignor to Yasue Sakai
4 February 2003„Class 341Õ144…; filed in Japan 18 June 1999

The issue is the output of a digital-to-analog~D/A! converter. It uses
an interpolation method at the final output as shown in the figure. The output
from the waveform section10 is oversampled and then given to an eight-

sample sliding window7, which is then used to form the output sample and
given to the final D/A converter30. Effectively, this is equivalent to a
moving average filter applied to the digital input.—MK
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6,519,547

43.80.Nd METHOD FOR DETERMINING ACOUSTIC
IMPACT OF UNDERWATER ACOUSTIC
SOURCES ON MARINE ANIMALS

Colin J. Lazauski et al., assignors to The United States of America
as represented by the Secretary of the Navy

11 February 2003„Class 702Õ139…; filed 23 January 2001

A procedure is presented to estimate the acoustic impact upon marine
animals within a certain area. The procedure begins with information on the
types and number of locations of acoustic sources to be used, the marine
animals in that area, environmental characteristics of the area, and the ex-
isting environmental regulations relevant to the area. An acoustic model
appropriate to the area is then chosen. Using the above information, the
model generates a ‘‘source footprint,’’ e.g., contours of constant SPL or
some other energy based criterion. This result is combined with time-
weighted information about the marine animal distributions to compute the
total number that might be impacted. Hence an acoustic test procedure, type
of sources or their locations, or other criteria relevant to the number of
marine animals impacted can be modified to reduce the acoustic
impacts.—WT

6,513,621

43.80.Qf METHOD OF PRODUCING AND MAKING
USE OF EAR TIPS HAVING A FILLED
AIRTIGHT CHAMBER

Richard J. Deslaurierset al., assignors to Doctors Research Group
4 February 2003„Class 181Õ130…; filed 15 August 2000

The preferred embodiment of this device consists of a liquid gelatin-
filled ear tip with a unit for coupling to the patient’s auditory canal through
a center auditory passage. The ear tip is fabricated from a single piece of
elastomeric material in the form of a sealed chamber filled with liquid gela-
tin. The resulting compliance permits the unit to configure to different outer
ear canals. In addition, means are provided for coupling the ear tip to a
stethoscope or another listening device.—DRR

6,514,201

43.80.Qf VOICE-ENHANCED DIAGNOSTIC
MEDICAL ULTRASOUND SYSTEM AND REVIEW
STATION

Jeffrey M. Greenberg, assignor to Acuson Corporation
4 February 2003„Class 600Õ437…; filed 29 January 1999

Apparently designed to accommodate die hard cyberphobes, this ultra-
sound diagnostic system contains voice-related interfaces so that a user can
interact with an imaging system or review station by issuing verbal com-
mands rather than using a mouse, keyboard, or other user interface that
requires physical manipulation on the part of the user. The voice feedback
system can also be used to allow the imaging system or review station to
communicate with a patient.—DRR

6,514,204

43.80.Qf METHODS FOR ESTIMATING TISSUE
STRAIN

Sheikh Kaisar Alam et al., assignors to Riverside Research
Institute

4 February 2003„Class 600Õ442…; filed 20 July 2001

A method for estimating tissue strain is proposed that entails transmit-
ting ultrasonic signals into tissue and detecting the reflected signals. The
tissue is then compressed to induce tissue strain. Ultrasonic signals are sent
into the compressed tissue and another set of reflected signals is detected.

The two sets of reflected signals are transformed into the spectral domain
and the transform of the second set is scaled by a frequency scaling factor.
The variance of the ratio of the scaled and the nonscaled spectral signals is
then computed. The scaling factor is varied and this process is repeated to
minimize the variance. Local tissue strain is then estimated from the fre-
quency scaling factor at which the variance of the ratio is at a minimum.—
DRR

6,514,211

43.80.Qf METHOD AND APPARATUS FOR THE
NONINVASIVE DETERMINATION OF
ARTERIAL BLOOD PRESSURE

Gail D. Baura, assignor to Tensys Medical, Incorporated
4 February 2003„Class 600Õ490…; filed 21 January 2000

For the purpose of determining the mean arterial blood pressure, pres-
sure and ultrasound transducers are placed over the radial artery of a pa-
tient’s wrist. The ultrasound transducers transmit and receive acoustic en-
ergy so as to measure the blood velocity during periods of variable
compression of the artery. During compression, the ultrasound velocity
waveforms are recorded and processed through time-frequency analysis.
The time at which the mean time-frequency distribution is maximal corre-
sponds to the time at which the transmural pressure equals zero and thus the
mean pressure read by the transducer equals the mean pressure within the
artery. In another embodiment of the device, a wrist brace is disclosed that
is said to be useful for measuring blood pressure. A method of continuously
estimating systolic and diastolic pressure is also described.—DRR

6,514,213

43.80.Qf EARPIECE ASSEMBLY FOR A
STETHOSCOPE

Takashi Moteki, assignor to Moteki Industries, Incorporated
4 February 2003„Class 600Õ528…; filed 3 October 2000

The purpose of this earpiece assembly is to provide a stethoscope
which produces less undesired noise and to prevent injury to a user’s ears.

The earpiece assembly includes a pipe2 and a rotating bushing32 which
connects the pipe to an earpiece37. A sound path traverses from the ear-
piece through the bushing into the pipe.—DRR

6,514,220

43.80.Qf NON FOCUSSED METHOD OF EXCITING
AND CONTROLLING ACOUSTIC FIELDS IN
ANIMAL BODY PARTS

Hewlett E. Melton, Jr. et al., assignors to Walnut Technologies
4 February 2003„Class 601Õ2…; filed 25 January 2001

This method takes advantage of the fact that body structures can act as
resonators. For example, the brain vault is bounded by layers of differing
acoustic impedance, thereby causing reflection of acoustic waves at these
boundaries. At frequencies in the 0–500-kHz range, little attenuation of
longitudinal waves occurs in the brain or skull. If reflection at a boundary
layer is near total, then acoustic waves pass back and forth through tissue
many times, creating a trapped mode resonator. The effect of ultrasound
irradiance of a human or other animal body portion is claimed to be en-
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hanced by operating the body portion as a trapped mode resonator. The
intensity and location of resonances within the body portion is controlled
through such variables as the amplitude, frequency, and/or phase of the
ultrasonic irradiation. This is said to minimize the overall energy required to
be applied to the body portion in order to achieve a desired localized inten-
sity field.—DRR

6,517,481

43.80.Qf METHOD AND SENSOR FOR WIRELESS
MEASUREMENT OF PHYSIOLOGICAL
VARIABLES

Bertil Hoek et al., assignors to Radi Medical Systems AB
11 February 2003„Class 600Õ300…; filed 12 September 2001

A sensor and guide wire assembly incorporating a sensor element104
is inserted into a patient’s body. Either acoustic or electromagnetic waves
are then emitted from an external source toward the sensor element. Upon
receiving the incident waves, the sensor element enters into a resonating

state. The characteristics of the resonance correspond to the variable or
variables to be measured. A transducer, located externally with respect to the
patient’s body, receives the scattered waves and transmits a resultant signal
to a signal analyzer.—DRR

6,517,488

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM AND METHOD FOR IDENTIFYING
CONSTRICTIONS

John A. Hossack, assignor to Acuson Corporation
11 February 2003„Class 600Õ454…; filed 29 June 2000

This patent refers to a medical diagnostic ultrasound system and a
method for identifying constrictions in blood vessels. Total blood volume
flow is measured in various locations along a vessel. According to a basic
principle of fluid mechanics, the total volume flow must be conserved. Re-
gions that appear to violate conservation of flow are identified as suspicious

and are likely to be associated with a dropout artifact. Actual constrictions
are established from the images in the regions where the geometry is not
suspicious.—DRR

6,517,491

43.80.Qf TRANSDUCER WITH SPATIAL SENSOR

Karl E. Thiele and Showna Hsu-Hwa Chang, assignors to
Koninklijke Philips Electronics N.V

11 February 2003„Class 600Õ459…; filed 31 October 2000

In the realm of ultrasonic imaging, freehand imaging is a method to
develop 3-D images in which the sonographer moves a 1-D array of trans-
ducers across a patient ‘‘freehand’’ and a specialized graphic processor at-
tempts to warp together a 3-D image. One innovation that makes improved
3-D imaging possible is the use of location sensors externally mounted on a
1-D sound transducer to register the spatial location and orientation with
respect to translation and angulation of acquired ultrasound images. The
block diagram in the figure shows an ultrasound imaging system configured

for freehand scanning. A transducer connected to the ultrasound unit outputs
and receives ultrasound signals under the control of the imaging unit so as to
scan a patient in a known fashion. The transducer works in conjunction with
location sensors that correlate the ultrasound echoes obtained by the trans-
ducer with the spatial location of the transducer. The gathered information
gleaned from a transducer scanning is then ‘‘stitched together’’ to form a
3-D image. The novel aspect of this patent appears to be the combining of
the separate cables into a single cable going to an integrated control unit.—
DRR

6,520,281

43.80.Qf ELASTOMERIC ANTI-MICROBIAL
STETHOSCOPE DIAPHRAGM

Richard J. Deslaurierset al., assignors to Doctors Research Group
18 February 2003„Class 181Õ131…; filed 18 August 2000

This patent describes a replaceable and disposable elastomeric soft
diaphragm for use with a stethoscope. The diaphragm~or cover! consists of
a molded piece of elastomer that is sufficiently flexible to provide an airtight
seal with a stethoscope and allow for easy application and removal. The
disposability of the diaphragm is meant to prevent transmission of bacteria
from one patient to the next during the use of the stethoscope.—DRR

6,520,914

43.80.Qf ULTRASONIC DENSITOMETER WITH
PRE-INFLATED FLUID COUPLING MEMBRANES

Richard F. Morris et al., assignors to Lunar Corporation
18 February 2003„Class 600Õ449…; filed 21 December 2000

This is an ultrasonic densitometer that uses ultrasound waves to mea-
sure bone integrity. The ultrasound is conducted into a human heel through
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liquid-filled bladders. The preinflated bladders are arranged to form a cavity
between them slightly smaller than the heel and the heel is slid in between
the bladders. The sliding provides a wiping action that helps eliminate air
trapped between the bladders and the foot. The shape and configuration of
the bladders also help in the alignment of the foot with respect to the propa-
gation axis.—DRR

6,520,918

43.80.Qf METHOD AND DEVICE FOR MEASURING
SYSTOLIC AND DIASTOLIC BLOOD
PRESSURE AND HEART RATE IN AN
ENVIRONMENT WITH EXTREME LEVELS
OF NOISE AND VIBRATIONS

Stergios Stergiopoulos and Amar C. Dhanantwari, assignors to
Her Majesty the Queen in Right of Canada as represented by
the Minister of National Defence

18 February 2003„Class 600Õ490…; filed in Canada 24 November
1999

In the field of auscultatory blood pressure monitoring, this apparatus
removes noise and vibration effects from audible heart beat sounds. Blood
pressure signals corresponding to the heartbeat are detected by a sensor
placed on a patient near an artery. Another acoustic transducer is placed on
the patient away from the artery to detect noise and vibrations. Pressure is
applied to the artery thereby forcing the artery to close. The pressure is then
reduced and, while reducing the pressure, the artery pressure signal and the
two acoustic signals are relayed to a processing unit. The signal of the
former acoustic sensor is then processed using an adaptive interference can-
celler algorithm with the signal from the second transducer acting as inter-
ferer. Heart beat pulses are determined from the processed signal. Relating
the heart beat pulses to the pressure signal provides the systolic and diastolic
blood pressure.—DRR

6,520,924

43.80.Qf AUTOMATIC DIAGNOSTIC APPARATUS
WITH A STETHOSCOPE

Byung Hoon Lee, Kangnam-ku, Seoul, the Republic of Korea
18 February 2003„Class 600Õ586…; filed in the Republic of Korea

16 November 2000

This is a computerized stethoscope attachment with the goal of disease
identification. This is done by comparing the auscultated sounds with stan-
dard recorded data for cardiovascular and gastrovascular diseases. The
waveforms of the auscultated stethoscope sounds are digitized and com-
pared through a search mechanism with the standard data. The diseases are
named and recorded. This information can also be displayed on appropriate
monitors.—DRR

6,523,639

43.80.Qf RECEIVER STRUCTURE OF
STETHOSCOPE

Woei-Kang Shieh, Taipei City, Taiwan, Province of China
25 February 2003„Class 181Õ131…; filed 5 September 2002

A receiver structure of a stethoscope, which can be switched back and
forth between high- and low-frequency sounds, consists of a receiver body,
a double hoop frame, and a membrane. A groove14 is formed in the outer
periphery of a sound-pickup cambered surface of the receiver body for
buttoning up and assembling the double-hoop frame. The double hoop frame
20 consists of an outer hoop and an inner hoop, which are supported by at

least two links23. A gap is formed between the outer hoop and the links for
clamping and fixing the rim of the membrane. During use of this stetho-
scope, a large cavity would be formed and enclosed by the cambered sur-
face, the outer hoop, and the membrane, which allows a user to hear low-
frequency sounds via pickup duct12. A small cavity would be formed when
the user depresses the receiver body harder to enable hearing high-frequency
sounds.—DRR

6,524,244

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM AND METHOD

Christopher B. Knell et al., assignors to Ecton Incorporated
25 February 2003„Class 600Õ437…; filed 14 September 1999

The patent covers a medical diagnostic ultrasound system in which a
non-real-time operating system is used to transfer image data. In a preferred
embodiment, the system includes a central processing unit located outside of
the received signal path to transfer image data. The non-real-time operating
system can be used, e.g., in transferring image data from a hard disk to
system memory for display, to transfer image data from system memory to
the hard disk for storage, or to scroll image data to view a loop of image
data.—DRR
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6,524,249

43.80.Qf DOPPLER ULTRASOUND METHOD AND
APPARATUS FOR MONITORING BLOOD
FLOW AND DETECTING EMBOLI

Mark A. Moehring and Timothy R. Myers, assignors to Spentech,
Incorporated

25 February 2003„Class 600Õ438…; filed 6 December 2000

This version of using Doppler shift phenomena to measure blood flow
velocity provides an information display consisting of two simultaneously
displayed graphics. One graphical display is a blood locator display that
indicates locations along the axis of the ultrasonic beam at which blood flow
is detected. The other graphical display constitutes a spectrogram that indi-
cates velocities of the monitored blood flow at selected locations. The blood
locator display may include a color region corresponding to the locations at
which blood flow is detected. The intensity of the color may vary as a
function of detected ultrasound signal amplitude or as a function of detected
blood flow velocities. Embolus detection is also provided.—DRR

6,524,255

43.80.Qf ACOUSTIC COUPLING GUIDE FOR AN
ULTRASONIC TRANSDUCER PROBE

Peter M. Pawluskiewicz, assignor to Koninklijke Philips
Electronics N.V.

25 February 2003„Class 600Õ459…; filed 12 December 2000

Probes that are inserted into the body for scanning, such as transrectal
and transvaginal probes, often necessitate the use of a coupling material
between the transducer and the surface being examined. These probes may
contain multiple transducers mounted in different positions at the distal end
of the probe to obtain multiple scan planes. Coupling materials emulate
body tissue and act as a standoff, which allows the transducer to focus on
the surface being examined. A coupling guide is provided for controlling the
size and shape of a condom-covered probe when the condom is inflated with
a fluid such as water. The coupling guide can also be used to keep an organ
stable while the organ is being scanned and to minimize discomfort to the
patient.—DRR

6,514,203

43.80.Sh METHOD FOR ULTRASONIC CORONARY
THROMBOLYSIS

Shmuel Bukshpan, assignor to Sonata Technologies Limited
4 February 2003„Class 600Õ439…; filed 12 February 2001

This involves a method and apparatus for achieving thrombolysis of
coronary artery thromboses by means of ultrasonic energy. A thrombosis-
specific ultrasound contrast agent is injected intravenously into a patient
suspected of undergoing a coronary thrombosis. An array of ultrasound
transducers within a pad placed on the patient’s chest transmits ultrasound
signals into the patient’s thorax and then receives the reflected echoes. The
reflected signals are analyzed to determine the ratio of second harmonic to
first harmonic components in the signals. A high ratio indicates the presence
of a thrombus in the field of interrogation. Time-of-flight data for each of the
receiving transducers are used to compute the spatial location of the throm-
bus and a phased array ultrasonic transmission is then focused on the throm-
bus to achieve sonoparation.—DRR

6,524,251

43.80.Sh ULTRASONIC DEVICE FOR TISSUE
ABLATION AND SHEATH FOR USE THEREWITH

Robert Rabiner and Bradley A. Hare, assignors to OmniSonics
Medical Technologies, Incorporated

25 February 2003„Class 600Õ439…; filed 15 February 2001

A shielded ultrasonic medical probe operates in a transverse mode to
ablate and remove undesired tissue. The probe provides one or more acous-
tical sheaths for the purpose of controlling and focusing the energy emitted
by the probe in a manner most suited to the planned medical procedure. The
probe creates a cavitation area along its longitudinal length, thereby increas-
ing the working surface of the probe.—DRR

6,524,261

43.80.Sh ULTRASOUND APPLICATION DEVICE
FOR ACCELERATING STERNUM HEALING

Roger J. Talish et al., assignors to Exogen, Incorporated
25 February 2003„Class 601Õ2…; filed 18 October 1999

This method for sternum healing of a patient includes the steps of
positioning an ultrasound application device near a sternum and applying
ultrasound to the area around the sternum to promote healing. The device
consists of a transducer to generate ultrasound and a base for positioning the
transducer near the sternum. A diverging lens may be positioned between the
transducer and the sternum for acoustically diverging the ultrasound to cover

a wider area surrounding the sternum. A plurality of transducers may be
included in a number of recesses of the base along the length of the sternum.
A ring may also be used for positioning the transducers by securing itself
around the neck of the patient. A metal strip that can be implanted within the
patient adjacent to the sternum can be used to respond to signals from the
sternum. A mesh implanted in the patient substantially adjacent to the ster-
num can also be used.—DRR

6,524,271

43.80.Sh THERAPEUTIC ULTRASOUND
CATHETER FOR DELIVERING A UNIFORM
ENERGY DOSE

Axel F. Brisken et al., assignors to Pharmasonics, Incorporated
25 February 2003„Class 604Õ22…; filed 2 July 2001

This device provides a method for treating a target region in a body
lumen by delivering a uniform dose of ultrasonic energy from the interior of
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the lumen radially outward along the length of the lumen. A uniform dosage
corresponds to ultrasonic energy producing a uniform biological effect
around the circumference of the lumen. The purpose of the preferred em-
bodiment is to provide a dosage such that the ultrasound energy received at
any one point along the length of the lumen varies by no more than66 dB
from that received at any other point along the length.—DRR

6,514,202

43.80.Vj SYSTEMS AND METHODS FOR
EVALUATING OBJECTS WITHIN AN ULTRASOUND
IMAGE

Sorin Grunwald, assignor to SciMed Life Systems, Incorporated
4 February 2003„Class 600Õ437…; filed 23 April 2001

Statistics are used to distinguish between a scattering object and back-
ground. The statistics are calculated at selected regions and compared to a
predetermined range of values that represent the object. If the values are
within the range, the locations are marked to indicate that they are within the
object. A border may then be drawn around the object and the area
calculated.—RCW

6,514,205

43.80.Vj MEDICAL DIGITAL ULTRASONIC IMAGING
APPARATUS CAPABLE OF STORING AND
REUSING RADIO-FREQUENCY „RF… ULTRASOUND
PULSE ECHOES

Min Hwa Lee and Tai Kyong Song, assignors to Medison
Company, Limited

4 February 2003„Class 600Õ443…; filed in the Republic of Korea 9
February 1999

Pulse-echo rf signals from an array of transducer elements are stored
and used to form an image. The stored signals are analyzed and the analysis

is used to reprocess the stored signals and obtain an improved image.—
RCW

6,514,208

43.80.Vj METHOD AND APPARATUS FOR POWER
DOPPLER ULTRASOUND IMAGE ANALYSIS

Leopoldo C. Cancio et al., assignors to The United States of
America as represented by the Secretary of the Army

4 February 2003„Class 600Õ454…; filed 24 March 2000

Power Doppler ultrasound images of the kidney are analyzed to obtain
a numerical value that correlates to blood flow in the kidney cortex.—RCW

6,515,657

43.80.Vj ULTRASONIC IMAGER

Claudio I. Zanelli, Menlo Park, California
4 February 2003„Class 345Õ419…; filed 11 February 2000

Cross-sectional images created from volumetric data and data from an
interventional device such as a catheter are superimposed in one or more
views by this imager. The interventional device position is updated continu-
ously and superimposed on tissue images that may be updated less fre-
quently. The system operates in a fluoroscopelike way or provides a near
real-time projected image of the interventional device relative to an organ or
tissue.—RCW

6,517,484

43.80.Vj ULTRASONIC IMAGING SYSTEM AND
ASSOCIATED METHOD

Peter J. Wilk and Robert C. Stirbl, assignors to Wilk Patent
Development Corporation

11 February 2003„Class 600Õ437…; filed 28 February 2000

This system includes subsystems for calibration, determination of
transducer position, and formation of images. The calibration subsystem
adjusts the other subsystems. For determination of position, sensors are
considered as rigid bodies or as being contained in a flexible two-
dimensional mat. Images may be viewed stereographically on a flat video
screen or on a flexible video screen conforming to the outer surface of the
subject.—RCW

6,517,485

43.80.Vj METHOD AND APPARATUS FOR
PROVIDING REAL-TIME CALCULATION AND
DISPLAY OF TISSUE DEFORMATION IN
ULTRASOUND IMAGING

Hans Torp et al., assignors to G.E. Vingmed Ultrasound AS
11 February 2003„Class 600Õ438…; filed 22 January 2002

A high frame rate of tissue velocity imaging or strain rate imaging is
achieved by using the same ultrasonic pulses for tissue-based and Doppler-
based images. The number of beams used in Doppler frames is increased to
visualize tissue based only on Doppler. A sliding window is used in the
processing.—RCW
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6,517,486

43.80.Vj COMPOUNDING METHOD FOR REDUCING
SPECKLE NOISE

Pai-Chi Li, assignor to Computed Ultrasound Global,
Incorporated

11 February 2003„Class 600Õ443…; filed 16 August 2001

A reference image of an object is obtained and an external force is
applied to deform the object. The deformed object is imaged in the same
position using an estimated in-plane displacement to correct for motion. The
reference and the corrected image are compounded to reduce speckle.—
RCW

6,517,489

43.80.Vj METHOD AND APPARATUS FOR
FORMING MEDICAL ULTRASOUND IMAGES

Patrick J. Phillips et al., assignors to Acuson Corporation
11 February 2003„Class 600Õ458…; filed 19 April 2001

Essentially planar transmitted waves are used to improve contrast
agent imaging by producing peak pressures that are relatively uniform in
range. Depending on the type of contrast agent, echo frequencies of interest,
and the strength of nonlinear response, multiple wavefronts can be produced
at nearly the same time to increase peak pressures.—RCW

6,517,490

43.80.Vj APPARATUS AND PROCESS FOR
ENHANCING IMAGING OF SUBTLE STRUCTURES

George F. Garlick, assignor to Advanced Diagnostics Systems,
Incorporated

11 February 2003„Class 600Õ459…; filed 8 June 2000

Sound that diffracts, refracts, or scatters from the internal structure of

an object is selectively used and displayed in a holographic imaging
system.—RCW

6,520,913

43.80.Vj SYSTEM FOR RAPIDLY CALCULATING
EXPANSION IMAGES FROM HIGH-FREQUENCY
ULTRASONIC ECHO SIGNALS

Andreas Pesavento and Helmut Ermert, assignors to Lorenz &
Pesavento Ingenieurbu¨ro fü r Informationstechnik

18 February 2003„Class 600Õ438…; filed in Germany 29 May 1998

Strain images are obtained rapidly by frequency-downshifting echo
signals and iteratively calculating zero crossings.—RCW

6,520,915

43.80.Vj ULTRASOUND IMAGING SYSTEM WITH
INTRINSIC DOPPLER CAPABILITY

Shengtz Lin and Hue Phung, assignors to U-Systems,
Incorporated

18 February 2003„Class 600Õ453…; filed 24 November 2000

Phase is determined from b-mode frames and frame-to-frame changes
in phase are processed to detect Doppler shift. The phase comes from base-
band signal components. A threshold can be changed to eliminate low Dop-
pler shifts. The flow image produced by this system has the same frame rate,
spatial resolution, and coverage as the b-mode image.—RCW

6,520,916

43.80.Vj ULTRASOUND IMAGING SYSTEM AND
METHOD FOR IMPLANTABLE AND INVASIVE
DEVICES

Kenneth R. Brennen, assignor to Medtronic, Incorporated
18 February 2003„Class 600Õ463…; filed 2 August 2000

A guiding device such as a stylet or guidewire is coupled to a device
that vibrates. The guiding device is inserted into the device to be visualized.
In this configuration, longitudinal waves transferred to the device to be
imaged produce a Doppler image of the implantable device.—RCW

6,524,247

43.80.Vj METHOD AND SYSTEM FOR
ULTRASOUND IMAGING OF A BIOPSY NEEDLE

Danhua Zhao et al., assignors to U-Systems, Incorporated
25 February 2003„Class 600Õ437…; filed 15 May 2001

Ultrasonic b-scan images obtained in the usual way are compounded
with special b-scan frames having transmit and receive parameters modified
to highlight reception of echoes from a biopsy needle. The beamwidth used
for the special frames is wider in elevation than the corresponding beam-
width used to produce the other frames. The depth and orientation of a
biopsy needle is determined so that imaging parameters can be adaptively
changed.—RCW

6,524,252

43.80.Vj METHOD AND SYSTEM FOR GENERATING
ULTRASOUND FRAMES WITH DECORRELATED
SPECKLE PATTERNS AND GENERATING
A COMPOUND ULTRASOUND IMAGE THEREFROM

Zengpin Yu et al., assignors to U-Systems, Incorporated
25 February 2003„Class 600Õ443…; filed 24 November 2000

Successive sets of frames are obtained using different parameters that
affect speckle. The parameters are selected to produce decorrelated speckle
patterns. The frames are then compounded to produce the smoother
image.—RCW

6,524,253

43.80.Vj VOLUMETRIC ULTRASOUND IMAGING
WITH A THINNED ARRAY

Kenneth Abend, assignor to VueSonix Sensors Incorporated
25 February 2003„Class 600Õ443…; filed 20 March 2002

Each transmitter in this array illuminates a segment of a volume. Sig-
nals at receive elements are dynamically focused on intervals of the illumi-
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nated segment. The spacing between the receivers is greater than one-half of
the transmitted wavelength. The received beam pattern is formed so that
positions of receiver grating lobes coincide with nulls of the transmit beam
pattern to minimize the deleterious effects of grating lobes.—RCW

6,524,254

43.80.Vj ORTHOGONALLY RECONFIGURABLE
INTEGRATED MATRIX ACOUSTICAL ARRAY

Kenneth R. Erikson, assignor to BAE Systems Information and
Electronic Systems Integration, Incorporated

25 February 2003„Class 600Õ447…; filed 2 October 2001

The elements in this array can be switched in real time between two
orthogonal multirow arrays of transducers. The multirow subarrays can be
switched between vertical and horizontal strip configurations by integrated
circuits attached to the subarrays. The integrated circuits perform a first level
of transmit and receive beamforming for either horizontal or vertical scan-
ning. Impedance matching in integrated circuits between transducers and
cables improves signal transmission in cables from the array housing.—
RCW
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Primary microphone calibration system stability (L)
George S. K. Wonga) and Lixue Wu
Acoustical Standards, Institute for National Measurement Standards, National Research Council, Ottawa,
Ontario K1A 0R6, Canada

~Received 31 October 2002; revised 8 May 2003; accepted for publication 30 May 2003!

The stability of a primary microphone calibration system is investigated. In connection with the
intercomparison on the calibration of type 4160 LS1P laboratory standard microphones involving
the national laboratories of five countries, the pilot laboratory in Canada collected data over a period
of 31 months. The measurements were made in a chamber with controlled environment at the
reference condition of 23 °C, 101.325 kPa and 50% R.H. The microphone sensitivity levels were
measured at seven frequencies from 125 to 8000 Hz. Over the above period the stability of the
primary microphone calibration system was approximately 0.01 dB that included the stability of the
transfer standard microphones.
@DOI: 10.1121/1.1593064#

PACS numbers: 43.38.Kb, 43.30.Yj@AJZ#

I. INTRODUCTION

During a relatively recent intercomparison on the cali-
bration of laboratory standard microphones involving the na-
tional laboratories of five countries: Argentina~INTI !, Brazil
~INMETRO!, Canada~NRC, INMS!, Mexico ~CENAM!,
and the United States~NIST!, operating under the SIM
~Sistema Interamericano de Metrologia! AUV. A-K1 key

comparison designation, the Institute for National Measure-
ment Standards of Canada served as the pilot laboratory. The
transfer standards were a pair of Bru¨el & Kjær type 4160
LS1P laboratory standard microphones@serial no. ~s/n!
907045 and 17434004#. A ‘‘star’’ delivery arrangement was
adopted such that the pilot laboratory calibrated the micro-
phones before and after the calibration by each of the par-
ticipants. The microphones were ‘‘hand carried’’ to and from

TABLE I. Microphone sensitivity levels~in dB re 20 mV/Pa! measured over a period of 31 months. The mean sensitivity levels are the mean of the five
measurements shown in columns 1–5.

Serial
no.

Frequency
~Hz!

1

Before NIST,
Aug. 97

2
After NIST/

before CENAM
Jan. 98

3
After CENAM/

before INMETRO
Mar. 98

4
After INMETRO/

before INTI
Dec. 98

5

After INTI
Mar. 00

Mean
sensitivity

level
~dB!

907045 125 226.498 226.498 226.500 226.505 226.508 226.502
250 226.518 226.514 226.521 226.532 226.530 226.523
500 226.522 226.520 226.528 226.533 226.537 226.528

1000 226.486 226.481 226.494 226.496 226.499 226.491
2000 226.305 226.301 226.309 226.315 226.318 226.310
4000 225.703 225.701 225.696 225.706 225.709 225.703
8000 227.201 227.191 227.186 227.176 227.186 227.188

1734004 125 226.991 226.978 226.993 226.989 226.987 226.988
250 227.011 227.002 227.007 227.013 227.014 227.009
500 227.020 227.005 227.008 227.025 227.022 227.016

1000 226.993 226.981 226.988 226.993 226.991 226.989
2000 226.855 226.845 226.849 226.859 226.858 226.853
4000 226.403 226.398 226.398 226.404 226.409 226.402
8000 227.351 227.353 227.340 227.347 227.357 227.350

907039 125 226.558 226.559 226.557 226.559 226.563 226.559
250 226.579 226.577 226.581 226.578 226.577 226.578
500 226.580 226.585 226.582 226.577 226.576 226.580

1000 226.542 226.542 226.541 226.542 226.542 226.542
2000 226.376 226.377 226.377 226.374 226.379 226.377
4000 225.847 225.846 225.844 225.853 225.855 225.849
8000 227.284 227.280 227.284 227.285 227.301 227.287

a!Electronic mail: george.wong@nrc.ca
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the pilot laboratory. The pilot laboratory performed five sets
of calibrations within a period of approximately 31 months,
started in August 1997 and ended in March 2000.

II. CALIBRATION SYSTEM

The calibrations were performed in a chamber with con-
trolled environment1 at the reference condition of 23 °C,
101.325 kPa, and 50% R.H. The uncertainties of the environ-
mental controls were 0.05 °C, 20 Pa, and 5% R.H., respec-
tively. ISO standard air2 was used for all measurements to
avoid contamination with other gases, such as CO2 that may
influence the measurements. Since the reciprocity method
requires three microphones, a third LS1P laboratory standard
microphone~Brüel & Kjær type 4160, s/n 907039! was in-
cluded to perform the calibration in accordance to the IEC
international standard.3 A commercial reciprocity calibration
apparatus~Brüel & Kjær 4143EH4004! was used. Details of
the instrumentation and measurement procedure for micro-
phone calibration with the environmental controlled chamber
had been described.1

III. MEASUREMENT RESULTS

In accordance with the protocol accepted by all the par-
ticipants of the above SIM intercomparison of microphone
calibration, the open-circuit sensitivity levels of the micro-
phones were measured at seven frequencies: 125, 250, 500,
1000, 2000, 4000, and 8000 Hz. The microphone open-
circuit sensitivity levels of five sets of measurements taken
by the pilot laboratory are shown in Table I. Figures 1–3
show the deviations from the mean sensitivity level~the last
column in Table I! of the three microphones, at each of the
test frequencies, over the above period of 31 months. From
Figs. 1 and 2 for transfer standard microphones s/n 907045
and s/n 1734004, respectively, the deviations are within
0.011 dB, except at 8000 Hz for microphone s/n 907045, at
which the deviation is slightly larger at 0.013 dB. It is inter-
esting to point out that for microphone s/n 907039, which
remained at the pilot laboratory without the need to endure
air transportation to and from the participating laboratories
over the above period, the deviations shown in Fig. 3 were

significantly smaller for frequencies below 8000 Hz and
these deviations are within10.007 and20.006 dB. It should
be noted that the deviations shown for the three microphones
~Figs. 1–3! are the combined contributions from the sensi-
tivity level stability of the microphones and the stability of
the primary calibration system. Since the specifications for
laboratory standard microphones4 state that the type 4160
LSIP microphone has a long-term stability coefficient of
,0.02 dB per year from 250 to 1000 Hz, and the manufac-
turer Brüel and Kjær indicated the stability of their LS1P
microphones may have a stability coefficient of approxi-
mately 0.01 dB per year, one may conclude that the stability
of the primary microphone calibration system of the pilot
laboratory at INMS is excellent.

IV. CONCLUSIONS

The measurement of microphone open-circuit sensitivity
levels of three LS1P laboratory standard microphones over a
period of 31 months is discussed. The deviations of the sen-
sitivity levels from the mean value are the combined contri-
butions from the stability of the microphones and the stabil-
ity of the primary calibration system. One may conclude that
during the above period, the stability of the primary micro-

FIG. 1. Deviation from the mean sensitivity level of transfer standard mi-
crophone s/n 907045.

FIG. 2. Deviation from the mean sensitivity level of transfer standard mi-
crophone s/n 1734004.

FIG. 3. Deviation from the mean sensitivity level of laboratory standard
microphone s/n 907039.
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phone calibration system is approximately 0.01 dB for mea-
surements from 125 to 8000 Hz.

1G. S. K. Wong and L. Wu, ‘‘Controlled environment for reciprocity cali-
bration of laboratory standard microphones and measurement of sensitiv-
ity pressure correction,’’ Metrologia36, 275–280~1999!.

2ISO 2533,Standard Atmosphere~International Organization for Standard-
ization, 1975!.

3IEC 1094-2 Ed.1~1992!, ‘‘Measurement microphones Part 2: Primary
method for pressure calibration of laboratory standard microphones by the
reciprocity technique.’’

4IEC 1094-1 Ed.2~2000!, ‘‘Measurement microphones Part 1: Specifica-
tions for laboratory standard microphones.’’
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Effect of contralateral precursor type on the temporal effect
in simultaneous masking with tone and noise maskers (L)

Sophie Savel and Sid P. Bacon
Psychoacoustics Laboratory, Department of Speech and Hearing Science, Arizona State University, Tempe,
Arizona 85287-0102

~Received 19 January 2003; revised 8 May 2003; accepted 19 May 2003!

A sound~contralateral precursor! presented to the nontest ear prior to the onset of a masker and
probe has been shown to reduce the temporal effect in simultaneous masking with noise maskers but
not with tonal maskers. The present study examined this further. The probe was a 4.0-kHz tone. In
experiment 1a, the masker was a 4.4-kHz tone and the precursor was a 4.4-kHz tone or an
unmodulated~UM! or amplitude-modulated~AM ! band of noise~4.4–8.0 kHz!. In experiment 1b,
the masker was a broadband noise and the precursor was a UM or an AM broadband noise. In both
experiments the precursor consistently reduced the temporal effect for only one of the seven or eight
subjects, regardless of precursor type. These largely negative results indicate that it may not be
possible to use contralateral precursors to gain much insight into the mechanisms underlying
temporal effects in simultaneous masking. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1592162#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ba@MRL#

I. INTRODUCTION

The threshold for a brief probe is often higher when it is
presented at the beginning of a long masker than when it is
presented later in time. This temporal effect has been ob-
served with broadband noise and tonal maskers~e.g.,
Zwicker, 1965; Bacon and Viemeister, 1985!. Although a va-
riety of explanations has been proposed for this temporal
effect ~e.g., see Bacon and Smith, 1991!, most recently it has
been suggested that the temporal effect with broadband noise
maskers could reflect the influence of the medial olivoco-
chlear bundle on the outer hair cells~Turner and Doherty,
1997; Bacon and Liu, 2000; Zenget al., 2000!. One line of
supporting evidence comes from research with contralateral
precursors. These are sounds that precede the masker and
probe, but are presented to the nontest ear. Turner and
Doherty ~1997! found that a broadband precursor reduced
the threshold at the onset of their broadband masker~and
hence the temporal effect! by 1–11 dB in their eight~of ten!
subjects with a sizable temporal effect. Bacon and Liu~2000!
showed that the effectiveness of a contralateral precursor de-
pended upon its spectral content, suggesting, among other
things, that the precursor was not simply providing a timing
cue for the onset of the probe. However, the contralateral
precursor was effective in reducing the temporal effect with
their broadband masker in only four of their 15 subjects.

It is unclear whether the same processing underlies the
temporal effect with broadband and tonal maskers. To date,
only one study has examined the effect of contralateral pre-
cursors on the temporal effect with tonal maskers. Bacon and
Healy ~2000! found that those precursors had no effect in the
three subjects they tested. There are at least four possible
explanations for this lack of an effect. The first is that Bacon
and Healy did not test a sufficient number of subjects, given
that large individual differences may be present~Bacon and
Liu, 2000!. The second is that the conditions were not ad-
equate to demonstrate an effect. In particular, it could be that

the possible role of the medial olivocochlear system in the
psychophysical temporal effect will be observed only when
probe levels are in a range where the basilar-membrane
input–output functions are the most compressive~e.g., Rug-
gero et al., 1997!, that is, for levels above 40 dB SPL. In
Bacon and Healy~2000!, the probe level at threshold was
around 35 dB SPL. The third explanation is that the tonal
precursor did not produce a sufficient efferent response,
given that tones are less likely to activate the efferent system
than noise~Warren and Liberman, 1989!. Finally, the fourth
explanation is that the efferent system is simply not involved
in the temporal effect with tonal maskers.

The purpose of the present study was to re-evaluate the
effects of contralateral precursors on the temporal effect with
tonal maskers. We extended previous work by~1! increasing
the number of subjects;~2! using a shorter probe and smaller
masker–probe frequency ratio to increase probe level;~3!
comparing the effect of contralateral precursors for tone and
noise maskers in the same group of subjects; and~4! employ-
ing a variety of precursor types, including modulated noise,
which may be especially effective in eliciting an efferent
response~Maisonet al., 1999!.

II. METHODS

A. Apparatus and stimuli

All stimuli were digitally generated and produced at a
50-kHz sampling rate using a digital array processing card
~TDT AP2! and digital-to-analog converter, or DAC~TDT
DD1!. The probe and masker were presented through one
channel of the DAC. When a precursor was present, it was
presented through the second channel. The output of each
channel was low-pass filtered at 8 kHz~TDT FT6!, attenu-
ated ~TDT PA4!, and ultimately routed via a headphone
buffer ~TDT HB6! to a Sennheiser HD250 headphone.

The probe was a 4.0-kHz tone, 10 ms in duration, pre-
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sented either at the beginning~0-ms delay! or at the temporal
center~195-ms delay! of the 400-ms masker. In experiment
1a the masker was a 4.4-kHz tone presented at 80 dB SPL.
The precursor was either a 4.4-kHz tone or a bandpass noise
~4.4–8.0 kHz! that was unmodulated~UM! or amplitude
modulated~AM !. The level of the tonal precursor was 40
~low! or 80 ~high! dB SPL. The spectrum level of the UM
and AM precursors was210 ~low! or 30 ~high! dB SPL. In
experiment 1b the masker was a broadband noise~1–8000
Hz! presented at a spectrum level of 20 dB SPL. The precur-
sor was either a UM or an AM broadband noise~1–8000
Hz!, presented at a spectrum level of220 ~low! or 20 ~high!
dB SPL.

In both experiments the AM noise was modulated at a
rate of 100 Hz and a depth of 100%, as these values have
been shown to produce a maximum efferent effect~Maison
et al., 1999!. The noises~masker and precursors! were gen-
erated in the frequency domain and transformed into the time
domain via an inverse Fourier transform, using theSIGGEN

software provided by TDT. A new sample of the noise was
generated on each trial. The duration of the precursor~and
masker! was 400 ms. The delay between the offset of the
precursor and the onset of the masker was 0 ms. In the pres-
ence of a precursor, the probe was only presented at the
beginning of the masker, as precursors generally have no
effect on thresholds for a probe at the temporal center of a
masker. All stimulus durations included 5-ms cos2 rise/fall
times, and all durations and delays were determined from
0-voltage points. The level of the probe was varied adap-
tively via the array processor.

B. Procedure

The conditions were presented in random order. Subjects
were tested in a single-walled, sound-attenuating booth lo-
cated in a sound-insulated room. The masker and probe were
presented to one ear, and the precursor~when present! was
presented to the other ear. Thresholds were measured using
an adaptive, three-interval, forced-choice procedure with a
decision rule that estimates the 79.4%-correct point on the
psychometric function~Levitt, 1971!. A run started with the
probe level 10–15 dB above the estimated threshold; it was
decreased following three correct responses and increased
following one incorrect response. The step size initially was
5 dB, but was decreased to 2 dB following the second rever-
sal. Each run consisted of 12 reversals; the threshold esti-
mate for that run was the mean level at the last 10 reversals.

A run was included only if the standard deviation of the
threshold estimate was 5 dB or less. Each threshold reported
is the mean of at least three runs, obtained over 3 days. If the
standard deviation of this mean exceeded 3 dB, an additional
estimate was obtained and included in the mean. This con-
tinued until the standard deviation was less than 3 dB, or a
total of six estimates was obtained and averaged. Over 95%
~101/106! of the means presented here had standard devia-
tions less than 3 dB.

C. Subjects

Eight individuals participated. They ranged in age from
20–29 years, and had thresholds of 15 dB HL or lower
~ANSI, 1996! for octave frequencies from 0.5 to 8.0 kHz.
Subjects had at least 2 h of practice prior to data collection.
The practice consisted primarily of detecting a probe at
masker onset, both with and without the contralateral precur-
sor, as this was the most difficult condition. All subjects ex-
cept S1~author SS! were paid for their participation.

III. RESULTS

A. Experiment 1a: Tonal masker

The individual results for the tonal masker are shown in
Fig. 1. The results are plotted in terms of the temporal effect
~in dB!1 obtained without a precursor~filled circles!, with a
high-level precursor~unfilled squares!, and with a low-level
precursor~unfilled triangles!. Each of the three panels is for
a different type of precursor~the data without a precursor are
repeated across panels!. In the absence of the precursor, the
temporal effect ranged from 8 to about 12 dB, with a group
mean of 9.8 dB. As shown in Fig. 1, there was no consistent
effect of the precursor across subjects, nor was there a con-
sistent effect of precursor type. Moreover, the effects were
generally small. Indeed, the effect for S1~for all three pre-
cursor types at the high level! was the only one in which the
error bars~not shown! representing61 s.d. of the threshold
estimates for the 0-ms delay~with and without a precursor!
did not overlap. For this subject, the high-level precursor
reduced the temporal effect by 5 dB.

B. Experiment 1b: Broadband noise masker

The individual results for the broadband noise masker
are shown in Fig. 2. The temporal effect in the absence of a
precursor~filled circles, repeated across panels! was 8–16

FIG. 1. Temporal effect~in dB! with a
4.4-kHz tonal masker obtained for
each subject without a precursor~filled
circles!, with a high-level precursor
~unfilled squares!, and with a low-
level precursor ~unfilled triangles!.
Each of the three panels is for a differ-
ent type of precursor~tone, UM noise,
AM noise, respectively!.
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dB, with a group mean of 11.6 dB. There generally was no
consistent effect of the precursor, except for S1 and S7. For
S7, the precursor increased the temporal effect, presumably
because the precursor served as a distraction. For S1, the
precursor reduced the temporal effect. The reduction was
about 5–7 dB, and only for the high-level precursor. For both
subjects, the error bars~not shown! representing61 s.d. of
the threshold estimates for the 0-ms delay~with and without
a precursor! did not overlap.

IV. DISCUSSION

One explanation for the temporal effect in simultaneous
masking is that it reflects the time course of the medial olivo-
cochlear system. A potentially fruitful way in which to test
this explanation is to use contralateral precursors. The initial
results of Turner and Doherty~1997! were particularly en-
couraging. They found that a contralateral precursor consis-
tently reduced the temporal effect with a broadband masker
in their eight subjects with a considerable temporal effect.
Unfortunately, we have observed such a reduction in only 5
of 26 subjects in our laboratory using both broadband noise
and tonal maskers~Bacon and Liu, 2000; Bacon and Healy,
2000; present study!. It is unclear why we have been so
much less successful in observing an effect of contralateral
precursors. Our lack of success should not necessarily be
taken as evidence that the efferent system is not involved in
the temporal effect. Instead, it may simply reflect the fact
that the medial olivocochlear system responds better to ipsi-
lateral than contralateral stimulation~Liberman, 1988!, and
that there is considerable variability in efferent activity, in
both animal~either under anesthesia or arousal! and human
studies~Robertson and Gummer, 1985; Maisonet al., 1997!.
For example, larger contralateral evoked otoacoustic emis-
sion suppression was observed in professional musicians
than in nonmusicians, suggesting that acoustic history could

have an influence on the activity of the efferent system~Mai-
son et al., 1999!. However, even if the temporal effect in
simultaneous masking is mediated via the efferent system,
our results suggest that the use of contralateral precursors
may not be an especially fruitful way to study this process-
ing.
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Modeling the quasicompressional wave field of a rectangular
transducer in a transversely isotropic solid
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A fast model for simulating the transient quasicompressional wave field of a rectangular ultrasonic
transducer directly coupled to a transversely isotropic elastic half-space of general orientation is
developed. The so-called two-tier asymptotic approach and the uniform stationary phase method are
used to derive the high-frequency asymptotics of time-harmonic displacements. Then, transient
fields are modeled by means of harmonic synthesis. In geometrical regions, the formulas involve
elementary and inside boundary layers, well-known special functions~Fresnel integral and
generalized Fresnel integral!, and are applicable in the radiating near field. The asymptotics
elucidate the physics in terms of various arrivals and give explicit dependence of the radiated waves
upon model parameters. The asymptotic code is tested against a direct numerical solution. It is at
least a thousand times faster but describes accurately both arrival times and amplitudes of various
pulses radiated by the transducer. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1575745#

PACS numbers: 43.20.Bi, 43.20.Dk, 43.35.Zc@DEC#

I. INTRODUCTION

The problem of wave propagation in anisotropic media
has attracted much attention due to its importance in many
practical areas such as nondestructive evaluation~NDE!,
seismology, crystal optics, and magneto-hydrodynamics. In
particular, many industrial materials exhibit anisotropy at
typical ultrasonic inspection wavelengths. It is well known
that such materials are difficult to inspect due the skewing,
splitting, and focusing of ultrasonic beams.

Relatively few models of transducer wave fields in an-
isotropic solids have been developed so far due to the com-
plexity of the problem. Most existing NDE models are based
on full numerical schemes such as the boundary-integral
equation method~Guo and Achenbach, 1995!, Fourier-
integral representation~Erikssonet al., 2000!, and the so-
called elastodynamic finite integration technique~Langen-
berg et al., 2000!. Such models are extremely time-
consuming and do not elucidate the physics of the problem.
Several seminumerical approaches have also been devel-
oped. These include the point-source superposition~Spies,
1994; Lhémery et al., 2000! and the Gaussian beam ap-
proach~Spies, 1999; Schmerr and Sedov, 2002!. The latter
method is very computationally efficient, but it relies on the
paraxial approximation and thus is suitable for modeling
only the main beam at distances not closer to the source than
one-tenth of the near-field length.

As demonstrated in a number of recent publications~see
Gridin and Fradkin, 1998, and references therein!, high-
frequency asymptotical methods may lead to fast and accu-
rate codes for simulating transducer wave fields in isotropic
solids; they also help to understand the underlying physics.

This paper is the first step toward extending these models to
anisotropic solids. In NDE, most frequently encountered an-
isotropic solids are transversely isotropic~TI!; important ex-
amples are austenitic steel which is found, for instance, in
claddings and welds of nuclear reactors, and fiber-reinforced
composites. In this paper we concentrate primarily on TI
solids.

The basis for our analysis is the so-called two-tier
asymptotic approach proposed in Fradkinet al. ~1998! for
modeling the radiating near field of a uniform circular trans-
ducer directly coupled to an isotropic elastic half-space. The
approach was applied to wave fields of rectangular transduc-
ers in isotropic solids in Gridin~1998!. Below, we utilize a
similar strategy to describe the radiating-near-quasi-
compressional~qP! wave field of a rectangular transducer
directly coupled to a TI half-space. Note that the Gaussian
beam approach has not yet been developed to deal with rect-
angular sources. The far-field expressions for circular and
rectangular surface sources have been derived before by
Spies~2002!. It should be emphasized that the qP wave field
considered in the present paper is not the complete trans-
ducer wave field; the latter should also include two types of
quasishear~qS! fields. However, such wave fields are more
difficult to model asymptotically, since the two types degen-
erate in certain directions and one of them may possess caus-
tics. Although for a point-surface source these problems have
been successfully dealt with in Gridin and Fradkin~2001!,
modeling the qS transducer wave fields is a more involved
problem and will not be considered in this paper.

The paper is organized as follows: We start by describ-
ing the two-tier approach in Sec. III, and then derive the
high-frequency asymptotics of the qP field of a rectangular
transducer in Sec. IV. In Sec. V we describe an asymptotic

a!Present address: Department of Mathematics, Imperial College, London
SW7 ABZ, United Kingdom; electronic mail: d.gridin@ic.ac.uk
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and a direct numerical code for modeling pulse propagation,
and carry out numerical tests.

II. FORMULATION OF THE PROBLEM

Let us consider the forced time-harmonic motion of a
homogeneous TI elastic half-space caused by a direct contact
rectangular transducer. The geometry of the problem is de-
picted in Fig. 1. We use the Cartesian coordinates
(x1 ,x2 ,x3), with thex3 axis directed into the half-space, and
the origin coinciding with the center of the loaded area.
Without any loss of generality, the symmetry axis of the solid
is chosen to lie in the (x1 ,x3) plane, and the angle between
the axis and thex3 axis is denoted bya. The transducer
half-sides arel 1 and l 2 , and the smallest angle between one
of the sides and thex1 axis is denoted byb.

As is well known~e.g., Payton, 1983!, a TI solid may be
characterized by densityr and five independent elastic con-
stantsc118 , c128 , c138 , c338 , andc448 , where Voigt’s shortened
notations are used~see, e.g., Auld, 1990!. The elastic con-
stants in (x1 ,x2 ,x3) coordinates are denoted bycIJ and are
given in terms ofcIJ8 in the Appendix.

The time-harmonic displacement fieldu inside the solid
satisfies the equations of motion

~ci jkl ] j] l1rv2d ik!uk50, ~1!

where] j stands for]/]xj , andv is the circular frequency.
The factor exp(2ivt) is implied but omitted here and every-
where. We choose the usual boundary conditions of pre-
scribed tractions which are uniform over the loaded areaT.
In the case of a normal directly coupled transducer, these
conditions are

s13ux3505s23ux35050,

~2!

s33ux3505H 2p0 , ~x1 ,x2!PT;

0, otherwise,

wheres is the stress tensor. In the case of a shear transducer
we assume for simplicity that shear tractions are aligned with
one of the transducer sides, so that we have

s13ux3505H 2p0 cosb, ~x1 ,x2!PT;

0, otherwise,

s23ux3505H 2p0 sinb, ~x1 ,x2!PT;

0, otherwise,
~3!

s33ux35050.

In Eqs. ~2! and ~3! p0 is a constant and has dimension of
pressure. Finally, we assume the radiation condition which
allows only the outgoing waves.

III. THE TWO-TIER ASYMPTOTIC APPROACH

It is well-known that the field radiated by a transducer
into a solid can be represented as an integral of the corre-
sponding Green’s function over the loaded area. This is the
basis of the two-tier asymptotic approach introduced in Frad-
kin et al. ~1998! for the description of the radiating near field
of a uniform circular transducer directly coupled to an iso-

tropic elastic half-space. The approach was applied to wave
fields of normal rectangular transducers in isotropic solids in
Gridin ~1998!. Below, we utilize similar strategy to describe
qP wave fields in TI half-spaces.

Thefirst tier involves finding the far-field asymptotics of
the Green’s tensor, that is solution of Lamb’s problem of a
point source acting on the surface of a half-space. For a TI
half-space the problem has been solved in Gridin and Frad-
kin ~2001!. The leading term of the far-field asymptotic ex-
pansion of the qP wave produced by a point source acting at
the origin can be written as

Gi j
qP~v,x!.

2p

c448
Di j ~ x̂!

eik0r f 1( x̂)

r
, r @l, ~4!

wherek05v/c0 , c05Ac448 /r is the shear wave speed along
the symmetry axis,x̂5x/r is the unit vector pointing towards
the observation point, andl is a typical qP wavelength. Ex-
act expressions for the directivity tensorD and the function
f 1 can be found in Sec. 4~b! of Gridin and Fradkin~2001!.
We assume that the qP wavefront is a convex surface which
does not possess any singular points; this case is most com-
monly encountered in practice.

The second tierinvolves integrating the asymptotics~4!
over the loaded areaT, so that we have

ui
qP(T)~v,x!.

2pp0

c448
E E

T
Di3~ d̂!

eik0udu f 1(d̂)

udu
dx18 dx28 ,

~5!

for a compressional transducer, and

ui
qP(T)~v,x!.

2pp0

c448
E E

T
@cosbDi1~ d̂!

1sinbDi2~ d̂!#
eik0udu f 1(d̂)

udu
dx18 dx28 , ~6!

for a shear one, where we use the notationsd5x2x8, x8

5(x18 ,x28,0) andd̂5d/udu. Then, the high-frequency asymp-
totics of the integrals in~5! and ~6! are evaluated. To sim-
plify the presentation, below we concentrate on a compres-
sional transducer, since analysis of Eq.~6! is similar to that
of Eq. ~5!.

FIG. 1. The geometry of the problem.
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IV. THE HIGH-FREQUENCY ASYMPTOTICS

Under the near-zone condition

x3,@min~ l 1 ,l 2!#2/l, ~7!

the integrand in~5! contains a slowly varying amplitude and
a rapidly oscillating exponential factor. It is well-known that
main contributions to integrals of this type come from sta-
tionary points of phase functions, various types of critical
boundary points, and singular points of amplitude functions
~Bleistein and Handelman, 1986; Borovikov, 1994!. Critical
boundary points include points on smooth parts of the
boundary where the derivative of the phase function along
the boundary vanishes, as well as the boundary points such
as corners, where analyticity of the boundary is violated.

Let us describe critical points of the integral in~5!. To
start with, the amplitude function has no singularities. The
phase function,udu f 1(d̂), has one stationary point where it is
at a minimum and which we denote byxp5(x1

p ,x2
p,0). Point

xp is a critical point of the integral in~5! only if it lies within
the integration domain, which is the case when the observa-
tion point is inside the main beam. For further convenience,
let us introduce functionxp by

xp5H 1, xpPT;

0, otherwise.
~8!

Since the qP wavefront of a point source is convex, each
edge~a straight segment of the loaded area! may contain no
more than one edge critical point. Thus, there may be up to
four edge critical points, depending on the observation point.
It is useful to introduce points at which the phase function is
at its minimum and which lie on straight lines containing the
edges. We denote such points byxe and, when necessary, use
additional subscripts to indicate the edge. We also introduce
xe, such that it is unity whenxe lies on the edge and zero
when it lies at the same straight line but outside the edge. In
general, each pointxe is to be found numerically.

Finally, the integration domain possesses four corner
points, which we denote byxc. Let us now describe different
types of waves which are contributions of the above critical
points. Throughout, we use superscripts to distinguish the
types.

A. Geometrical regions

The geometrical regions are so called because they may
be modeled by using the geometrical elastodynamics, and the
wave field inside them may be represented using a finite
number of rays. When the radiated wave field is evaluated
using asymptotic approximation of an integral of type~5!,
the wave field along each ray is a contribution of an isolated
critical point.

1. Isolated stationary point: Plane wave

When integral~5! is evaluated asymptotically, the con-
tribution of the isolated stationary point gives rise to a plane
qP wave. However, rather than evaluating the double integral
in ~5! by the stationary phase method, below we find the
exact expression for the wave.

Let us consider a load of infinite extent. Then, the sym-
metry of the problem allows us to rewrite the equations of
motion ~1! as a system of ordinary differential equations

c55

d2u1

dx3
2 1c35

d2u3

dx3
2 1rv2u150,

c44

d2u2

dx3
2 1rv2u250, ~9!

c35

d2u1

dx3
2 1c33

d2u3

dx3
2 1rv2u350.

Assuming for definiteness that the load exerts shear tractions
along thex1 axis, the boundary conditions become

S c55

du1

dx3
1c35

du3

dx3
D U

x350

52p0 ,

c44

du2

dx3
U

x350

50, ~10!

S c35

du1

dx3
1c33

du3

dx3
D U

x350

50.

The solution of the boundary-value problem~9!–~10! can be
found in the form

u5
p0

k0c448
(
N51

3

aNei(vx3 /cN1p/2), ~11!

where the qP, qSV, and qSH wave speeds are

c1,25F 1

2r
$c331c556A~c332c55!

214c35
2 %G1/2

,

~12!
c35~c44/r!1/2.

The dimensionless vectoraN is given by

aN5adj MNF (
N851

3

BN8adj MN8G21

e1 , ~13!

where e15(1,0,0)T, adj MN denotes the adjoint of matrix
MN, and matricesBN andMN can be found in the Appendix.
When the boundary conditions specify shear tractions along
thex2 axis or else normal pressure, Eq.~13! should be modi-
fied by replacinge1 by e25(0,1,0)T or e35(0,0,1)T, respec-
tively.

According to the causality principle, the plane qP wave
well inside the main qP beam is described by theN51 term
in Eq. ~11!. Thus, we have

uqP(p)~v,x!5xp
p0

k0c448
a1ei(vx3 /c11p/2)[xpūqP(p)~v,x!,

~14!

where (p) stands for plane wave. The phase velocity of the
plane qP wave is normal to the surface, while the group
velocity is generally not; this leads to skewing of the main qP
beam. This situation is illustrated in Fig. 2. The group veloc-
ity vector lies in the (x1 ,x3) plane, and the skewing anglec
is given by
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c5tan21
s18~a!

s1~a!
, ~15!

wheres1 is the qP slowness given by

s1~u!5$ 1
2 @~ ĉ118 11!sin2 u1~ ĉ338 11!cos2 u1AD#%21/2,

~16!

with

D5@~ ĉ118 21!sin2 u1~12 ĉ338 !cos2 u#2

14~ ĉ138 11!2 sin2 u cos2 u. ~17!

@If c determined from~15! is positive~negative!, the group
velocity vector makes a blunt~acute! angle with thex1 axis.#

Note that for a normal transduceru2
qP(p)50 ~because

a2
150 due to symmetry!. However, in contrast to the isotro-

pic caseu1
qP(p)Þ0.

2. Isolated edge point: Edge wave

When integral~5! is evaluated asymptotically, the con-
tribution of an isolated edge point gives rise to an edge qP
wave. Utilizing Eq.~4.10! from Borovikov ~1994!, for the
leading term of an edge wave we obtain

ui
qP(e)~v,x!.xe

~2p!3/2p0

k0
3/2c448

Di3~ d̂e!

A] l
2~ udu f 1!]n~ udu f 1!

3
ei[ k0udeu f 1(d̂e)13p/4]

udeu

[xeūi
qP(e)~v,x!, ~18!

wherede5x2xe, ] l
2(udu f 1) denotes the second derivative of

the phase function along the edge, and]n(udu f 1), the first
derivative along the inward normal to the edge; both deriva-
tives are taken atxe. The superscript (e) indicates the edge
wave. Equation~18! demonstrates that the edge waves are
asymptotically smaller~the order 1/2 smaller! than the plane
wave.

3. Isolated corner point: Corner wave

The contribution to integral~5! of a corner point gives
rise to a corner qP wave. Utilizing Eq.~4.12! from Boro-
vikov ~1994!, for the leading term of the corner wave we
obtain

ui
qP(c)~v,x!.2

2pp0

k0
2c448

Di3~ d̂c!

]n1
~ udu f 1!]n2

~ udu f 1!

eik0udcu f 1(d̂c)

udcu
,

~19!

wheredc5x2xc, and]n1
(udu f 1) and ]n2

(udu f 1) denote the
first derivatives along the inward normals to the two edges
joining at the corner; both derivatives are taken atxc. The
superscript (c) indicates the corner wave. Equation~19!
demonstrates that the corner waves are asymptotically
smaller~the order 1 smaller! than the plane wave.

B. Boundary layers

The representation of the total qP field as a sum of the
plane, edge, and corner waves is not applicable insidebound-
ary layersbetween the geometrical zones. These are transi-
tional regions surrounding lines or surfaces along which rays
of different nature coalesce. Wave fields inside boundary lay-
ers are described in terms of asymptotic series which involve
special functions rather than inverse powers of dimensionless
frequency as ray series do. The size and shape of a boundary
layer are both determined by the condition that the phase
difference between rays of different nature is small~the usual
criterion is that it isp!. The higher the frequency is, the
narrower the boundary layers. When the wave field is evalu-
ated using asymptotic approximation of an integral of type
~5!, this situation corresponds to coalescence of two or more
critical points.

1. Coalescence of the stationary and edge point:
Edge penumbra

The first type of a penumbral boundary layer occurs as
xe→xp, i.e., when the phase difference between the plane
and an edge wave tends to zero. Under this condition, ex-
pression~14! has a discontinuity and expression~18! tends to
infinity. Mathematically, this situation corresponds to the
case of coalescing stationary and edge critical point~Boro-
vikov, 1994, Sec. 4.2.4!. The leading term of the asymptotics
which are applicable in thisedgepenumbral region involves
the Fresnel integral

F~j!.
e2 ip/4

Ap
E

2`

j

eis2
ds ~20!

@Borovikov, 1994, Eq.~6.1a!# and we obtain

uqP(EP)5xeF@~2xp21!Ak0~ udeu f 1~ d̂e!2x3 /c1!#ūqP(p),
~21!

where superscript~EP! indicates the edge penumbra. The
size of the edge penumbral layer is determined by the con-
dition that the phase difference between the plane and edge
wave isp, that is, we have

k0~ udeu f 1~ d̂e!2x3 /c1!5p. ~22!

FIG. 2. Skewing of the main beam.
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Sinceu2
qP(p)50, Eq.~21! givesu2

qP(EP)50, and therefore the
next term in the asymptotic expansion for this component
should be used. It coincides with the edge wave

u2
qP(EP)5u2

qP(e) . ~23!

2. Coalescence of a corner and edge point: Corner
penumbra

The second type of penumbral boundary layer occurs as
xe→xc, i.e., when the phase difference between an edge and
corner wave tends to zero. Under this condition, expression
~18! has a discontinuity and expression~19! tends to infinity.
Mathematically, the situation corresponds to the case of coa-
lescing edge critical and corner point~Borovikov, 1994, Sec.
4.2.2!. The leading term of the asymptotics which are appli-
cable in this corner penumbral region also involves the
Fresnel integral, and we have

uqP(CP).F@~2xe21!Ak0~ udcu f 1~ d̂c!2udeu f 1~ d̂e!!#ūqP(e),
~24!

where superscript~CP! indicates the corner penumbra. The
size of the corner penumbral layer is determined by the con-

dition that the phase difference between the edge and corner
wave isp, that is, we have

k0~ udcu f 1~ d̂c!2udeu f 1~ d̂e!!5p. ~25!

3. Coalescence of the stationary and corner point:
Edge-corner penumbra

The third type of penumbral boundary layer occurs
when xc→xp, i.e., when the phase difference between the
plane and a corner wave tends to zero. This means thatxe1

→xp andxe2→xp as well, wherexe1 andxe2 relate to the two
edges joining at the corner. Under this condition expression
~21! has a discontinuity and expression~24! tends to infinity.
Mathematically, this situation corresponds to the case of coa-
lescing stationary and corner points~Borovikov, 1994, Sec.
4.4!. The leading term of the asymptotics which are appli-
cable in thisedge-cornerpenumbral region is expressed in
terms of the generalized Fresnel integral

G~h,n!5
n

2p E
h

` ei (j21n2)

j21n2 dj ~26!

@Borovikov, 1994, Eq.~6.35!# and we obtain

uqP(ECP).ūqP(p)$xp2G@2~2xe121!Ak0~ udcu f 1~ d̂c!2ude1u f 1~ d̂e1!!,~2xp21!Ak0~ ude1u f 1~ d̂e1!2x3 /c1!#

2G@2~2xe221!Ak0~ udcu f 1~ d̂c!2ude2u f 1~ d̂e2!!,~2xp21!Ak0~ ude2u f 1~ d̂e2!2x3 /c1!#%, ~27!

where superscript~ECP! indicates the edge-corner penum-
bra. The size of the edge-corner penumbral layer is deter-
mined by the condition that the phase difference between the
plane and corner wave isp, that is, we have

k0~ udcu f 1~ d̂c!2x3 /c1!5p. ~28!

Equation~27! gives u2
qP(ECP)50, and therefore we use the

next term in the asymptotic expansion for this component

u2
qP(ECP)5F@~2xe121!

3Ak0~ udcu f 1~ d̂c!2ude1u f 1~ d̂e1!!#ū2
qP(e1)

1F@~2xe221!

3Ak0~ udcu f 1~ d̂c!2ude2u f 1~ d̂e2!!#ū2
qP(e2) .

~29!

V. PULSE PROPAGATION

In practical applications, one is interested in the propa-
gation of pulses rather than the time-harmonic displacement.
Therefore, let us formulate the following initial-boundary
value problem for the time-dependent displacementU(t,x).
It satisfies the equations of motion

] js i j 2r] t
2Ui50, ~30!

and is subject to the boundary conditions

s13ux3505s23ux35050,

~31!

s33ux3505H 2P0~ t !, ~x1 ,x2!PT;

0, otherwise,

whereP0(t) is a pressure input function. The half-space is
assumed to be at rest prior tot50, and the boundedness
condition at infinity is imposed.

The displacementU(t,x) can be obtained from the time-
harmonic displacementu(v,x) by using the inverse Fourier
transform

U~ t,x!5Re
1

p E
0

`

u~v,x!p0~v!e2 ivtdv, ~32!

where p0(v) is the Fourier transform ofP0(t). Alterna-
tively, the convolution theorem gives

U~ t,x!5P0~ t !* Re
1

p E
0

`

u~v,x!e2 ivtdv, ~33!

where the star denotes the time convolution.
In numerical comparisons below, again, having practical

applications in mind, we consider the particle velocity
V(t,x), that is, the first derivative of the displacement with
respect to time. From Eqs.~32! and ~33! we obtain

V~ t,x!5Im
1

p E
0

`

u~v,x!p0~v!ve2 ivtdv, ~34!

and
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V~ t,x!5P08~ t !* Re
1

p E
0

`

u~v,x!e2 ivtdv. ~35!

A. Direct numerical solution

Let us first derive the integral representation of the time-
harmonic transducer qP wave field. Applying the Fourier
transform technique to the problem~1–2!, we obtain

uqP(T)~v,x!

.
ik0

c448
E

2`

` E
2`

` 4 sin~k0l 1ĵ' sinb8!sin~k0l 2ĵ' cosb8!

k0
2ĵ'

2 sinb8 cosb8

3â1~ ĵ1 ,ĵ2!n1~ ĵ1 ,ĵ2!eik0r f 1( ĵ1 ,ĵ2)dĵ1 dĵ2 , ~36!

where we have introduced the notation

b85b2cos21~ ĵ1 / ĵ'!, ĵ'5~ ĵ1
21 ĵ2

2!1/2. ~37!

The derivation of Eq.~36! is similar to that of Eq.~4.22! in
Gridin and Fradkin~2001!, and the only difference is the
factor

4 sin~k0l 1ĵ' sinb8!sin~k0l 2ĵ' cosb8!

k0
2ĵ'

2 sinb8 cosb8

in Eq. ~36!, which is due to the rectangular shape of the
loaded area.@Explicit expressions forâ1 and f 1 and a de-
scription ofn1 can be found in Gridin and Fradkin~2001!.#

A numerical method based on the inverse Fourier trans-
form of the double-integral representation~36! would be ex-
tremely time-consuming, since at high frequencies the inte-
grands, whose evaluation requires considerable time in itself,
are rapidly oscillating. Instead, we use the second approach

based on the convolution equation~35!. Substituting~36!
into ~35! and taking the integral with respect tov, we arrive
at

VqP(T)~ t,x!.2
c0

c448
E

2`

` E
2`

` â1~ ĵ1 ,ĵ2!x1~ ĵ1 ,ĵ2!

ĵ'
2 sinb8 cosb8

3$p0~ t2t1!2p0~ t2t2!2p0~ t2t3!

1p0~ t2t4!%dĵ1 dĵ2 , ~38!

where the following notations have been introduced:

t15@r f 1~ ĵ1 ,ĵ2!1 l 1ĵ' sinb81 l 2ĵ' cosb8#/c0 ,

t25@r f 1~ ĵ1 ,ĵ2!2 l 1ĵ' sinb81 l 2ĵ' cosb8#/c0 ,
~39!

t35@r f 1~ ĵ1 ,ĵ2!1 l 1ĵ' sinb82 l 2ĵ' cosb8#/c0 ,

t45@r f 1~ ĵ1 ,ĵ2!2 l 1ĵ' sinb82 l 2ĵ' cosb8#/c0 .

The new integrand in Eq.~38! is not rapidly oscillating. Nev-
ertheless, numerical evaluation of the double integral still
takes a long time.

B. Numerical results

To carry out numerical tests we use the following mate-
rial parameters: r57900 kg m23, c118 5263 GPa, c128
598 GPa, c138 5145 GPa, c338 5216 GPa, and c448
5129 GPa~Ogilvy, 1986!. The angle between the normal to
the surface and the TI symmetry axis isa530°. The trans-
ducer half-sides arel 1510 mm and l 255 mm, and we
chooseb530° as well. A wideband pulse containing high
and intermediate frequencies is considered:p0(t) is one
cycle of sine of frequencyf 55 MHz and has amplitudep0

510 MPa.

FIG. 3. Comparisons of the
asymptotic ~dashed lines! and direct
numerical~solid lines! particle veloc-
ity componentV3 at various observa-
tion points; ~a! x5(0,3,6) mm; ~b! x
5(10,7,6) mm; ~c! x5(7,0,6) mm;
~d! x5(21,11,6) mm. Descriptors
~p!, ~e!, ~c!, ~EP!, ~CP!, and~ECP! in-
dicate the plane, edge, corner, edge-
penumbral, corner-penumbral and
edge-corner-penumbral arrivals, re-
spectively.
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In Fig. 3 we compare outputs of the direct numerical and
asymptotic codes. The direct numerical code is based on Eq.
~38!. The asymptotic code performs the fast Fourier trans-
form ~34! of the high-frequency asymptotic approximation
derived in Sec. IV.

Figure 3~a! shows the train of pulses at pointx
5(0,3,6) mm, which is well inside the main beam. The first
pulse is due to the plane wave and dominates. The other four
pulses are due to the edge waves and are much smaller than
the first. The corner pulses are too small to be discernible.
Figure 3~b! shows the train of pulses at pointx
5(10,7,6) mm, which is well outside the main beam. The
two largest pulses are due to the edge waves; the other four
pulses are the corner arrivals. Note that the largest pulse is
about 40 times smaller than the plane arrival inside the main
beam; the corner arrivals are smaller still and in practical
applications can be neglected.

Figure 3~c! shows the train of pulses at pointx
5(7,0,6) mm, which is close to the boundary of the main
beam well away from the corners, that is inside an edge
penumbra. The first, dominant pulse is due to the edge-
penumbral arrival. The amplitude of the pulse is about half
of the amplitude of the plane pulse; it would be half directly
at the boundary of the main beam. The other discernible
pulses are due to a corner-penumbral and edge arrival. Figure
3~d! shows the train of pulses at pointx5(21,11,6) mm,
which is close to a corner of the main beam, that is inside an
edge-corner penumbra. The first pulse is due to the edge-
corner-penumbral arrival, with the amplitude of about one-
third of the plane pulse; it would be one-fourth of the plane
pulse directly at the corner of the main beam. The other
discernible pulse is due to a corner-penumbral arrival.

Figure 3 demonstrates that the high-frequency asymptot-
ics describe accurately both arrival times and amplitudes of
various waves generated by the transducer. For the examples
shown, the asymptotic code runs a few thousand times faster
than the direct numerics, with 1 second being a typical run
time on an HP9000/785 workstation and the HPFORTRAN 90
compiler being used.

VI. CONCLUSIONS

We have developed a computationally efficient model
for simulating the transient qP wave field of a rectangular
ultrasonic transducer directly coupled to a transversely iso-
tropic elastic half-space of general orientation. The two-tier
asymptotic approach and the uniform stationary phase
method have been used to derive the high-frequency asymp-
totics of time-harmonic displacements. The formulas involve
geometrical regions elementary and inside boundary layers,
well-known special functions~Fresnel integral and general-
ized Fresnel integral!. The results are applicable in the radi-
ating near field, that is, the near field with the evanescent
wave zone excluded. The far-field formulas are much simpler
and have been obtained before in Spies~2002!.

The asymptotic solutions elucidate the physics in terms
of arrivals of the plane, edge, and corner waves, and give
explicit dependence of the radiated waves upon model pa-
rameters. The edge waves are much smaller than the plane
wave, and the corner waves are smaller still, but only they

are present inside certain zones. The asymptotic code has
been tested against a direct numerical scheme. It is at least a
thousand times faster but describes accurately both arrival
times and amplitudes of various qP pulses radiated by the
transducer; thus, in contrast to the Gaussian beam approach,
the method is applicable outside the main beam as well. The
above results may be easily extended to other types of an-
isotropy, as long as the far-field asymptotics of the qP
Green’s tensor similar to Eq.~4! are established.
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APPENDIX: ELASTIC CONSTANTS AND MATRICES
MN AND B N

The elastic constantscIJ in the coordinate system
(e1 ,e2 ,e3) are obtained from the five independent elastic
constantscIJ8 via simple transformations~see Auld, 1990,
Chap. III, Sec. D!. The nonzero constants are

c115cos4 ac118 12 cos2 a sin2 ac138 1sin4 ac338 1sin2 2ac448 ,

c125cos2 ac128 1sin2 ac138 ,

c135cos2 a sin2a~c118 1c338 !1~sin4 a1cos4 a!c138

2sin2 2ac448 ,

c1550.5 sin 2a~cos2 ac118 2cos 2ac138 2sin2 ac338 !

2sin 2a cos 2ac448 ,

c225c118 , c235sin2 ac128 1cos2 ac138 ,

c2550.5 sin 2a~c128 2c138 !, ~A1!

c335sin4 ac118 12 cos2 a sin2 ac138 1cos4 ac338 1sin2 2ac448 ,

c3550.5 sin 2a~sin2 ac118 1cos 2ac138 2cos2 ac338 !

1sin 2a cos 2ac448 ,

c445cos2 ac448 1sin2 ac668 , c4650.5 sin 2a~c668 2c448 !,

c5550.25 sin2 2a~c118 22c138 1c338 !1cos2 2ac448 ,

c665sin2 ac448 1cos2 ac668 ,

wherec668 5(c118 2c128 )/2. In the body of the paper, we also
use the dimensionless elastic constants

ĉIJ5cIJ /c448 , ĉIJ8 5cIJ8 /c448 . ~A2!

The matricesMN andBN are given by

MN5F 2 ĉ55~ ĉN!2211 0 2 ĉ35~ ĉN!22

0 2 ĉ44~ ĉN!2211 0

2 ĉ35~ ĉN!22 0 2 ĉ33~ ĉN!2211
G ,

~A3!

and
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BN5F ĉ55~ ĉN!21 0 ĉ35~ ĉN!21

0 ĉ44~ ĉN!21 0

ĉ35~ ĉN!21 0 ĉ33~ ĉN!21
G , ~A4!

respectively, where we use dimensionless wave speeds

ĉN5cN /c0 , ~A5!

andcN are given by Eq.~12!.
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In this article, elastic wave propagation and scattering in a solid medium permeated by uniaxially
aligned penny-shaped microcracks are studied. The crack alignment refers to the case in which the
unit normals of all cracks are randomly oriented within a plane of isotropy. The analysis is restricted
to the limit of the noninteraction approximation among individual cracks. Explicit expressions for
attenuations and wave speeds of the shear horizontal, quasilongitudinal, and quasishear vertical
waves are obtained using stochastic wave theory in a generalized dyadic approach. The ensemble
average elastic wave response is governed by the Dyson equation, which is solved in terms of the
anisotropic elastic Green’s dyadic. The analysis of expressions is limited to frequencies below the
geometric optics limit. The resulting attenuations are investigated in terms of the directional,
frequency, and damage dependence. In particular, the attenuations are simplified considerably within
the low frequency Rayleigh regime. Finally, numerical results are presented and discussed in terms
of the relevant dependent parameters. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1592158#

PACS numbers: 43.20.Bi, 43.20.Gp, 43.35.Cg@DEC#

I. INTRODUCTION

The investigation of wave propagation and scattering of
elastic waves in damaged solids is of considerable interest to
nondestructive evaluation and materials characterization,
particularly for ultrasonic techniques. Analytical and experi-
mental examinations of attenuation and wave speeds of ul-
trasonic waves in cracked solids provide a direct approach
for the detection of material damage. Material responses,
which are typically evaluated ultrasonically by the decrease
in wave velocity or increase in wave attenuation, vary with
microcracking changes. Both of these phenomena are caused
by the stiffness degradation of the material by the cracks.
Studies of elastic wave attenuation in cracked solid media
have been studied for at least 30 years, since the work of
Mal,1,2 Piau,3 Chatterjeeet al.,4 Hudson,5 Martin,6 Krenk,7

and Martin and Wickham.8 In addition, wave propagation in
cracked solids has been reviewed by Zhang and Achenbach,9

Zhang and Gross,10,11Smyshlyaev and Willis,12 and Eriksson
and Datta.13 Previous research has primarily been focused on
specific wave types and wave directions for either a single
crack or distributed cracks, but a more comprehensive, gen-
eral study has never been undertaken. In our previous
article,14 explicit general expressions of wave attenuations
and wave speeds in a medium with damage from randomly
distributed penny-shaped microcracks were derived. Under
the assumption of statistical isotropy used in that work, the
attenuation is independent of propagation direction. How-
ever, in the case of structural materials such as concrete,
polycrystalline metals, fiber-reinforced composites, and oth-
ers, those microcracks induced by directional loading or tem-
perature are typically parallel to some direction. In this case,
the effective media may acquire an anisotropy essentially
due to the presence of such uniaxially aligned cracks. Thus,
the scattering attenuation is a function of propagation direc-

tion. The analysis of this scattering attenuation is, therefore,
more complicated than that of the isotropic case.

In this article, the framework used previously14 is ex-
tended to study the attenuation of elastic waves in solids with
uniaxially aligned cracks that are statistically homogeneous.
Again, the microcracks are assumed to be noninteracting,
penny-shaped cracks. Here, the unit normals of all cracks are
assumed to be coplanar, but random within this plane of
isotropy. Thus, the uniaxial symmetry direction is perpen-
dicular to this plane. This case is different from the case of
perfect crack alignment by all cracks, as discussed by
Hudson,5 for example. The effective elastic moduli of the
medium that contains many penny-shaped cracks are re-
viewed by Nemat-Nasser,15 Kachanov,16 Krajcinovic,17 and
others. General wave propagation and scattering problems
for anisotropic media are discussed by Stanke and Kino,18

Ahmed and Thompson,19 and Hirsekorn.20,21 All those dis-
cussions involve a scattering integral with an isotropic
Green’s function. The use of an anisotropic Green’s function
for modeling the scattering in anisotropic media was inves-
tigated by Turner.22 Here, this approach is employed as well
to formulate the uniaxially aligned crack problem. In this
way, the mean response is written in terms of the Dyson
equation as discussed by Frisch23 and Weaver.24 The Dyson
equation is solved in the spatial Fourier transform domain
within the limits of the first-order smoothing approximation
~FOSA!, or Keller25 approximation. A further approximation
is also made which restricts the results to frequencies below
the high-frequency geometric optics limit. The resulting at-
tenuations are shown to be directional dependent, frequency
dependent, and damage dependent for the shear horizontal,
quasilongitudinal, and quasishear vertical waves. In particu-
lar, the angular dependence of the attenuations in the Ray-
leigh limit is obtained explicitly. Outside the Rayleigh limit,

591J. Acoust. Soc. Am. 114 (2), August 2003 0001-4966/2003/114(2)/591/10/$19.00 © 2003 Acoustical Society of America



simple expressions of the attenuations of the shear horizon-
tal, quasilongitudinal, and quasishear vertical waves are de-
rived in terms of integrations on the unit circle. Quantitative
and qualitative comparisons with previous results by Zhang
and Gross,10,11Zhang and Achenbach,9 Eriksson and Datta,13

Ahmed and Thompson,19 and Turner22 show that the more
general, direct expressions derived here are reliable and com-
prehensive for practical applications of detecting damage
from microcracks.

This article is organized in the following manner. The
effective elastic properties of a solid containing uniaxially
aligned cracks are discussed in Sec. II. The wave propaga-
tion and scattering model described by an anisotropic
Green’s function is included for completeness in Sec. III.
The attenuations of each wave type through the uniaxially
aligned cracks are given in a direct form subsequently in Sec.
IV. In Sec. V, numerical results and discussion are presented.
Finally, conclusions are presented in Sec. VI.

II. EFFECTIVE PROPERTIES IN SOLIDS WITH
UNIAXIALLY ALIGNED CRACKS

The effective stiffness attributed to a single penny-
shaped crack, which is located within an infinite, homoge-
neous, isotropic and elastic continuum is considered first.
Estimating the effective elastic properties of a statistically
homogeneous elastic solid which contains a large number of
microcracks was investigated by Nemat-Nasser and Hori,15

Kachanov,16 and others. Using similar methods, the effective
stiffness attributable to a single, penny-shaped crack of ra-
diusa in a unit volume, called the crack basis Green’s func-
tion, is given in the form14

C(s)52m di I
i , ~1!

where the repeated indexi denotes the summation conven-
tion over the range ofi 51 – 6. It should be noted that this
summation convention and range are used throughout this
article. The coefficientsdi are given by

d150, d25
16

3

n2~12n!

~122n!2 a3, d35d45
16

3

n~12n!

122n
a3,

~2!

d55
32

3

12n

22n
a3, d652

16

3

n~12n!

22n
a3.

The stiffness of a single crack is dependent on the unit nor-
mal m̂, which defines the crack orientation. This orientation
is implicit in the tensorsI . These basis tensors are given in
terms of unit vectorm̂ and Kronecker delta function as
follows.26

I i jmn
1 5 1

2 ~d imd jn1d ind jm!, I i jmn
2 5d i j dmn ,

I i jmn
3 5d i j m̂mm̂n , I i jmn

4 5m̂im̂jdmn ,
~3!

I i jmn
6 5m̂im̂j m̂mm̂n ,

I i jmn
5 5 1

4 ~m̂im̂md jn1m̂im̂nd jm1m̂jm̂md in1m̂jm̂nd im!.

The ensemble average properties contributed by all
cracks are considered next. The cracks are assumed to be
embedded in an infinitely extended, homogeneous, isotropic
and elastic three-dimensional continuum. The penny-shaped

crack is characterized by its radiusa and two Euler anglesu
and w, which define the direction of the unit normalm̂ as
shown in Fig. 1. It is also assumed that the microcracks do
not interact with each other. Thus, the effective stiffness may
be determined by integration over a continuous distribution
of crack sizes and orientations. In general, the specific dis-
tribution of the crack radii and orientations is described by
the probability density functionW(a,u,w). In some cases,
the microcrack radii and orientations are often correlated.
Here, it is assumed that the microcrack radii and orientations
are not correlated. As such, the density function may be
separated into independent radius and orientation functions
of the form

W~a,u,w!5A~a!z~u,w!. ~4!

It is also assumed that all microcracks are parallel to the
x3 axis (n̂ direction! with their unit normals~lying in the
x12x2 plane!, having a random distribution, as shown in
Fig. 2. In this situation, due to the symmetry about thex1

2x2 plane, the average elastic properties are those of trans-
verse isotropy, with thex3 axis as the uniaxial symmetry
axis. Here, the distribution of the microcracks is supposed to
be dilute, and the distribution of the crack sizes is also as-
sumed to be independent of their orientations. The crack ori-
entation distribution function in Eq.~4!, which implies that
the orientation functionz~u,w! is independent of the angleu,
is then given by

z~u,w!52dS w2
p

2 D . ~5!

Therefore, the effective continuum material properties
caused by all microcracks per unit volume are weighted by

FIG. 1. Geometry of a penny-shaped crack.

FIG. 2. The distribution of microcracks parallel to thex3-axis.
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the density function, Eq.~4!, over the basis Green’s function,
Eq. ~1!, and are then given by

Ci jmn* 5
«

2p E
0

2pE
2p/2

p/2

dS w2
p

2 DCi jmn
(s) ~u,w!sinw du dw.

~6!

In Eq. ~6!, the nondimensional microcrack density per unit
volume is defined by

«5N^a3&5E
a2

a1

A~a!a3 da, ~7!

whereN is number of cracks per unit volume and the angular
brackets denote the ensemble average. This damage density
definition was introduced first by Walsh27 for the case of a
statistically isotropic distribution of penny-shaped microc-
racks. A more general form of the damage density is dis-
cussed by Budiansky.28 The basis functionCi jmn

(s) is expressed
in Eq. ~1!. By integrating over the Euler angles in Eq.~6!, the
effective stiffness due to the distribution of uniaxially
aligned penny-shaped microcracks is derived as

Ci jmn* 5Dai I
i , ~8!

where the coefficientsD andai are

D52«m
16

3

12n

22n
, a1512

n

4
,

a25
n~15220n14n2!

8~122n!2 , a35a45
n~2712n!

8~122n!
, ~9!

a5512
n

2
, a652

3n

8
.

In the tensorsI used in Eq.~8!, the orientation is that of the
symmetry directionn̂, rather than the directionm̂. It is
hoped that this notation is not confusing to the reader. If the
original undamaged state of the material is homogeneous and
isotropic, the stiffness tensor is given in the standard form
C05lI212mI1.

The ensemble effective stiffness is now redefined such
that the average fluctuations are zero as done previously.14

Such a procedure, while not necessary, is convenient for the
calculation of material covariance and attenuation. The
moduli are assumed to be spatially varying and of the form

C̄~x!5C̄01dC̄~x!, ~10!

where

C̄05C02C* . ~11!

Thus, the average moduli have the form

C̄05^C̄~x!&5l'I21m'I11G1~ I31I4!1G2I51G3I6,
~12!

where the effective elastic constants are

l'5l2
Dn~15220n14n2!

8~122n!2 , m'5m2
D~42n!

8
,

~13!

G15
Dn~722n!

8~122n!
, G25DS 211

n

2D , G35
3Dn

8
.

The moduli fluctuations, which have zero mean,^dC̄&50,
are given by

dC̄5C* 2C(s)H~x!, ~14!

and the functionH(x) is defined as

H~x!5H 1 if xPS

0 otherwise
, ~15!

whereS denotes the space of all cracks.
In the next section, the fundamental elastodynamics of

elastic wave propagation and scattering are introduced in
terms of appropriate Green’s dyadic. The formalism is devel-
oped for a transversely isotropic material. The mean re-
sponse, which is expressed in terms of the Dyson equation, is
discussed for the case of a transversely isotropic medium.
The elastic modulus tensor is specified for this case and ex-
pressions of the attenuation for each wave type are given.

III. ELASTIC WAVE PROPAGATION AND SCATTERING
MODEL

The equation of motion for the elastodynamic response
of an infinite, linear-elastic material to deformation is given
in terms of the Green’s dyadic by

$2d jmr~x!] t
21]xiC̄i jmn~x!]xn%Gma~x,x8;t !

5d j ad3~x2x8!d~ t !, ~16!

whered3(x2x8) is the three-dimensional spatial delta func-
tion. The second order Green’s dyadic,Gma(x,x8;t), defines
the response at locationx in the mth direction to a unit im-
pulse at locationx8 in the ath direction. The moduli are
considered to vary spatially and density is assumed uniform
throughout with units chosen such that density is unity. The
moduli C̄ are assumed to be spatially heterogeneous and
have the form in Eq.~10!. The covariance of the moduli is
characterized by an eighth-rank tensor

^dCi jmn~x!dCabgd~y!&5Ji jmn
abgdW~x2y!. ~17!

The spatial and tensorial parts of the above covariance,J
and W, respectively, are assumed independent. The spatial
correlation functionW is also assumed a function of the dif-
ference between two vectors,x2y. This assumption implies
that the medium is statistically homogeneous. However, the
additional assumption of statistical isotropy as considered
previously,14 such thatW is a function ofux2yu, is not made
here.

The mean response,^G&, is governed by the Dyson
equation which is given by23,24

^Gia~x,x8!&5Gia
0 ~x,x8!1E E Gib

0 ~x,y!Mb j~y,z!

3^Gj a~z,x8!&d3y d3z. ~18!

In Eq. ~18!, the quantityG0 is the bare Green’s dyadic. It
defines the response of the medium without heterogeneities,
namely, the solution of Eq.~16! with dC̄i jmn(x)50. The sec-
ond order tensorM is the mass or self-energy operator. The
Dyson equation, Eq.~18!, is easily solved in Fourier trans-
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form space under the assumption of statistical homogeneity.
The assumption of statistical homogeneity ensures thatG0,
M and ^G& are functions of a single wave vector in Fourier
space. The Dyson equation is then transformed and solved to
give the result for̂ G~p!& of the form

^G~p!&5@G0~p!212M̃ ~p!#21. ~19!

Here, M̃ is the spatial transform of the self-energy. An ap-
proximation of the self-energyM can be written as an ex-
pansion in powers of moduli fluctuations. To first order,23,25

M is expressed as24

Mb j~y,z!

' K ]

]ya
dCabgd~y!

]

]yd
Ggm

0 ~y,z!
]

]zi
dCi jmn~z!

]

]zn
L .

~20!

Such an approximation is assumed valid if the fluctuations,
d C, are not too large. The components ofM̃ , which are
employed to calculate the phase velocity and attenuation of
the wave modes, are discussed next. Further details of the
scattering theory can be reviewed by the reader in the articles
of Karal and Keller,25 Frisch,23 Stanke and Kino,18 Weaver,24

and Turner.22

The medium of uniaxially aligned cracks is considered
to be transversely isotropic, a medium with a single symme-
try axis defined here by the unit vectorn̂. The fourth-rank
elastic moduli tensor,C̄, in a transversely isotropic medium,
given in Eq.~12!, is written in terms ofn̂ by

C̄i jmn5l'd i j dmn1m'~d imd jn1d ind jm!1G1~d i j n̂mn̂n

1dmnn̂i n̂ j !1G2~d imn̂j n̂n1d inn̂ j n̂m1d jmn̂i n̂n

1d jnn̂i n̂m!1G3n̂i n̂ j n̂mn̂n . ~21!

The above elastic constants are defined in Eqs.~13!.
For propagation in thep̂ direction, the shear horizontal

wave (SH) in a transversely isotropic medium is polarized in
direction û1 , that is perpendicular to the plane defined byp̂
and n̂. The angle between thep̂ and n̂ is defined asQ. The
quasi-P and quasi-SV waves are polarized in directions de-
fined by û2 and û3 , respectively, both of which lie in thep̂
2n̂ plane. It is noted thatû1 , û2, and û3 form an orthonor-
mal basis such thatû35û13û2 . The vectorû2 is directed at
an anglec from the propagation directionp̂ ~see Fig. 3!. G0

may be diagonalized by using the directionsû2 andû3 , such
that I2û1û15û2û21û3û3 .

Substituting the elastic stiffness tensorC̄ into the trans-
form form of the equation of motion, Eq.~16!, gives in direct
notation22

$û1û1@v22p2~m'1G2 cos2 Q!#1û2û2@v2

2p2~Q1P cos2 c1R cos2~Q1c!!] 1û3û3@v2

2p2~Q1P sin2 c1R sin2~Q1c!!] %•G0~p!5I . ~22!

The quantitiesQ, P, andR in Eq. ~22! are defined by

Q5m'1G2~ p̂"n̂!22~G11G2!~12~ p̂"n̂!2!,

P5l'1m'1G11G2 , ~23!

R5G112G21G3~ p̂"n̂!2.

It should also be kept in mind that the vectorsû2 and û3 are
functions of the direction of propagation,p̂, relative to the
uniaxial symmetry direction, n̂. This dependence,c
5c(Q) will remain implicit throughout.

The bare Green’s dyadic is then presented in the form

G0~p!5gSH
0 ~p!û1û11gqP

0 ~p!û2û21gqSV
0 ~p!û3û3 , ~24!

where the dispersion relations for the bare response of the
SH, qP, andqSVwaves are given by

gSH
0 ~p!5@v22p2~m'1G2 cos2 Q!#21

5@v22p2cSH
2 #21,

gqP
0 ~p!5@v22p2~Q1P cos2 c1R cos2~Q1c!!#21

5@v22p2cqP
2 #21, ~25!

gqSV
0 ~p!5@v22p2~Q1P sin2 c1R sin2~Q1c!!#21

5@v22p2cqSV
2 #21,

with Q, P, andR defined in Eqs.~23!.
The mean response,^G~p!&, is governed by the Dyson

equation, Eq.~19!. The solution of^G~p!& is expressed in
terms ofG0(p) andM̃ (p). Similar toG0, the mean response

^G(p)& and self-energyM̃ (p) may be written in terms of the
orthonormal basis defined byû1 , û2 , andû3 in the form

^G~p!&5gSH~p!û1û11gqP~p!û2û21gqSV~p!û3û3 ,
~26!

M̃ ~p!5mSH~p!û1û11mqP~p!û2û21mqSV~p!û3û3 ,

where it is again noted that the propagation directionp̂ is
implicit within the directionsû1 , û2 , andû3 .

The dispersion relations for the mean response are then
given by the solution of the Dyson equation, Eq.~19!, as

gb~p!5@gb
0~p!212mb~p!#215@v22p2cb

22mb~p!#21,
~27!

for each wave type,b. These are the expressions for the
dispersion relation of the mean response, which defines the
phase velocity and attenuation of each wave type from solu-
tion of

v22p2cb
22mb~p!50, ~28!

for the wave vectorp. The attenuation of each wave type is
given by the imaginary part ofp. Explicit expressions of the
attenuation can be determined using an approximation valid
below the high-frequency geometric optics limit (mb(p)
'mb(v/cbp̂)).18,24 This approximation allows the imagi-
nary part ofp to be calculated directly from Eq.~28!. Thus,
the attenuation of each wave type is given as

ab~ p̂!52
1

2vcb~ p̂!
Im mbS v

cb
p̂D . ~29!

The attenuations for the three wave types, which are
each defined in Eq.~29!, are finally given in the general
form22
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ab~ p̂!5
1

cb
3~ p̂! H p

4 E d2ŝ
v4

cSH
5 ~ ŝ!

WS v

cb~ p̂!
p̂2

v

cSH~ ŝ!
ŝD

3J̃
••••ûKp̂ŝv̂1

••••ûKp̂ŝv̂11
p

4 E d2ŝ
v4

cqP
5 ~ ŝ!

3WS v

cb~ p̂!
p̂2

v

cqP~ ŝ!
ŝD

3J̃
••••ûKp̂ŝv̂2

••••ûKp̂ŝv̂21
p

4 E d2ŝ
v4

cqSV
5 ~ ŝ!

3WS v

cb~ p̂!
p̂2

v

cqSV~ ŝ!
ŝD J̃

••••ûKp̂ŝv̂3

••••ûKp̂ŝv̂3J , ~30!

whereK is defined as the polarization for the wave typeb ~1,
2, or 3 for wave typesSH, qP, andqSV, respectively!. In
Eq. ~30!, it can be seen that the integrals are over the unit
sphere, which is defined by unit vectorŝ. The directionp̂
defines the propagation direction,ŝ is the scattered direction,
and û and v̂ are defined as the polarization directions. The
dependence of the vectorsû on p̂ and of v̂ on ŝ is implicit.
The inner products on the covariance of the moduli fluctua-
tions are given in terms of these four unit vectors. The argu-
ment of the correlation is the difference between the incom-
ing and outgoing propagation directions.

It is clear that the above expressions of the attenuation
for uniaxially aligned crack distributions are more compli-
cated than those for a distribution of randomly oriented
cracks as discussed previously.14 They can be simplified to
the forms given there in the case of statistical isotropy. This
framework is the same as that given by Turner.22 In the next
section, the covariance and attenuation are specified.

IV. COVARIANCE AND ATTENUATION

The relevant inner products on the covariance of the
effective moduli fluctuations are necessary for calculating
the attenuations. The tensorial part of the covariance is rep-
resented by an eighth-rank tensor which is given explicitly
by

J~q!
••••ûp̂ŝv̂
••••ûp̂ŝv̂5J~q!abgd

i jmn ûbûmp̂ap̂nŝi ŝdv̂gv̂ j . ~31!

For the case of uniaxially aligned cracks, the covariance is
dependent on the crack orientationsm̂. To calculate the co-
variance, the following identities are needed

^m̂im̂j&5 1
2 D i j ,

^m̂im̂j m̂mm̂n&5 1
8 ~D i j Dmn1D imD jn1D inD jm!,

~32!
^m̂im̂j m̂mm̂nm̂am̂b&

5 1
48 @D i j DmnDab1all permutations

215 terms in all#,

^m̂im̂j m̂mm̂nm̂am̂bm̂gm̂d&

5 1
384 @D i j DmnDabDgd1all permutations

2105 terms in all#,

where the brackets,̂ &, denote an ensemble average, and
DMN5(dMN2n̂Mn̂N). The unit vectorn̂ is the uniaxial sym-
metry axis. All averages of odd numbers ofm̂’s are zero.

In addition to these tensorial averages, the average of the
spatial part of the covariance must be determined. As dis-
cussed previously,14 the necessary relation is given by
^H(x)H(y)&5« Pr(r u0), where Pr(r u0)5(12«)W(r )1«,
is defined as the conditional probability.29 Due to the as-
sumption of small damage density, the higher order terms
may be neglected. Therefore,̂ dCi jmn(x)dCabgd(y)&
5«W(r )Ji jmn

abgd . Averaging over all crack orientations, the
covariance is thus defined by

Ji jmn
abgd5

1

2p E
0

2pE
2p/2

p/2

~C̄i jmn
(s) C̄abgd

(s) !dS w2
p

2 D sinw dw du,

~33!

where the definition ofC̄(s) is given by Eq.~60! in Ref. 14.
Substituting the identities of Eqs.~32! into Eq.~33!, the gen-
erally compact form ofJ is constructed in terms of Kro-
necker deltas and pairs ofn̂’s. The general compact form of
J is not presented here due to brevity. The form of the at-
tenuations given in Eqs.~30! is dependent on various inner
products on the covariance tensor. The vectorsp̂ and ŝ, re-
spectively, represent the incoming and outgoing propagation
directions. The vectorsû and v̂ are vectors defining the po-
larization directions of the particular waves. These vectors
are perpendicular to the plane defined byŝ or p̂ and n̂ ~for
SH waves! or they lie in this plane~for qP andqSV).

Now the necessary inner products involved in determin-
ing the attenuations are calculated. The attenuations will vary
angularly only within the plane defined by the propagation
direction p̂ and the crack alignment directionn̂. Therefore,
without loss of generality, a reference plane is defined as the
p̂-n̂ plane ~see Fig. 3!. The following vectors are then de-
fined with respect to a generalx1x2x3 coordinate system as

n̂5 x̂3 , p̂5 x̂2 sinQ1 x̂3 cosQ,
~34!

ŝ5 x̂1 sinQ8 cosf81 x̂2 sinQ8 sinf81 x̂3 cosQ8.

The polarization vectors are then defined with respect to
these angles andc as discussed by Turner.22 The anglesg
andg8 used hereafter are defined by

g5Q1c~Q!, g85Q81c~Q8!. ~35!

These angles,g and g8, define the orientation angle of the
qP wave with respect to then̂ direction, for thep̂ and ŝ
directions, respectively.

Inserting these definitions of the relevant unit vectors
into Eq. ~33!, the required inner products are reduced to a
simple form. The inner products are:

for aSH

J
••••û1p̂ŝv̂1

••••û1p̂ŝv̂15sin2 Q sin2 Q8@2h1 cos2 f8 sin2 f81h2#,

J
••••û1p̂ŝv̂2

••••û1p̂ŝv̂25sin2 Q sin2 Q8 sin2 g8@h1 cos2 f8 sin2 f81h3#,

~36!

J
••••û1p̂ŝv̂3

••••û1p̂ŝv̂35sin2 Q sin2 Q8 cos2 g8@h1 cos2 f8sin2 f81h3#,
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for aqP

J
••••û2p̂ŝv̂1

••••û2p̂ŝv̂15sin2 Q sin2 Q8 sin2 g@h1 cos2 f8 sin2 f81h3#,

J
••••û2p̂ŝv̂2

••••û2p̂ŝv̂25sin2 Q sin2 Q8 sin2 g

3sin2 g8@h1 sin4 f81h4 sin2 f81h5#, ~37!

J
••••û2p̂ŝv̂3

••••û2p̂ŝv̂35sin2 Q sin2 Q8 sin2 g

3cos2 g8@h1 sin4 f81h4 sin2 f81h5#,

and foraqSV

J
••••û3p̂ŝv̂1

••••û3p̂ŝv̂15sin2 Q sin2 Q8 cos2 g@h1 cos2 f8 sin2 f81h3#,

J
••••û3p̂ŝv̂2

••••û3p̂ŝv̂25sin2 Q sin2 Q8 cos2 g

3sin2 g8@h1 sin4 f81h4 sin2 f81h5#, ~38!

J
••••û3p̂ŝv̂3

••••û3p̂ŝv̂35sin2 Q sin2 Q8 cos2 g

3cos2 g8@h1 sin4 f81h4 sin2 f81h5#,

where g and g8 are defined in Eq.~35!. The coefficients
h i ( i 51, . . . ,5) andTj ( j 51, . . .,7), aregiven by

h154T3116T614T7 , h25T314T614T7 ,

h35T414T514T616T7 ,
~39!

h454T214T4132T5116T6116T7 ,

h55T114T414T7 ,

with

T152
n2~80n42416n31472n21184n2235!M2

128~122n!2 ,

T252
n~12n3228n21127n2184!M2

384
,

T75
n2~122n!2M2

384
,

T35
~n24!~n212!~122n!2M2

384
, ~40!

T45
n2~10n223!~2n27!M2

384
,

T55
n~122n!~6n2231n144!M2

384
,

T65
~322n!~122n!2M2

96
,

where the constantM is defined asM5m(32/3)@12n/(2
2n)(122n)# . The expressions given by Eqs.~36!–~38! are
also directly related to the diffuse energy propagation, in-
cluding backscatter.30–32

If the tensorial and spatial components of covariance are
assumed to be independent, as discussed in Eq.~17!, the
spatial correlation functionW is uncorrelated with the tenso-
rial part. Here, the correlation functionW is assumed to have
an exponential formW(r )5e2r /L, where L is the spatial
correlation length,L52^a&. The limits of such an assump-
tion have been reviewed by Stanke,33 and Markov and
Willis.29

Substituting the above inner products into Eqs.~30! and
integrating over the azimuthal anglef8, the attenuations fi-
nally reduce to dimensionless forms

aSH~Q!L5xSH
4 «

2r2c̄SH
4 r SH

3 ~Q!sin2 QF I SH2SH

1I SH2qPS c̄SH

c̄qP
D 5

1I SH2qSVS c̄SH

c̄qSV
D 5G , ~41!

aqP~Q!L5xqP
4 «

2r2c̄qP
4 r qP

3 ~Q!sin2 Q sin2 g

3F I qP2SHS c̄qP

c̄SH
D 5

1I qP2qP1I qP2qSVS c̄qP

c̄qSV
D 5G ,
~42!

FIG. 3. Geometry for the propagation directionp̂, the
scattered directionŝ,and the respective polarization di-
rectionsû and v̂ in the local coordinate system.
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aqSV~Q!L5xqSV
4 «

2r2c̄qSV
4 r qSV

3 ~Q!sin2 Q cos2 g

3F I qSV2SHS c̄qSV

c̄SH
D 5

1I qSV2qPS c̄qSV

c̄qP
D 5

1I qSV2qSVG , ~43!

with the density,r, now included in the general form. The
terms denoted byI b2g within the square brackets represent
integrals defined by

I SH2SH5E
0

pFh1~6XSH2SH
2 2YSH2SH

2 !

2YSH2SH
2

1
h1~2XSH2SHYSH2SH

2 23XSH2SH
2 !

YSH2SH
4 ~XSH2SH

2 2YSH2SH
2 !1/2

3
h2XSH2SH

~XSH2SH
2 2YSH2SH

2 !3/2G r SH
5 ~Q8!sin3 Q8 dQ8,

I SH2a5E
0

pFh1~YSH2a
2 26XSH2a

2 !

2YSH2a
2

1
h1~3XSH2a

2 22XSH2aYSH2a
2 !

YSH2a
4 ~XSH2a

2 2YSH2a
2 !1/2

3
h3XSH2a

~XSH2a
2 2YSH2a

2 !3/2G r a
5~Q8!Pa sin3 Q8 dQ8,

~44!

and

I a2SH5E
0

pFh1~Ya2SH
2 26Xa2SH

2 !

2Ya2SH
2

1
h1~3Xa2SH

2 22Xa2SHYa2SH
2 !

Ya2SH
4 ~Xa2SH

2 2Ya2SH
2 !1/2

3
h2Xa2SH

~Xa2SH
2 2Ya2SH

2 !3/2G r SH
5 ~Q8!sin3 Q8 dQ8,

I d2a5E
0

pFh1~6Xd2a
2 1Yd2a

2 !12h4Yd2a
2

2Yd2a
4 1

h1~4Xd2a
3 Yd2a

2 23Xd2a
5 !1h4Yd2a

2 ~2Xd2aYd2a
2 2Xd2a

3 !

Yd2a
4 ~Xd2a

2 2Yd2a
2 !3/2

1
h5Xd2aYd2a

4

Yd2a
4 ~Xd2a

2 2Yd2a
2 !3/2G r a

5~Q8!Pa sin3 Q8 dQ8, ~45!

with

Xb2g511xb
2r b

2~Q!1xg
2r g

2~Q8!

22xbxgr b~Q!r g~Q8!cosQ cosQ8,
~46!

Yb2g52xbxgr b~Q!r g~Q8!sinQ sinQ8,

for the different wave types,b andg. The subscriptsd anda
denote either theqP or qSV wave type, and the notation
PqP5sin2(Q81c(Q8)), PqSV5cos2(Q81c(Q8)) is used. In
Eqs. ~41!–~46!, the angular averaged wave speeds are de-
fined as c̄b5 1

2*0
pcb(Q)sinQ dQ, for each wave type,b.

Three nondimensional frequencies are then defined asxb

5vL/ c̄b and the slowness surface for each wave type is
defined by the dimensionless quantityr b(Q)5 c̄b /cb(Q).
Equations~41!–~45! are the primary results of this article.

In the long wavelength Rayleigh limit,xb!1 and these
integrals become independent of incident direction and fre-
quency. Therefore, they reduce to a much simpler form as

I SH2SH5E
0

pS 2
h1

8
1h2D r SH

5 ~Q8!sin3 Q8 dQ8,

~47!

I SH2a5E
0

pS h1

8
1h3D r a

5~Q8!Pa sin3 Q8 dQ8,

and

I a2SH5E
0

pS h1

8
1h3D r SH

5 ~Q8!sin3 Q8 dQ8,

~48!

I d2a5E
0

pS 3h1

8
1

h4

2
1h5D r a

5~Q8!Pa sin3 Q8 dQ8

for all outgoing wave types. In the Rayleigh limit, the angu-
lar dependence of the attenuation is explicitly seen. In the
subsequent section, example numerical results and discus-
sion are presented.

V. EXAMPLE RESULTS

Numerical results are now presented for a specific case,
in which the observed anisotropy of the cracked material is
essentially due to the presence of the uniaxially aligned
cracks. The material properties of the uncracked medium
used are Young’s modulusE52.031011 Pa, Poisson’s ratio
n50.30, and densityr57850 kg/m3. Using the dispersion
relations given in Eqs.~25!, the slowness surfaces calculated
for different damage densities,«50 and 0.1, are shown in
Fig. 4. The normalized effective wave velocity,cb(«)/cb(«
50), of each wave type is presented in Fig. 5. The effective
velocities decrease with increasing damage density« within
the considered frequency range. The reduction of velocity of
SH and qP wave due to the presence of the uniaxially
aligned cracks is a maximum atQ590°, it becomes smaller
asQ decreases, and the reduction reaches a minimum atQ
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50°, though the changes are not substantial. These results
are in basic agreement with those of Zhang and Gross10 and
Eriksson and Datta.13 TheqSVwave velocity is seen to have
a greater reduction atQ545° than atQ50° and 90°.

In the Rayleigh limit, the attenuations simplify consid-
erably since the integrals reduce to those given by Eqs.~47!
and ~48!. The attenuation depends on the fourth power of
frequency in the Rayleigh regime. Thus, the angular Ray-
leigh attenuation results shown in Fig. 6 are given in a gen-
eral form of,aL/(x4«), for each wave type. In Fig. 6, the
SH andqP waves are observed to have their maxima atQ
590°—perpendicular to the crack alignment directionn̂.
The qSV wave is observed to have zero attenuation for
propagation along the symmetry axis (Q50°) and perpen-
dicular to it (Q590°). All wave types have zero attenuation
along the symmetry axis, because the material properties do
not vary in that direction. Those results are qualitatively the
same as previous work.19,21,22 Zhang and Gross10 comment

that their attenuation results are not zero for propagation
along the symmetry axis. They speculate that the attenuation
arises from Poisson effects. However, such a comparison is
difficult to make since the focus of their work was at much
higher frequencies. An additional feature observed for the
qSV wave in Fig. 6, is the asymmetry that develops as«
increases. This peak is aroundQ545°, but shifts slightly as
« increases from 0.01 to 0.05.

Finally, using Eqs.~41!–~43!, attenuation results are
given in terms of the single dimensionless frequencyxSH

5vL/ c̄SH . Outside the Rayleigh regime, the attenuations
were calculated using the complete integrals, Eqs.~44! and
~45!, by numerical integration. In Fig. 7, the normalizedSH
wave attenuation,aSH /kSH , is presented as a function of
propagation direction for three different damage densities at
frequencyxSH51.0. The attenuation for propagation perpen-
dicular to the crack alignment direction is seen to increase
more quickly than for other directions as the damage in-

FIG. 4. Slowness surfaces for damage densities«50,0.1.

FIG. 5. Wave velocity of each wave type normalized to the undamaged
wave speed,cb(«)/cb , versus damage density« at Q50°, 45° and 90°.

FIG. 6. Rayleigh limit as a function of direction for theSH, qP, andqSV
waves for damage density«50.01 (dashed) and«50.05 (solid). The di-
mensionless attenuationaL has been normalized by the fourth power of the
dimensionless frequency and damage density for the respective wave type:
aSHL/(xSH

4 «), aqPL/(xqP
4 «), andaqSVL/(xqSV

4 «).

FIG. 7. Angular dependence of the normalizedSHattenuation,aSH /kSH for
various damage densities« at frequencyxSH51.0.
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creases. The results for the normalizedqP attenuation,
aqP /kqP , are shown in Fig. 8. These results display similar
behavior as theSH attenuation in terms of the change with
angle and damage. Analogous results have been observed in
textured polycrystals by Hirsekorn,21 Ahmed and
Thompson,19 and Turner.22 In Fig. 9, the normalizedqSV
attenuation,aqSV/kqSV, is presented at various damage den-
sities for frequencyxSH51.0. The attenuation for propaga-
tion atQ50° and 90° is zero as discussed above. For propa-
gation atQ545°, the attenuation is the largest. In addition,
it is seen that the peak of maximum attenuation shifts as the
damage increases, although this shift is not significant. The
direction of maximumaqSV is dependent upon both fre-
quency and damage. This shift is thought to be the result of
the induced anisotropy from the cracks as shown in the slow-
ness plots in Fig. 4 as speculated elsewhere.22 However, fur-
ther investigation is necessary to determine the precise rea-
son for this peak shift.

VI. CONCLUSIONS

In this article, elastic wave propagation and scattering
have been examined for media with uniaxially aligned

cracks. These cracks have unit normals that are randomly
oriented within a plane of isotropy. The ensemble average
elastic wave response is governed by the Dyson equation
which is solved within the limits of the first-order smoothing
approximation. The general Green’s dyadic for a transversely
isotropic medium was employed to derive expressions of the
attenuation of the shear horizontal, quasilongitudinal and
quasishear vertical waves. This dyadic approach is conve-
nient to make the results coordinate free. Thus, the final
forms of the attenuations for the three wave types were given
directly by simple compact expressions involving integra-
tions over the unit circle. In particular, the integrals are sim-
plified considerably in the Rayleigh regime. The general at-
tenuations for each wave type are dependent on frequency,
wave velocity, wave direction and damage density. Finally,
numerical results show how the attenuations and the effec-
tive wave velocity of each wave type are affected by those
parameters. The general formulation is also directly related
to other types of elastic wave scattering such as backscatter.
The simple form of the results makes them particularly use-
ful for nondestructive testing and materials characterization
research. However, the neglect of mutual interactions among
the microcracks may have a large influence for the scattering
effects. This analysis will be investigated in subsequent
work.
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A theoretical study of the reflection of a two-dimensional Gaussian ultrasonic beam, incident at a
Lamb angle of a plate containing a thin rectangular inclusion at an arbitrary position, is presented
on the basis radiation mode theory. The inclusion is parallel to the plate surface and its thickness is
assumed to be much smaller than the ultrasonic wavelength. It is shown that the amplitude and
phase of the reflected beam profile can be used for accurate inclusion characterization. However, this
only holds for certain internal positions of the inclusion and for material combinations that do not
strongly perturb the excitation of Lamb waves in the plate. When these conditions are satisfied, it is
possible to define the Lamb waves and the associated experimental conditions for which good
estimates can be obtained of the position of the beginning point of the inclusion as well as of the
length and the thickness of the inclusion. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1587149#

PACS numbers: 43.20.El, 43.20.Bi@DEC#

I. INTRODUCTION

In the field of acoustics, numerous attempts have been
made to study the scattering of ultrasound caused by various
kinds of discontinuities and imperfections in solid and fluid
media. The interaction of ultrasonic waves with inclusions is
a problem of considerable interest in the field of nondestruc-
tive characterization. In the past, many papers were pub-
lished about wave scattering from solid and fluid inclusions
in unbounded media.1–4 Rhodes and Sachse1 showed that the
diameter and longitudinal wave speed of a cylindrical solid
inclusion can be approximately determined from the mea-
surement of the arrival times of scattered ultrasonic pulses.
Ben-Menahemet al.2 considered wave scattering from an an-
isotropic inclusion in an isotropic solid matrix and demon-
strated that observations of the spatial patterns of scattered
wave amplitudes can be inverted to determine the elastic
constants of an inclusion. The detection of voids or inclu-
sions inside a plate has been studied by Wuet al.5 using
transient elastic waves generated by a steel ball impact.
Teng6 has used a finite element method to investigate three-
dimensional wave scattering from an inclusion in a solid
half-space with an external source at its free surface. An
important contribution is the recent work of Maslovet al.7 In
this paper, a new ultrasonic technique based on acoustic mi-
croscopy has been developed. This method allows to distin-
guish small spherical voids from small spherical elastic and
rigid inclusions using phase information extracted from re-
flected ultrasonic echoes. It was shown that conventional

acoustic techniques using only amplitude information and
ignoring the phase information do not allow to make this
distinction.

Devolderet al.8–10 elaborated an acousto-optic ndt tech-
nique which also uses phase information as an essential di-
agnostic tool. The acousto-optic ndt technique involves in-
sonifying a solid sample by a bounded ultrasonic beam
incident at one of its critical angles. In this way, Rayleigh or
Lamb waves are generated inside the specimen and the re-
flected field is split up in a specular and a nonspecular com-
ponent which are 180° out of phase.11,12 In the presence of a
coating, a defect or an adhesion problem, a significant phase
shift appears in the nonspecular lobe.10 This phase shift can
be determined without disturbing the sound field by first
measuring the amplitude and phase modulation of a dif-
fracted laser beam in the optical near field behind the re-
flected sound beam.8–10 The amplitude and phase of the re-
flected beam can be reconstructed from these measurements
using methods described in detail by Blomme and Leroy and
Windels and Leroy.13–15 It was shown experimentally that
the thickness of thin opaque coatings on a solid substrate can
be accurately measured using the acousto-optic ndt
technique8 and the method has been verified by various the-
oretical models.

In a similar way, the acousto-optic ndt technique can be
used to detect inclusions inside a plate by choosing a Lamb
angle of the plate and measuring the phase variations in the
reflected beam caused by the interaction of the excited Lamb
mode with the inclusion. Because of the complicated scatter-
ing and mode conversion phenomena that arise when a
bounded beam insonifies an inclusion, radiation mode theory
~RMT! is most appropriate for this kind of problems.16,17

Briers et al.18 made use of RMT to analyze the interac-
tion of a Stoneley wave with a rectangular inclusion located
near the surface of a liquid/solid interface. This topic was
investigated experimentally by Chamuel.19 The reflection of
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a Gaussian beam from the same liquid/solid configuration
was also studied recently by Brierset al.20 It was shown that
the phase of the reflected profile is sensitive to the presence
of an inclusion. However, a straightforward method to deter-
mine both the length and the thickness of the inclusion did
not emerge from their analysis. Moreover, the above-
mentioned RMT model dealt with a solid halfspace and has
not yet been extended to study bounded beam diffraction on
a plate containing an inclusion either located at the surface
or at the interior of the plate. The purpose of this paper is to
fill this gap by considering the most general case: scattering
of a bounded Gaussian beam by a rectangular inclusion lo-
cated at an arbitrary position in the plate.

The outline of the paper is as follows. In Sec. II, the
interaction of a bounded beam with a rectangular inclusion is
treated using RMT. In order to implement this configuration
in our model, the plate with the inclusion is divided in three
substructures. Overlap integrals are defined and a final ana-
lytical formula is derived. Section III is devoted to numerical
simulations. The influence of the length, the thickness, the
depth and the material parameters of an inclusion on the
amplitude and phase of the reflected field in a Lamb angle of
the intact plate is studied. Finally, our conclusions are pre-
sented in sec. IV.

II. INTERACTION OF A BOUNDED BEAM WITH A
RECTANGULAR INCLUSION

In order to gain a more profound insight into the proce-
dure described in this section, it is useful to recall the basic
structure of RMT. RMT is essentially based on the construc-
tion of a complete and orthogonal set of acoustic modes in
which an arbitrary acoustic field within the considered con-
figuration can be expanded.21–23 The whole spectrum of
acoustic modes within the structure can be regarded as a
discrete spectrum of eigenmodes and a continuous spectrum
of radiation modes.21–23 In order to define the concept of a
radiation mode, one usually introduces an acoustic wave
source located at infinity.21 Each plane wave emitted by this
source is reflected and transmitted through the interfaces be-
tween the different media in the considered structure. The
combination of incident, reflected and transmitted waves is
called a radiation mode. An eigenmode corresponds to a
resonance solution of the structure which does not reradiate
into the coupling medium~e.g., the two Stoneley modes of a
plate23!. It is important to remark that according to this defi-
nition, leaky Rayleigh and Lamb waves are not eigenmodes,
because they can be decomposed into radiation modes of the
structure. The complete and orthogonal set of acoustic modes
for a given structure is constructed by means of suitable or-
thogonalization procedures.21

In order to handle complicated structures, it is often nec-
essary to divide the entire structure into several substruc-
tures. The radiation modes and eigenmodes are developed
for each of these substructures and the acoustic field in each
structure is obtained by requiring the continuity of the dis-
placements and stresses at the vertical interfaces between the
substructures. It should be emphasized that RMT has been
used extensively in the past to solve a large number of acous-
tic scattering problems on discontinuous structures.21–24The

interested reader is referred to earlier papers for a thorough
description of the fundamentals and applications of RMT in
acoustics.21–24

The configuration of the problem considered in this pa-
per is illustrated in Fig. 1. We consider an isotropic solid
plate of thicknessd immersed in water. The plate contains a
rectangular inclusion with lengthL and thicknessd1 which is
assumed to be parallel to the surface of the plate. The plate
has densityr1 , dilatational velocityvd1 and shear velocity
vs1 ; the material constants of the inclusion and the liquid are
r2 , vd2 , vs2 andr, v, respectively. The corresponding Lame´
constants will be denoted byl1 , m1 for the plate,l2 , m2 for
the inclusion andl for the liquid. We assume perfect contact
between the inclusion and the plate. The plate is insonified
from the surrounding liquid by means of a Gaussian ultra-
sonic beam with incidence angleu and circular frequency
v52p f . The center of the beam is located at (y0 ,z0). Only
two-dimensional configurations will be considered in this pa-
per. In the coordinate system shown in Fig. 1, this means that
the incident beam is bounded in the (y,z) plane and assumed
to be uniform in the direction orthogonal to the plane of
incidence. Our goal is to derive expressions for the reflected
sound field with the aim of investigating the influence of the
inclusion on the reflected amplitude and phase distribution.

In order to apply RMT to this problem, the configuration
is divided into three substructures~see Fig. 1!: structure 1a, a
liquid/solid/liquid structure (z<0); structure 1b, also a
liquid/solid/liquid structure (z>L) and structure 2 (0<z
<L), a liquid/multilayer/liquid structure. In each substruc-
ture, the acoustic field is represented by the orthogonal set of
acoustic modes of the considered structure. Structure 2 can
be considered as a multilayer which contains three layers.
The material constants of the first and the third layer are
identical to the material constants of the plate and the second
layer is located at the position of the rectangular inclusion.
The internal position, the material constants and the thick-
ness of the inclusion can be changed by simply adjusting the
properties of the second layer in structure 2.

In the context of RMT, the displacement field in struc-
ture 1a is described by23

uW i~y,z!5 (
n51,2

E
0

k

Ci
n~ky,i !uW 1

n~ky,i ,y,z!dky,i , ~1!

FIG. 1. Reflection of a Gaussian beam from an inclusion in a solid plate.
Geometrical configuration and definition of the parameters.
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in which the expansion coefficients of the incident acoustic
field in structure 1a are denoted byCi

n ~the subscripti refers
to the incident field! anduW 1

n are the displacement fields of the
symmetric (n51) and the antisymmetric (n52) radiation
modes of a liquid/solid/liquid structure. Summation is taken
over these two types of radiation modes. The expressions for
the radiation modes of a liquid/solid/liquid structure can be
found in Ref. 23. The acoustic field in structure 2 is repre-
sented by a similar expression,

uW 2~y,z!5 (
m51,2

E
0

k

C2
m~ky,2!uW 2

m~ky,2 ,y,z!dky,2 , ~2!

where uW 2
m are the displacement fields of the addition (m

51) and subtraction (m52) modes of a multilayer structure
with expansion coefficientsC2

m . The radiation modes for the
acoustic field in structure 2 are a special case of the radiation
modes for a viscoelastic multilayer structure derived by
Vandeputteet al.24 Because we do not intend to study the
influence of viscoelasticity in this paper, we have used the
expressions of Vandeputteet al. with the values of the ab-
sorption parameters set equal to zero.

Finally, the acoustic field in the second liquid/solid/
liquid structure~structure 1b! is given by

uW 1~y,z!5 (
p51,2

E
0

k

C1
p~ky,1!uW 1

p~ky,1 ,y,z!dky,1 , ~3!

and the corresponding expansion coefficients are denoted by
C1

p . Because structure 1b is the same as structure 1a, its
displacement field is expanded in the same set of radiation
modes used to describe the incident field in structure 1a. By
requiring that the inclusion is sufficiently thin compared to
the ultrasonic wavelength, the reflected acoustic waves at the
vertical boundaries of the inclusion can be neglected.

The integration variables in Eqs.~1!–~3! are defined as

ky,i5~k22kz,i
2 !1/2 and ky,a5~k22kz,a

2 !1/2 ~a51,2!,
~4!

wherek is the longitudinal wave number in the liquid and
kz,i andkz,a are thez components of the wave vectors of the
radiation modes that appear in the mode expansions. The
correspondingy components are denoted byky,i and ky,a ,
respectively. The integrals in Eqs.~1!–~3! are only calculated
within the interval (0,k). This means that only propagating
radiation modes are used in the mode expansions and eva-
nescent modes are neglected.21 Similar mode expansions can
be written down for the components of the stress tensors in
structures 1a, 2, and 1b. For example, the stress tensor com-
ponents in structure 2 are given by

Ti j ,2~y,z!5 (
n51,2

E
0

k

C2
n~ky,2!Ti j ,2

n ~ky,2 ,y,z!dky,2 . ~5!

Note that Eqs.~1!–~5! are similar to the corresponding equa-
tions in Ref. 20, but because we now consider a solidplate
instead of a half-space, we have to include summations over
two different types of radiation modes.

For the numerical simulations reported in this paper, the
reflected acoustic field has been calculated at a sufficiently
large distance from the plate surface, so that the reflected

beam is restricted to structure 1b. In this way, the displace-
ment field of the reflected beam is fully described by Eq.~3!.
It is also important to remark that the contributions of the
Stoneley modes have been neglected in Eqs.~1!–~3!. This
approximation is valid if the distance of the source of the
incident sound field to the plate surface is larger than the
penetration depth of the Stoneley modes in the liquid sur-
rounding the plate.

The expansion coefficientsCi
n of the incident sound

field in structure 1a can be determined if the incident field is
known in a plane perpendicular to the surface of the
plate.21,23In the intrinsic coordinate system (y8,z8) shown in
Fig. 1, the magnitude of the acoustic displacement field of a
Gaussian beam in the planez850 is given by the following
expression:

ui~y8,z850!5u0e2~y8/w!2
, ~6!

where u0 is an arbitrary constant andw is the half beam-
width. The methodology for determining the coefficientsCi

n

is summarized in Appendix A.
The unknown expansion coefficientsC1

p and C2
m in

structure 2 and structure 1b can be determined by imposing
boundary conditions ~continuity of displacement and
stresses! along the division planes atz50 and z5L. We
obtain the following solution for the coefficientsC2

m :

C2
m~ky,2!5

1

2Qr~ky,2!
(

n51,2
E

0

k

Ci
n~ky,i !

3@ I 12
n,m~ky,i ,ky,2!1K12

n,m~ky,i ,ky,2!#dky,i ,

~7!

with I 12
n,m andK12

n,m the overlap integrals,21

I 12
n,m~ky,i ,ky,2!5E

2`

1`

@Tyz,1
n ~ky,i !uy,2

m* ~ky,2!

2Tzz,2
n* ~ky,2!uz,1

m ~ky,i !#z50 dy, ~8!

K12
n,m~ky,i ,ky,2!5E

2`

1`

@Tzz,1
n ~ky,i !uz,2

m* ~ky,2!

2Tyz,2
m* ~ky,2!uy,1

n ~ky,i !#z50 dy. ~9!

These integrals describe the coupling of a radiation mode of
type ‘‘n’’ in structure 1a with a radiation mode of type ‘‘m’’
in structure 2 in the planez50. Applying boundary condi-
tions atz5L leads to the following expressions for the ex-
pansion coefficientsC1

n of the acoustic field in structure 1b:

C1
p~ky,1!5

1

2Qr~ky,1!
(

m51,2
E

0

k

C2
m~ky,2!@ I 21

m,p~ky,2 ,ky,1!

1K21
m,p~ky,2 ,ky,1!#e

i ~kz,22kz,1!L dky,2 . ~10!

The overlap integralsI 21
m,p andK21

m,p describe the interaction
between a radiation mode of type ‘‘m’’ in structure 2 and a
radiation mode of type ‘‘p’’ in structure 1b atz5L. The
following symmetry properties hold if the wave vector com-
ponentky,i in Eqs.~8! and ~9! is replaced byky,1 :

I 21
m,p52~K12

p,m!* , K21
m,p52~ I 12

p,m!* . ~11!
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Substitution of Eqs.~7! in Eqs. ~10! finally results in the
following expressions for the expansion coefficientsC1

p in
structure 1b:

C1
p~ky,1!52

1

4Qr~ky,1!
(

m,n51,2
E

0

kE
0

k dky,2 dky,i

Qr~ky,2!
Ci

n~ky,i !

3@ I 12
n,m~ky,i ,ky,2!1K12

n,m~ky,i ,ky,2!

3@ I 12
p,m* ~ky,1 ,ky,2!

1K12
p,m* ~ky,1 ,ky,2!#e

i ~kz,22kz,1!L. ~12!

The evaluation of the overlap integralsI 12
n,m , K12

n,m is ex-
plained in more detail in Appendix B. By substituting these
expansion coefficients in Eq.~3!, we can calculate the am-
plitude and phase distribution of the reflected beam in struc-
ture 1b.

III. NUMERICAL RESULTS

We now present numerical simulations obtained by the
theoretical approach of RMT. We consider a water loaded
steel plate of thicknessd51.5 mm with a brass inclusion in
its interior. The ultrasonic frequency is 4 MHz,w512 mm,
and y05150 mm. The incidence angle corresponds to the
first antisymmetric~A1! Lamb mode of the plate without
inclusion ~u524.96°!. Unless otherwise mentioned, this
setup and the values of the corresponding parameters will not
be changed throughout this section. The material parameters
for water, steel and brass are listed in Table I. We have also

included the parameters for lead which will be used later on
in the discussion.

We first consider a configuration for which the depth of
the inclusion is known. The interior positiony1 of the inclu-
sion could for example be determined by an independent
pulse-echo experiment. We choosey150.75 mm and con-
sider an inclusion withL515 mm andd1525mm. Our aim
is to study the influence of the z-coordinate of the central
position~marked asz* in Fig. 1! of the incident beam on the
reflected Lamb profile. Therefore we move the incident beam
parallel to the surface of the plate along they5y0 axis. As a
result,z* varies from negative to positive values. In this way
we can simulate a scan over the region of the plate where the
inclusion is located. We investigate the influence of different
values ofz* on the reflected beam profiles in the phase plane
at y85164 mm. A number of resulting amplitude profiles are
shown in Fig. 2.

If the meeting point is far in front of the beginning point
of the inclusion, the incident beam does not feel the presence
of the inclusion and the reflected beam profile is a well-
known Lamb profile.11 This behavior is illustrated by the
continuous line (z* 5230 mm). The reflected beam consists

FIG. 2. Amplitude distribution of the reflected beam for
different values ofz* ; y150.75 mm, L515 mm, d1

525mm. Continuous line,z* 5230 mm; dashed line,
z* 50 mm; dotted line,z* 515 mm.

FIG. 3. Simulation of a scan performed by translating the incident beam
along the plate. The amplitude of the local minimum between the specular
and the nonspecular lobe of the reflected beam is plotted as a function ofz*
(y150.75 mm, L515 mm, d1525mm). The position of the inclusion is
indicated by a rectangle.

TABLE I. Values of the material parameters used in the numerical calcula-
tions.

Material
Density
~kg/m3!

Shear velocity
~m/s!

Longitudinal velocity
~m/s!

Water 1000 1480
Steel 7900 3100 5790
Brass 8600 2260 4660
Lead 11 200 700 2200
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of a specular and a nonspecular lobe separated by a clear
minimum in the sound intensity. For later reference, we will
call the relative position of this minimum in this case the
‘‘undisturbed’’ minimum. The dashed and dotted lines illus-
trate the profiles when the meeting point coincides with the
beginning point (z* 50 mm) and the end point (z*
515 mm) of the inclusion, respectively. The amplitude of
the reflected beam in the neighborhood of the undisturbed
minimum position is clearly sensitive to the presence of the
inclusion. The sound amplitude at the position of the mini-
mum increases strongly if the meeting point coincides with
the beginning point of the inclusion but falls back almost to
its undisturbed level at the second edge of the inclusion. This
result suggests that useful information on the location and
size of the inclusion can be obtained from amplitude mea-
surements in the reflected beam profile.

In order to investigate in more detail the behavior of the
amplitude at the position of the ‘‘undisturbed’’ minimum, we
have plotted the amplitude at this point in the reflected beam
profile as a function ofz* in Fig. 3. It is not surprising to see
that the incident beam starts to feel the presence of the defect
at z* '215 mm because the half beamwidth is close to the
length of the inclusion (w512 mm). The amplitude in-

creases towards a maximum at az* location which almost
coincides with the beginning point of the inclusion and sub-
sequently declines over a distance which is approximately
equal to its length. Figure 3 clearly shows that semiquantita-
tive estimates of the position of the beginning point and the
length of an inclusion can be obtained by scanning the sur-
face of the plate and measuring the sound intensity at the
minimum between the two lobes of the reflected beam. The
position of this minimum can be readily found by scanning
the profile of the reflected beam on a region of the sample
with no inclusions. We do not consider the transmitted beam
profiles separately, because we found that the presence of the
inclusion does not induce appreciable amplitude changes in
the transmitted sound field.

Figure 4 illustrates the reflected beam profiles when the
meeting point coincides with the beginning point of the in-
clusion and the thickness is varied. The reflected beam pro-
files are plotted ford1510mm ~dashed line!, d1515mm
~dotted line!, and d1525mm ~dashed–dotted line! with L
515 mm. The continuous line shows the reflected profile on
a plate with no inclusion. We observe that the amplitude of
the minimum increases monotonically with growing thick-
ness of the inclusion. Variations in the length of the inclusion

FIG. 4. Amplitude distribution of the reflected beam for
different values of the thickness of the inclusion (y1

50.75 mm, L515 mm, z* 50 mm). Continuous line,
no inclusion; dashed line,d1510mm; dotted line,d1

515mm; dashed–dotted line,d1525mm. The posi-
tion of the maxima of the specular and the nonspecular
lobe are indicated bym andM, respectively.

FIG. 5. Phase distribution of the reflected beam for as a
function of the thickness of the inclusion (y1

50.75 mm, L515 mm, z* 50 mm). Continuous line,
no inclusion; dashed line,d1510mm; dotted line,d1

515mm; dashed–dotted line,d1525mm. The posi-
tion of the maxima of the specular and the nonspecular
lobe are indicated bym andM, respectively.
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at fixed thickness have a similar effect which is not shown
separately in this paper. This analysis means that the ampli-
tude of the minimum between the two lobes of the reflected
beam is proportional to the surface area (d1 .L) of the inclu-
sion. If the length of the inclusion is first estimated by per-
forming a scan as suggested above, the thickness can be
estimated by comparing the recorded sound intensity with
the numerical predictions obtained by RMT for an inclusion
with the appropriate length.

Figure 5 shows the phase distributions which correspond
to the amplitude profiles presented in Fig. 4. The position of
the maxima of the specular lobe and the nonspecular lobe in
the case of a plate with no inclusions have been indicated by
m andM in Figs. 4 and 5, respectively. The position of the
maxima of the two lobes in the reflected beam is almost
unaffected by the presence of the inclusion. These two points
can therefore serve as useful reference points in the reflected
beam profile. Figure 5 shows that the phase at the maximum
of the specular lobe is almost unaffected by the presence of
the inclusion. On the other hand, the phase at the maximum
of the nonspecular lobe changes significantly. Thephase dif-
ferencebetween the maximum of the specular lobe and the

maximum of the nonspecular lobe gradually becomes
smaller when the thickness of the inclusion increases. This
phase difference thus provides another method to determine
the thickness of the inclusion using the acousto-optic ndt
technique mentioned in the introduction.

The feasibility of accurate inclusion characterization as
illustrated in the preceding paragraphs strongly depends on
the internal position and the material parameters of the in-
clusion. Figures 6 and 7 illustrate the influence of the internal
position of the inclusion on the amplitude and phase distri-
bution of the reflected beam. The parameters of the inclusion
are the same as in Fig. 2, but we now compare the reflected
beam profiles for several internal positions of the inclusion:
y150.75 mm~dashed lines!, y151.25 mm~dotted lines!, and
y151.475 mm~dashed–dotted lines!. The central axis of the
incident beam reaches the plate atz* 50 mm. The continu-
ous curves represent the amplitude and phase distribution for
a plate without inclusion. Figures 6 and 7 show that the
amplitude and phase changes caused by the inclusion are
strongly reduced when the inclusion is located at the plate
surface. Significantly larger effects are seen when it is lo-
cated in the bulk of the plate. The symmetry properties of

FIG. 6. Amplitude distribution of the reflected beam for
different internal positions of the inclusion (L
515 mm, d1525mm, z* 50 mm). Continuous line,
no inclusion; dashed line,y150.75 mm; dotted line,
y151.25 mm; dashed–dotted line,y151.475 mm.

FIG. 7. Phase distribution of the reflected beam for dif-
ferent internal positions of the inclusion (L515 mm,
d1525mm, z* 50 mm). Continuous line, no inclusion;
dashed line,y150.75 mm; dotted line,y151.25 mm;
dashed–dotted line,y151.475 mm.
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Lamb waves lead to a reflection symmetry with respect to
the midplane of the plate. Apart from this ambiguity, the
amplitude and phase changes are generally not a unique
function of the interior position of an inclusion. It is there-
fore not possible to separate the effects of the position and
the dimension of an inclusion and to determine all these
parameters individually from measurements in a single Lamb
angle. It is possible that the degeneracy can be removed by
combining several Lamb angles and working at different fre-
quencies. This is an area that we are currently exploring in
greater detail.

The influence of the material parameters is illustrated in
Fig. 8. We consider a lead/steel configuration withL
515 mm, d1525mm, y150.75 mm, andu524.96° @the
Lamb angle of the antisymmetric~A1! mode of a steel plate
without inclusion#. Figure 8 shows the reflected beam profile
for a steel plate without inclusion as well as the reflected
profiles at different values ofz* in the case of a steel plate
with a lead inclusion. We observe that the nonspecular lobe
of the reflected beam is strongly suppressed as the central
axis of the incident beam approaches the beginning point of
the inclusion@Fig. 8~a!#. The reflected beam profile at the
location of the beginning point is almost specular and has no
clear features. The nonspecular lobe subsequently regains

strength for positivez* locations representing insonification
on top of and behind the inclusion@Fig. 8~b!#. The reflected
profile returns to the Lamb profile of an intact plate atz*
'30 mm. This behavior of the reflected beam can be ex-
plained by the fact that the resonant excitation of the Lamb
wave in the plate is completely disturbed because of the large
impedance mismatch between lead and steel. Figure 8 shows
that it is difficult to obtain accurate estimates of the location
of the beginning point and the dimension of the inclusion
because the amplitude changes of the reflected beam occur
over a distance which is considerably larger than the length
of the inclusion and because useful reference points in the
reflected beam profile cannot be easily identified. Accurate
characterization of inclusions is therefore only possible for
material combinations for which the excitation of Lamb
waves is only slightly perturbed.

IV. CONCLUSIONS

Radiation mode theory has been used to develop a the-
oretical model for the reflection of a Gaussian beam incident
at a Lamb angle on a solid plate containing a thin rectangular
inclusion. The inclusion is assumed to be parallel to the plate
surface. We have shown that the amplitude and phase of the

FIG. 8. Reflected amplitude distribution for a steel
plate without inclusion as well as at different values of
z* on a steel plate with a lead inclusion (L515 mm,
d1525mm, y150.75 mm). ~a! Reflected profiles for
z* <0, ~b! reflected profiles forz* .0.
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reflected beam profile can be used for accurate inclusion
characterization, but only for suitable internal positions of
the inclusion and for material combinations that do not
strongly perturb the excitation of Lamb waves in the plate.
When these conditions are satisfied, it is possible to obtain
good estimates of the position of the beginning point of the
inclusion as well as the length and the thickness of the in-
clusion. Without prior knowledge of the internal position of
an inclusion, its internal position and dimensions cannot be
unambiguously determined using measurements performed
in a single Lamb angle of the plate. The inversion of the
geometrical and material parameters of an inclusion from
measurements performed in several Lamb angles remains a
topic for further research.
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APPENDIX A

For well-bounded beams (w@l, l being the wave-
length in the liquid!, z component of the displacement field
of the incident beam in the planez5z0 can be obtained by
simply projecting Eq.~6! on thez5z0 axis:

ui ,z~y,z5z0!5u0 sin~u!e@~y2y0!2 sin2~u!/w2#e2 ik cos~u!~y2y0!.
~A1!

The coefficientsCi
n(ky,i) can be found by evaluating the fol-

lowing integrals:21,23

Ci
n~ky,i !52

*2`
1`@ui ,z~y,z5z0!Tzz,l

n * ~ky,i !#

Qr~ky,i !
, ~A2!

where the functionQr(ky,i) is given by

Qr~ky,i !5 iplk2kz,i uAu2, ~A3!

with A an arbitrary normalization constant andkz,i defined in
accordance with the relations~5!. Tzz,l

n * is the stress-tensor
component of a fixed radiation mode of typen in structure
1a. Substituting Eq.~A1! in Eq. ~A2! and assuming thaty0

.3w results in the following expressions for the coefficients
Ci

n :

Ci
n~ky,i !5

u0wk2

Apkz,i

~eiky,i ~y02d!e2 iwn~ky,i !

3e2@w2~k cos~u!2ky,i !
2/sin2~u!#2e2 iky,i ~y02d!

3eiwn~ky,i !e2@w2~k cos~u!1ky,i !
2/sin2~u!#!, ~A4!

where the functionswn(ky,i) (n51,2) represent the phase of
the type 1 and type 2 radiation modes in structure 1a. These
phases were derived in Ref. 23.

APPENDIX B

The overlap integralsI 12
n,m andK12

n,m can be evaluated by
splitting the integration interval in three parts: in the liquid
below the plate (2`,y,0), inside the plate (0<y<d),
and in the liquid above the plate (d,y,`). The resulting
expressions can be written as

I 12
n,m~ky,i ,ky,2!5uAu2kz,ilk2@an,m~ky,i ,ky,2!pd~ky,i2ky,2!

1I e
n,m~ky,i ,ky,2!1I s

n,m~ky,i ,ky,2!#, ~B1!

K12
n,m~ky,i ,ky,2!5uAu2kz,2lk2@an,m~ky,i ,ky,2!pd~ky,i2ky,2!

1I e
n,m~ky,i ,ky,2!1Ks

n,m~ky,i ,ky,2!#. ~B2!

The contributions of the overlap integrals over the interior of
the plate are contained in the functionsI s

n,m(ky,i ,ky,2) and
Ks

n,m(ky,i ,ky,2). The analytical form of these integrals in
very complicated and too cumbersome to be listed explicitly.
The integrals cannot be evaluated in closed form and were
computed numerically.

The values of the functionsI e
n,m are determined as fol-

lows:

I e
1,1~ky,i ,ky,2!5

11eic~ky,2!

4 F iPS 1

ky,22ky,i
D

3~ei ~x~ky,2!1w1~ky,i !!2e2 iw1~ky,i !!

1
i ~eiw1~ky,i !2ei ~x~ky,2!2w1~ky,i !!!

ky,i1ky,2
G , ~B3!

I e
2,2~ky,i ,ky,2!5

11eic~ky,2!

4 F iPS 1

ky,22ky,i
D

3~ei ~x1~ky,2!1w2~ky,i !!2e2 iw2~ky,i !!

1
i ~eiw2~ky,i !2ei ~x1~ky,2!2w2~ky,i !!!

ky,i1ky,2
G , ~B4!

I e
1,2~ky,i ,ky,2!5

eic~ky,2!21

4 F2 iPS 1

ky,22ky,i
D

3~ei ~x1~ky,2!1w1~ky,i !!1e2 iw1~ky,i !!

1
i ~eiw1~ky,i !1ei ~x1~ky,2!2w1~ky,i !!!

ky,i1ky,2
G , ~B5!

I e
2,1~ky,i ,ky,2!5

eic~ky,2!21

4 F2 iPS 1

ky,22ky,i
D

3~ei ~x~ky,2!1w2~ky,i !!1e2 iw2~ky,i !!

1
i ~eiw2~ky,i !1ei ~x~ky,2!2w2~ky,i !!!

ky,i1ky,2
G , ~B6!

where P stands for the principal value function and the
anglesx1 , x, andc are defined as
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eix52

2~b01b01!2K1A11S K

K1
D 2S lk2

ky,2
b12

ky,2

lk2
b2D 1 iH

K21K1
214

, ~B7!

eix15

2~b01b01!1K1A11S K

K1
D 2S lk2

ky,2
b12

ky,2

lk2
b2D 1 iH

K21K1
214

, ~B8!

eic5

11 i
K

K1

A11S K

K1
D 2

, ~B9!

with

H52
lk2

ky,2
b122

ky,2

lk2
b21K1A11S K

K1
D 2

~b11b01!,

~B10!

K5b02b01, ~B11!

and

K15
lk2

ky,2
b11

ky,2

lk2
b2 . ~B12!

The quantitiesb1 , b2 , b0 , andb01 are given by

b15A212
A43A21

A41
, ~B13!

b25A322
A42A31

A41
, ~B14!

b05A332
A43A31

A41
, ~B15!

b015A222
A21A43

A41
, ~B16!

whereAi j ( i , j 51,4) are the elements of the transfer matrix25

of a multilayer structure. The functionsa1,1(ky,i ,ky,2) and
a1,2(ky,i ,ky,2) are defined as

a1,1~ky,i ,ky,2!

5
~11eic~ky,2!!~e2 iw1~ky,i !1ei ~x~ky,2!1w1~ky,i !!!

4
, ~B17!

a1,2~ky,i ,ky,2!

5
~eic~ky,i !21!~e2 iw1~ky,i !1ei ~x1~ky,2!1w1~ky,i !!!

4
, ~B18!

and the functionsa2,1 anda2,2 are identical toa1,2 anda1,1

apart from the following substitutions:w1→w2 , x1→x and
w1→w2 , x1→x, respectively.
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The reflection of the fundamental torsional mode from cracks
and notches in pipes
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A quantitative study of the reflection of theT(0,1) mode from defects in pipes in the frequency
range 10–300 kHz has been carried out, finite element predictions being validated by experiments
on selected cases. Both cracklike defects with zero axial extent and notches with varying axial
extents have been considered. The results show that the reflection coefficient from axisymmetric
cracks increases monotonically with depth at all frequencies and increases with frequency at any
given depth. In the frequency range of interest there is no mode conversion at axisymmetric defects.
With nonaxisymmetric cracks, the reflection coefficient is a roughly linear function of the
circumferential extent of the defect at relatively high frequencies, the reflection coefficient at low
circumferential extents falling below the linear prediction at lower frequencies. With
nonaxisymmetric defects, mode conversion to theF(1,2) mode is generally seen, and at lower
frequencies theF(1,3) mode is also produced. The depth and circumferential extent are the
parameters controlling the reflection from cracks; when notches having finite axial extent, rather
than cracks, are considered, interference between the reflections from the start and the end of the
notch causes a periodic variation of the reflection coefficient as a function of the axial extent of the
notch. The results have been explained in terms of the wave-number-defect size product,ka. Low
frequency scattering behavior is seen whenka,0.1, high frequency scattering characteristics being
seen whenka.1. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1582439#

PACS numbers: 43.20.Fn, 43.20.Mv@DEC#

I. INTRODUCTION

The presence of defects in pipelines is a major concern
in the oil and chemical industries and NDT techniques are
required to assess the integrity of pipes in service. Conven-
tional ultrasonic testing such as local thickness gauging uses
bulk waves and only tests the region of pipe below the trans-
ducer. An alternative ultrasonic technique is to use guided
waves for long-range inspection. This can be done by using a
pulse-echo arrangement from a single location on a pipe.
Using this configuration waves propagate along the length of
the pipe in both directions from the point where the wave is
excited and all of the reflected signals are detected and ana-
lyzed. It is therefore important to quantify the reflection co-
efficient from defects of different size and shape.

The interaction of cylindrically guided waves with dis-
continuities in the geometry of the waveguide is a topic that
has stimulated a great deal of interest.1–10 The ability of
guided waves to locate cracks and notches in pipes has been
documented.1–5 Furthermore the effect of defect size on the
reflection and transmission characteristics has been investi-
gated by many researchers.6–11There are some exact closed-
form analytical solutions to elastodynamic scattering prob-
lems in the case of bulk waves. Closed form solutions for
scattering of bulk waves can be obtained at high frequencies
or at low frequencies12 but in the midfrequency range nu-
merical methods are necessary.

The guided wave scattering problem presents an en-
hanced complexity of the solution compared with bulk

waves due to the presence of at least two modes at any given
frequency. The large number of possible wave modes in a
pipe is illustrated in the group velocity dispersion curves for
a 3 inch schedule 40 steel pipe in Fig. 1. The software
DISPERSE13 has been used to trace the dispersion curves. In
order to refer to different modes in cylindrical systems con-
sistently, we use here a modified version of the system used
by Silk and Bainton3 which tracks the modes by their type,
their circumferential order and their consecutive order. The
modes are labeledL(0,n), T(0,n), and F(m,n) and they,
respectively, refer to longitudinal, torsional, and flexural
modes. The first indexm gives the harmonic number of cir-
cumferential variation and the second indexn is a counter
variable. Figure 1 shows that the modes travel at different
speeds and are dispersive so that the original wave packet is
distorted as it travels through the given structure. Much of
the effort in flaw detection in pipes has been concentrated on
the generation of a single mode in order to reduce the diffi-
culty of dealing with many modes.14 In a long range test it is
also convenient to use a mode in a nondispersive region,15

though a new technique which enables compensation for the
signal spread caused by dispersion in a long-range guided
wave testing is now being studied.16

Most of the previous investigators studied the effect of
defects with small axial extent on the reflection of longitudi-
nal waves.7–9,17 Quantitative studies of the reflection due to
notches8 examined the correlation between the circumferen-
tial and through-thickness extent of notches and the ampli-
tude of the reflected mode when a longitudinalL(0,2) mode
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is generated in the waveguide. Mode-conversion studies7

when theL(0,2) mode is launched in the test pipe enabled
discrimination between axially symmetric reflectors such as
circumferential welds and nonaxially symmetric defects.
Guided wave tuning of nonaxisymmetric waves has also
been used for defect detection in tubing.11 Recently, work on
crack characterization using guided circumferential waves
has been published.18 Guided circumferential waves have the
limitation that they do not propagate along the length of the
pipe so the range of the inspection is limited to a small
percentage of the pipe.

In principle both axisymmetric and nonaxisymmetric
modes can be used for long range inspection. Axisymmetric
modes are in general preferable because they are easier to
excite and have relatively simple acoustic fields. Initial prac-
tical testing was done using the longitudinalL(0,2) mode.7–9

However, more recent testing has employed the torsional
mode.10 This has the advantage that, in contrast to theL(0,2)
mode, theT(0,1) mode propagation characteristics are not
affected by the presence of liquid in the pipe and there is no
other axially symmetric torsional mode in the frequency
range, so axially symmetric torsional excitation will only ex-
cite the T(0,1) mode, whereas when theL(0,2) mode is
used, the transducer system must be carefully designed to
suppress theL(0,1) mode.

No information is currently available on the reflection
and mode conversion characteristics when a torsional mode
is incident at a defect. The aim of this paper is to determine
the reflection coefficients from cracks and notches of varying
depth, circumferential and axial extent when theT(0,1)
mode is travelling in the pipe. An experimental and model-
ling study on the reflection caused by a series of defect ge-
ometries in both 3 inch and 24 inch pipes is presented. It is
hoped later to generalize the findings to other pipe sizes.

II. GUIDED MODE PROPERTIES

Wave propagation properties in pipes are extremely
complicated. Figure 1 shows the group velocity dispersion
curves for a 3 inch, schedule 40 steel pipe. They were cal-
culated using the programDISPERSE,13 developed at Imperial
College, and they show the velocity of propagation of the
wave packets. The curves shown in bold are the modes
which were used for the study. The dispersion curves of the

F(1,2) and F(2,2) modes scale approximately with the
frequency-diameter product in the frequency region of inter-
est and theT(0,1) velocity curve remains constant at all
frequency values. This is shown in Fig. 2 which plots the
group velocities of these modes as a function of frequency-
diameter product for 3 inch~5.5 mm wall thickness! and 24
inch ~20 mm wall thickness! pipes. The small difference be-
tween the curves is due to the fact that the diameter-to-
thickness ratio is different for the two pipe sizes. This study
considered an incidentT(0,1) mode in all cases, but mode
conversion to the nonsymmetric modes could occur at non-
axisymmetric features. The frequency regions under exami-
nation were 10–50 kHz and 40–100 kHz for the 24 inch and
the 3 inch pipes, respectively. The lowest frequencies of the
range were chosen to be the frequencies usually used in prac-
tical testing~45–65 kHz for the 3 inch pipe and 10–20 kHz
for the 24 inch pipe!. It was also of interest to study the
sensitivity of theT(0,1) mode at higher frequencies.

The mode shape of the torsionalT(0,1) mode is not
frequency dependent and it is completely nondispersive at all
frequencies; its group velocity is the bulk shear velocity. No
other torsional mode is present in the frequency range which
was used for both finite element models and experiments.
The mode shape of theT(0,1) mode in a 3 inch pipe is
shown in Fig. 3. This shows the profile of the tangential
displacement through the thickness of the pipe wall. No axial
or radial displacements are present in this mode. It can be
seen that the tangential displacements are approximately
constant through the wall thickness, indicating that defects
will be detectable anywhere in the cross section of the pipe
and there may also be potential for defect sizing. Since the
T(0,1) mode shape is also constant with frequency, pure
mode excitation was obtained by simply imposing the mode
shape at the center frequency.19 The torsional mode in the 24
inch pipe has a very similar mode shape so all the comments
about theT(0,1) mode in the 3 inch pipe are also valid for
the 24 inch pipe.

When an axisymmetric mode is incident at an axisym-
metric defect, only the axisymmetric propagating modes ex-

FIG. 1. Group velocity dispersion curves for 3 inch diameter pipe. Modes of
interest are shown in bold.

FIG. 2. Group velocity dispersion curves forT(0,1), F(1,2), andF(2,2)
modes in 24 inch~solid lines! and 3 inch pipes~dashed lines! as a function
of frequency-diameter product.
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isting at the frequency of interest will contribute to the re-
flected field. Since we worked below theT(0,2) cutoff
frequency, there was no mode conversion at an axisymmetric
defect andT(0,1) was simply reflected or transmitted past
the defect. HoweverT(0,1) can convert to theF(1,2),
F(1,3), andF(2,2) modes when an asymmetric feature ex-
ists in the pipe. The conversion is dependent on the similarity
in particle motion of the incident and mode converted
modes. Figures 4~a!–4~c! show the mode shapes of the
F(1,2), F(1,3), andF(2,2) modes, respectively, at 45 kHz.
TheF(1,2) andF(2,2) modes have dominant tangential dis-
placement so the conversion to these modes fromT(0,1) is
strong. Their torsional behavior becomes even more domi-
nant at higher frequencies as illustrated in Figs. 5~a! and~b!
which show the mode shapes at 100 kHz. Both tangential
and longitudinal displacements are significant in the case of
the F(1,3) mode at 45 kHz so this mode has both torsional

and extensional behavior at this frequency. The torsional be-
havior becomes less significant for this mode as the fre-
quency increases@see the mode shape for theF(1,3) mode at
100 kHz in Fig. 5~c!#. It is also important to understand the
mode shape characteristics at low frequency; Fig. 5~d! shows
that theF(1,2) mode shape at 25 kHz is characterized by
longitudinal and tangential displacements of the same order.

III. EXPERIMENTAL SETUP

Laboratory experiments were performed on a set of 3
inch schedule 40 steel pipes to determine the reflection sen-
sitivity of the torsionalT(0,1) mode to a series of notches
with different dimensions. The specimens which were used
were 3.1 meter long pipes and the notches were machined at
2.3 meters from endA using a 3.2 mm diameter slot drill
cutter ~see Fig. 6!. The pipe was tested horizontally; it was
radially clamped at endB using 8 bolts evenly distributed
around the circumference and rested on a steel support posi-
tioned approximately at the midpoint of the pipe. The sup-
port produced a negligible reflection of the ultrasonic signal;
the reflection from endB was not monitored so the nature of
the clamping there was unimportant. The cutter was aligned
along a radius of the pipe so the circumferential extent of the
cut was changed by simply rotating the pipe about its axis of
symmetry. Two rings of 16 dry coupled transducers were
clamped to the pipe at 0.9 meters from endA and left in
place during the cutting so all of the experiments on one pipe
were done without removing the transducers. The use of two
rings enabled us to distinguish the direction of propagation
of the reflected signal~left or right with respect to the ring
position!.10 Using piezoelectric transducers equally spaced to
produce tangential displacement, only torsional modes are
generated.10 In order to generate only axially symmetric

FIG. 3. T(0,1) mode shape in a 3 inch pipe at 45 kHz. Radial and axial
displacements are zero.

FIG. 4. Displacement mode shapes in
a 3 inch pipe at 45 kHz forF(1,2) ~a!,
F(1,3) ~b!, andF(2,2) mode~c!.

613J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Demma et al.: Torsional mode reflection in pipes



modes the number of elements in the ring has to be greater
than n where F(n,1) is the highest order flexural mode
whose cutoff frequency is within the bandwidth of the exci-
tation signal.20 A Guided Ultrasonics Ltd. Wavemaker 16 in-
strument was used to generate a six cycle Hanning-
windowed toneburst at many frequency values from 40 to 70
kHz. The same instrument was also used for signal reception.
In order to obtain a reference measurement, reflections from
end A were recorded before any machining was done. By
doing that we verified that the vibration induced from the
cutting left the contact characteristics of the transducer rings
on the pipe unchanged. Experiments were conducted on four
separate pipes, using the following notches:~a! a through-
thickness notch with axial extent equal to about 3.5 mm and
varying circumferential extent;~b! a notch extending over
the full circumference of the pipe with axial extent equal to
about 3.5 mm and varying notch depth;~c! a notch extending
over 25% of the circumference of the pipe with axial extent

equal to about 3.5 mm and varying notch depth;~d! a notch
extending over the full circumference of the pipe with notch
depth equal to 20% of the thickness and varying axial extent.

IV. FINITE ELEMENT MODELS

The finite element~FE! method has been extensively
and successfully used to study the interaction between
guided waves and defects in structures.7–9,15,21–25In general
a three-dimensional solid model is required to perform a nu-
merical analysis of the interaction between guided waves and
discrete defects. However 3D models are computationally
expensive so when possible we use simplified models.7 In
some cases it is possible to study a specific 3D model by
using a combination of two 2D models. Here we considered
three types of models:

~1! Membrane: This is a three-dimensional analysis in
which the pipe wall is represented by membrane elements.
These allow defects removing a fraction of the pipe circum-
ference to be modelled, but the defects remove the full wall
thickness. The axial extent of the defect can be varied.

~2! Axisymmetric: This is a two-dimensional analysis
which can deal with defects which remove part of the wall
thickness, but are axially symmetric and so cover the whole
pipe circumference. The axial extent of the defect can be
varied.

~3! Three dimensional: Previous work7–9 had indicated
that theL(0,2) reflection coefficient from a defect was lin-
early proportional to its circumferential extent. The reflectiv-
ity of a defect of a given depth and circumferential extent
could therefore be predicted from results of the axisymmetric
analysis by obtaining the reflection coefficient for an axisym-
metric defect having the depth of interest and scaling by the
fraction of the circumference covered by the defect. The
three-dimensional models were used to demonstrate the va-

FIG. 5. Displacement mode shapes in
a 3 inch pipe at 100 kHz forF(1,2)
~a!, F(2,2) ~b!, and F(1,3) mode~c!
and at 25 kHz forF(1,2) mode~d!.

FIG. 6. Experimental setup.
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lidity of making predictions using combinations of results
from the different types of two-dimensional model when the
torsionalT(0,1) mode is incident.

In each case a length of the pipe was modelled and
a notch was introduced at some distance along it. The input
wave signal was excited in the model by prescribing time-
varying displacements at one end of the pipe. Narrow band
signals were used, typically composed of 10 cycles of
the desired center frequency modulated by a Gaussian win-
dow. The tangential displacements were then monitored at
a location between the excitation end and the notch, thereby
detecting both the incident wave on its way to the notch
and the reflected wave returning. The reflection ratio was
calculated by dividing the amplitude of the reflected mode
by the amplitude of the incident mode in the frequency
domain.

In both axisymmetric and 3D models the excitation was
achieved by prescribing the displacements to match the exact
mode shape at the end of the pipe. The displacement distri-
bution through the thickness was derived using Disperse.13

In the membrane model the torsional wave was excited
by prescribing the displacement all around one circumfer-
ence; displacement distribution through thickness is not
possible using this model. The notches were introduced
either by disconnecting adjacent elements or by removing
elements.

A. Membrane models „full depth, part circumference …

For the membrane models the geometry of the pipes
was discretized using membrane finite elements. This type
of element describes a two-dimensional rectangular region
and it models the stresses which lie in the plane: the two
orthogonal in-plane direct stresses and the in-plane shear
stress. It assumes plane stress conditions, therefore incorpo-
rating the capacity of the plate to change thickness when
the in-plane stresses are applied. Although it is a two-
dimensional element by shape and~local! behavior, it may
be used in a three-dimensional model, meaning simply that
it can be orientated arbitrarily in a three-dimensional space.
In a three-dimensional model its nodes have displacement
degrees of freedom in the three coordinate directions and it
has mass which participates in any coordinate direction.

The justification for using membrane elements is the na-
ture of the mode shapes of all of the modes which were
studied. As already seen in Figs. 3–5, the pipe wall shows
extensional or torsional behavior for all of the modes~espe-
cially at high frequency!. Therefore the modes of interest
could be modelled reasonably well by using the membrane
elements, each element lying at the center of the pipe wall. It
is not possible to use membrane models in order to simulate
modes in which there is local bending of the pipe wall, nor to
model part-through notches.

Half of the circumferential extent of a length of pipe was
modelled as in previous work with theL(0,2) mode7,8 but in
this case we assumed one plane of antisymmetry. A wave
was excited at the end of the pipe, a defect was simulated
and the signals were monitored on a line between the exci-
tation and the defect. A mesh of identically sized linear~four
noded! quadrilateral membrane elements was used. The

models of the 24 inch pipe represented a 3.6 m length, using
900 elements along the length and 40 elements around the
circumference. As a result each element was about 4 mm
long and 24 mm along the circumference. The models of the
3 inch pipe also represented a 3.6 m length, using 900 ele-
ments along the length and 40 elements around the circum-
ference. Hence each element was about 4 mm long and
3 mm in the circumferential direction. Convergence studies
indicated that the meshes gave reliable results. The zero-
length notches were modelled by disconnecting adjacent
elements; thus although the elements on each side of the
notch had nodes at coincident locations, they were not
connected. The notches with nonzero lengths were modelled
by removing elements from the model and were therefore
rectangular in shape. The notches were introduced adjoining
one of the planes of antisymmetry so that the geometric
model described half of the pipe and half of the notch,
and the center of the notch was therefore at the plane of
antisymmetry.

The excitation of the axially symmetric modes~circum-
ferential order 0 modes! was achieved by prescribing identi-
cal tangential displacement histories at all of the nodes at the
end of the pipe. On reception of the multimode reflected
signal, the order 0 modes were extracted simply by adding
the tangential displacements at all of the monitoring nodes
around the circumference of the pipe. For the order 1 modes,
a phase delay ofu/2p was added to each signal before sum-
ming them,7,8 whereu is the angular distance from the center
of the notch. Thus a separate processing calculation was per-
formed in order to extract the amplitude of each type of
mode. In principle three order 0 modes@L(0,1),L(0,2),
T(0,1)# and three order 1 modes@F(1,1),F(1,2),F(1,3)#
can exist in the high frequency range. HoweverL(0,1) and
L(0,2) are both longitudinal and are not excited, andF(1,1)
does not propagate in the membrane model because it is
characterized by through-wall bending behavior. In most
cases the processing already described was therefore suffi-
cient to identify separately the remainingT(0,1), F(1,2),
and F(1,3) modes. At some frequencies theF(1,2) and
F(1,3) modes have very similar group velocity so it was not
possible to separate them in the time domain. Since the sig-
nals were rather narrow-band, the processing could reason-
ably have been performed directly on the raw time records.
However, for better accuracy, the calculations were per-
formed in the frequency domain.

Typical time records from the simulations are shown in
Figs. 7~a! and 7~b!. Both of these records are for the 24 inch
pipe with a notch which extends around 25% of the circum-
ference, and for theT(0,1) mode incident at 50 kHz; the
difference between them is in the processing. Figure 7~a!
shows the signal with processing for order 0. This shows
clearly the incident signal on its way towards the notch and
then the reflectedT(0,1) mode. Figure 7~b! shows the signal
when the same raw results are processed to extract the order
1 modes. This now shows the reflection of theF(1,2) mode.
Also, the incident mode has vanished in this plot because
it is order 0 and is therefore not detected by the order 1
processing.
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B. Axisymmetric models „full circumference, part
depth …

The axisymmetric elements describe a two-dimensional
region representing a radial–axial section through an axially
symmetric structure. Thus in application to the pipe models
they represent a section through the pipe wall on a plane
which contains the axis of the pipe. They model the three
in-plane stresses~the radial and axial direct stresses and the
radial-axial shear stress! and also the circumferential stress.
Thus radial displacements of the elements are correctly
coupled to circumferential stresses. It follows that any geo-
metric shape which is modelled must be axially symmetric.
Therefore, although it is possible to model notches which
extend part-way through the pipe wall~unlike the membrane
models which only represent through-wall notches!, any
notch is assumed to extend around the full circumference.
Since the geometry is axially symmetric, there is no mode
conversion between modes of different circumferential or-
ders, so only modes of the same order as the excitation signal
can propagate. In our models only theT(0,1) torsional mode
can be reflected from the axisymmetric notch because this is
the only torsional mode existing in the working frequency
range.

The excitation, monitoring and notch locations were ar-
ranged along the pipe similarly to the membrane models dis-
cussed earlier. Identically sized linear~four noded! quadrilat-
eral axisymmetric elements were used. The wall thickness of
the 24 inch and 3 inch pipes were taken to be 20 mm and 5.5
mm, respectively. The models of the 24 inch pipe repre-
sented a 2.4 m length, using 1000 elements along the length
and 10 elements through the thickness. Therefore each ele-
ment was 2.4 mm long and 2 mm in the thickness direction.
The models of the 3 inch pipe with theT(0,1) mode repre-
sented a 2.4 m length, using 2000 elements along the length
and 10 elements through the thickness. Therefore each ele-
ment was 1.2 mm long and 0.55 mm in the thickness direc-
tion. Again convergence studies showed that this discretiza-
tion was satisfactory. Two other FE models of the 3 inch pipe
with an 80% defect depth were run at 150 kHz and 240 kHz
center frequency in order to obtain the reflection coefficient
at high frequencies. A finer mesh was needed in the 240 kHz
case according to the practical rule of having at least eight
elements per wavelength of the smallest wavelength of the
excitation signal. The ratio between the frequency spectrum
of the reflected signal and the spectrum of the input was then

derived for each FE run. Using four FE models with different
center frequencies~40 kHz, 100 kHz, 150 kHz, and 240 kHz!
we covered the frequency bandwidth from 15 kHz to 270
kHz. Higher frequencies were not considered because of the
presence of the second torsional modeT(0,2) @the cutoff
frequency for theT(0,2) torsional mode is 300 kHz in a 3
inch pipe#.

The effect of the axial extent of the notch on the reflec-
tion coefficient of an axisymmetric notch was also studied.
Several FE models with 20% defect depth and different axial
extent have been studied. The notches were created in the FE
simulations by simply removing elements in the mesh. When
the axial extent was long enough, the reflection of the start of
the notch was separated from the reflection from the end of
the notch.

C. 3D models „part circumference, part depth …

The three-dimensional modelling used 8-node ‘‘brick’’
elements to discretize a length of pipe fully in three dimen-
sions. The brick elements are cuboid in shape and are used to
represent, piecewise, the whole volume of the structure. Po-
tentially this offers the advantage of being able to model
notches which have limited extent both in the circumferential
and the through-wall directions. However, there is a heavy
computational penalty because of the large numbers of ele-
ments which are necessary for three-dimensional models. We
here modelled a pipe with a part-circumference and part-
thickness notch. The purpose was to compare the reflection
coefficient obtained with the one derived by combining the
results of membrane and axisymmetric models in order to
confirm the assumption which has been made that the reflec-
tivity from such notches can be inferred from the combined
results of the membrane and axisymmetric models.

Half of the circumferential extent of a 2.4 m length of
the 3 inch pipe was modelled, assuming one plane of anti-
symmetry. The excitation, notch and monitoring locations
were arranged similarly to the membrane models. The pipe
was modelled with 600 elements along the length, 40 ele-
ments around the circumference, and three elements through
the 5.5 mm wall thickness. TheT(0,1) mode at 100 kHz was
excited and monitored. The excitation was achieved by pre-
scribing the displacements to match the exact mode shape at
the end of the pipe. TheT(0,1) mode was monitored by
adding the circumferential displacements at all of the nodes

FIG. 7. Predicted time record for
membrane model of 24 inch pipe with
notch extending around 25% of cir-
cumference andT(0,1) mode incident.
Results processed to show order 0
modes~a! and order 1 modes~b!.
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around one circumference at the monitoring location.
Before tackling the problem of the notch with limited

extent in both circumferential and depth directions, some
analyses of an axially symmetric part-depth notch and a
through-wall part-circumference notch were studied using
the 3D model and compared with the related 2D models. The
results from the 3D mesh compared well with those obtained
from the 2D models, so validating the discretization.

A 3D model of a part-depth~33%!, part-circumference
~25%! notch was analyzed using 100 kHzT(0,1) excitation.
A notch axial length of 180% of the wavelength~l532.6
mm! was chosen, so the defect was a square patch~60
mm360 mm! 1.8 mm deep.

V. STUDY OF PARAMETERS AFFECTING
REFLECTION AND MODE CONVERSION

The numerical results are presented below. We study
separately the influence of parameters such as pipe dimen-
sion, frequency of the excitation, circumferential extent of
the defect, depth of the defect and axial extent of the notch.
The section is divided into three sections in which we de-
scribe the results for the three different FE models.

A. Through thickness defects with zero axial extent
„membrane model …

Using the results of the membrane models we studied
the effect of the circumferential extent of a defect on the
backscattering of the torsional wave at different frequencies.
We first present the results of the simulation for the 3 inch
pipe case and later offer a comparison with the 24 inch case.

Practical testing of 3 inch pipes using torsional excita-
tion is usually performed at relatively low frequency~45–65
kHz!.10 We start by presenting the results at higher frequency
~100 kHz! because of the simplicity of this case and we will
focus later on the frequencies used in practical testing. The
reflection coefficient on the 3 inch pipe withT(0,1) input at
100 kHz is shown in Fig. 8, the computed points being
joined by straight lines.

TheT(0,1) reflection coefficient is approximately linear
with circumferential extent, theF(1,2) reflection coefficient
has a maximum at 50% of the circumferential extent, and the
F(2,2) has a maximum at 25% of the circumferential extent
and a minimum corresponding to 50% of the circumferential
extent. The results obtained in this case are very similar to
the results obtained in previous work on theL(0,2) reflection
coefficient in a 3 inch pipe at 70 kHz.7 No significant pres-
ence of theF(1,3) mode is noticeable at this frequency.

The variation of theT(0,1) reflection coefficient with
circumferential extent at 100 kHz shown in Fig. 8 indicates
some divergence from the overall linear trend; this is prob-
ably due to numerical problems. In principle a finer mesh
could be used to investigate this but the model which was
used here is close to the limits of the available resources so
this has not been pursued. In any case the extent of the scat-
ter is small in absolute terms, and is not important from the
point of view of practical application.

The interpretation of the 3 inch FE simulation at lower
frequencies is more complicated than at high frequency be-
cause of changes in the mode shapes of the relevant modes.
In the intermediate frequency range~from 30 to 70 kHz!
F(1,3) is seen in the reflected signals along with the other
modes. This is because there is significant circumferential
motion in its mode shape over this frequency range as shown
in Fig. 4~b!, whereas this displacement component is smaller
at higher frequency@see Fig. 5~c!#. Figure 9 shows the results
at a frequency of 45 kHz. At all circumferential extents the
amplitude of theF(1,3) reflection is about 20% of that of the
F(1,2) mode. Figure 10 shows theT(0,1), F(1,2), and
F(1,3) reflection coefficients at frequencies from 25 kHz to
100 kHz for the 25% circumferential extent case. As ex-
pected from the mode shapes, the ratio between theF(1,3)
andF(1,2) reflection coefficients becomes smaller at higher
frequencies. At low frequency~25 kHz! theT(0,1) reflection
coefficient is small. Figure 10 also shows that theF(1,2)
mode reflection coefficient at low frequency is very small
compared with the other results at higher frequencies. This is

FIG. 8. Variation of reflection ratio with defect circumferential extent for
zero axial length, full wall thickness defect. Results are from membrane
model withT(0,1) incident in 3 inch pipe at 100 kHz.

FIG. 9. Variation of reflection ratio with defect circumferential extent for
zero axial length, full wall thickness defect. Results are from membrane
model withT(0,1) incident in 3 inch pipe at 45 kHz.
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due again to theF(1,2) mode shape at low frequency. From
Fig. 5~d! it can be seen that at 25 kHz theF(1,2) mode has
a longitudinal displacement bigger than the tangential dis-
placement so this mode does not have predominantly tor-
sional behavior at low frequency.

In the case of a 24 inch pipe the general behavior of the
reflection coefficient seen in the 3 inch pipe at 100 kHz case
is confirmed~see Fig. 11!. No presence of theF(1,3) mode
was observable in the 24 inch FE simulations that were run.

B. Part thickness axisymmetric defects „axisymmetric
model …

The results of the axisymmetric FE modelling are plot-
ted in Figs. 12–14. Since the defect is axisymmetric, there is
no mode conversion between the axisymmetric~T! modes
and the flexural~F! modes. Figure 12 shows the trend of the
T(0,1) reflection coefficient for both 3 inch and 24 inch

pipes as a function of defect depth at different excitation
frequencies. If we consider one pipe dimension at one fre-
quency value we observe that the reflection coefficient in-
creases with defect depth in a nonlinear manner. The shape
of the curves is similar to that predicted for a 3 inch pipe at
70 kHz using theL(0,2) mode in earlier published work.8 If
we now consider one pipe dimension at different frequencies
of excitation, we can see that as the frequency decreases, the
curves become increasingly concave, the reflectivity at low
defect depths decreasing markedly. It therefore becomes
more difficult to detect shallower defects as the test fre-
quency is decreased. It is also of interest to observe that
when the frequency-thickness product is similar, the reflec-
tion is similar. Specifically, the reflection coefficients for a 3
inch pipe with 5.5 mm wall thickness at 40 kHz~frequency-

FIG. 10. Variation of reflection ratio with frequency forT(0,1) mode input
in 3 inch pipe using membrane model with 25% notch circumferential ex-
tent.

FIG. 11. Variation of reflection ratio with defect circumferential extent for
zero axial length, full wall thickness defect. Results are from membrane
model withT(0,1) incident in 24 inch pipe at 50 kHz.

FIG. 12. Variation of reflection ratio with defect depth for zero axial length
at various frequencies, axisymmetric defect. Results are from axisymmetric
model withT(0,1) incident in 3 inch~solid lines! and 24 inch pipes~dashed
lines!. The empty circles indicate the depth value for whichka51 at each
frequency.

FIG. 13. Variation of reflection ratio with frequency for zero axial length at
various defect depths, axisymmetric defect. Results are from axisymmetric
model with T(0,1) incident in 3 inch pipe. The empty circles indicate the
frequency at whichka51 for each defect depth.
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thickness product 220 kHz mm! are similar to the reflection
coefficients for a 24 inch pipe with 20 mm wall thickness at
10 kHz ~frequency-thickness product 200 kHz mm!. The
same observation is valid at high frequency-thickness values;
the 3 inch pipe at 160 kHz~880 kHz mm! has a reflection
coefficient similar to that of the 24 inch pipe at 50 kHz~1000
kHz mm!. Figure 13 shows the reflection coefficient in the
frequency domain when a 3 inch pipe with various depth
notches is excited with the torsionalT(0,1) mode. The re-
flection coefficient increases with frequency at all depth val-
ues. In the 80% depth case the rate of change decreases as
the frequency increases.

The effect of the axial extent of the defect on the reflec-
tivity of the T(0,1) mode in a 3 inch pipe is plotted in Fig.
14. The reflection coefficient has a maximum at an axial
extent of about a quarter wavelength and a minimum at
about half-wavelength. Similar behavior has been reported
for the s0 mode in a plate.25

C. 3D models

The results of the 3D analysis are given in Table I. The
results demonstrate excellent agreement between the predic-
tions of the 2D axisymmetric analysis with those of the 3D
analysis; for the case of an axisymmetric, 33% depth defect,
the predicted reflection coefficients are 23.5% and 23.7%
with the 2D axisymmetric and 3D models, respectively.
Similarly good agreement is shown between the membrane

and 3D models for the case of a through wall defect with
25% circumferential extent, the predicted reflection being
21.1% with both models.

Finally, Table I shows the results for the 3D analysis of
a notch with 25% circumferential extent, 33% depth and
axial extent of 180% of the wavelength. The 3D analysis
predicts a reflection ratio of 5.2% for this case. This is
closely matched by the multiplication of the axisymmetric
and membrane results which give 5.0%. This confirms the
validity of combining the axisymmetric and membrane re-
sults to predict the 3D case.

VI. EXPERIMENTAL VALIDATION OF NUMERICAL
MODELLING

A series of experiments was carried out in order to vali-
date the results obtained from the FE modelling. From pre-
vious modelling it was clear that the axial extent can be an
important parameter affecting the reflection coefficient from
notches, so when simulating the laboratory test cases using
FE models it was necessary to introduce a notch with the
precise axial extent used in the experiments. Part-thickness,
part-circumference defects were modelled using a combina-
tion of 2D axisymmetric and 2D membrane models.

Figure 15 shows the measured and predicted reflection
coefficients at 55 kHz for a series of axisymmetric notches
with 3 mm axial extent in which the notch depth was varied,
together with the prediction for a crack~zero axial extent!.

FIG. 14. Variation of reflection ratio with axial extent when there is an
axisymmetric defect with 20% thickness depth. Results are from axisym-
metric model withT(0,1) incident in 3 inch pipe at 100 kHz.

TABLE I. Comparison ofT(0,1) reflection ratio in a 3 inch pipe at 100 kHz from 3D model with combined
results from axisymmetric and membrane models.

Axial extent @% of l~32.6 mm!# 180 180 180
Circumferential extent~%! 100 25 25
Through-wall extent~%! 33 100 33
Reflection ratio~%!: Axisymmetric model~2D! 23.5
Reflection ratio~%!: Membrane model~2D! 21.1
Reflection ratio~%!: 3D model 23.7 21.1 5.2
Reflection ratio predicted by combining 2D analyses 5.0

FIG. 15. Variation of reflection ratio in incident mode with defect depth for
3 mm axial length, axisymmetric defect. FE~–d–! and experimental~s!
results are forT(0,1) incident in 3 inch pipe at 55 kHz. The crack case~zero
axial extent! is also displayed for comparison~dashed line!.
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The experimental measurements and finite element predic-
tions can be seen to agree well. The reflection coefficients for
the notch case are higher than those for the crack case. More-
over the concavity of the curve is reduced with respect to the
crack case.

Figure 16 shows a comparison between experimental
and FE results in the case of through-thickness notches with
3 mm axial extent and varying circumferential extent when
the T(0,1) mode is excited at 55 kHz. Again there is good
agreement between the experimental and modeling results.

Figure 17 shows the dependence of the reflection coef-
ficient on the frequency in the case of a through-thickness
defect with 25% circumferential extent and axial extent
equal to 3 mm. The reflection coefficient forT(0,1) de-
creases when the frequency is increased from 50 kHz to 70
kHz in both experiments and predictions. Good agreement

between experiments and finite elements is also found in this
case.

Figure 18 shows the behavior of the reflection coeffi-
cient when the axial extent is changed. The results are de-
rived for a 20% depth defect extending over 25% of the
circumference at 55 kHz center frequency excitation. The
form of the experimental results agrees with the predictions,
the peak of the reflection coefficient occurring when the axial
extent is about a quarter wavelength and the minimum at
about half wavelength.

VII. DISCUSSION

A defect in a solid body represents a scatterer for elastic
waves and so in principle it can be detected and character-
ized by its effect on an incident pulse of ultrasonic wave
motion. Elastodynamic scattering problems can be solved in
closed form in the high frequency regime using either the
Kirchoff approximation or the geometrical diffraction theory
and at low frequency applying the Rayleigh approximation.12

In the midfrequency range these methods are not valid be-
cause the wavelength of the incident pulse is of the same
order as the characteristic dimension of the defect and pref-
erable alternatives are numerical methods such as finite ele-
ment, boundary element or finite difference. Scattering of
bulk waves from a crack in an infinite medium has been
studied by many investigators and much of this work has
been reviewed by Kraut26 and Datta.27 Elastodynamic ray
theory has been thoroughly studied by Achenbachet al.28 in
order to construct scattering fields generated by cracks.

The interaction of Lamb waves with cracks and notches
in plate structures is a topic that has received a great deal of
interest in recent years.9,24,25,29–31Wave scattering of guided
elastic waves from cracks and notches in isotropic hollow
cylinders has also been investigated.6–9,11,17,18,32The scatter-
ing of guided waves is more difficult than the bulk wave case
as a consequence of the higher number of modes to be con-
sidered and the complexity of the mode shapes. When a

FIG. 16. Variation of reflection ratio with circumferential extent for 3 mm
axial length, through thickness defect. FE~lines with solid symbols! and
experimental~empty symbols! results are forT~0,1! incident in a 3 inch pipe
at 55 kHz.

FIG. 17. Variation of reflection ratio with frequency for 3 mm axial length,
through thickness defect extending over the 25% of the circumference of a
3 inch pipe. Both FE~lines with solid symbols! and experimental results
~empty symbols! are displayed.

FIG. 18. Variation of reflection ratio in incident mode with axial extent for
a 20% depth, 25% circumferential extent defect. FE~d! and experimental
results~s! are forT(0,1) incident in 3 inch pipe at 55 kHz.
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single mode in a waveguide encounters the defect there is
coupling between the incident mode and all of the propagat-
ing and nonpropagating modes of the waveguide.33 If the
location of the detector of the wave is placed far enough
from the defect, only the propagating modes will have sig-
nificant amplitude. In fact only a few of the propagating
modes contain a significant amount of scattered energy so
the problem can be further simplified by only considering
these modes.7

A. Analysis of the sensitivity of torsional mode to
cracks „zero axial extent …

It is well known that three scattering regimes can exist
depending on the dimension of the scatterer in relation to the
wavelength of the ultrasonic wave.12 A parameter frequently
used to define and distinguish the scattering regimes iska
wherea is the characteristic dimension of the defect andk is
the wave number defined by

k5
2p f

V
, ~1!

wheref is the frequency andV is the phase velocity. In the
specific case of a torsional wave, the velocity is constant
with frequency so the wave number simply increases linearly
with frequency. Whenka,0.1 the problem can be approxi-
mated using a low frequency or quasistatic approach. At val-
ues for whichka.1 it is possible to use a high frequency
approximation~howeverka51 cannot be considered as a
strict boundary between the different regimes!. For part-
thickness, axisymmetric defects the characteristic length is
the defect depth, while for through-thickness, part-
circumference defects the characteristic length is the circum-
ferential extent. Figures 19~a! and ~b! show the scattering
regimes for axisymmetric and through thickness cracks in
the case of a 3 inch pipe with 5.5 mm wall thickness. In both
figures a rectangular region which is important from the
point of view of practical testing is also highlighted. It is
evident that in the case of axisymmetric cracks we are in the
low–intermediate frequency regime, whereas in the case of
through thickness defects we are in the intermediate–high
frequency regime.

1. Discussion on through thickness cracks

The motivation of separately studying the reflection
characteristics of the through-thickness, part-circumference,

and the part-depth axisymmetric defects is the difference in
geometry and scattering regime of the two classes of crack.
The reflection coefficients of the 24 inch pipe withT(0,1)
input at 10 kHz and 50 kHz as a function of circumferential
extent are shown in Fig. 20. The circumferential extent is
expressed as a percentage of the pipe circumference~1980
mm!. The T(0,1) reflection coefficients are very similar at
the two frequencies and they increase roughly linearly with
circumferential extent, especially at the higher circumferen-
tial extents ~corresponding to higherka). A somewhat
smaller reflection is obtained for a small defect~5% of cir-
cumference! at low frequency~10 kHz!. The same behavior
is noticeable in the 3 inch case.

Let us first give an explanation of how the frequency of
the test influences the reflection coefficient from through
thickness cracks and we will then explain why the dimension
of the defect is an important parameter. Loweet al.7,8

showed that theL(0,2) reflection coefficient varies roughly
linearly with respect to the circumferential extent of the de-
fect. They presented a calculation in order to discover
whether the reflection coefficients could be estimated from a
simple assumption of the opening profile of the crack. The
profile of the opening displacement of the FE nodes along

FIG. 19. Scattering regime regions in
the case of the axisymmetric defect in
3 inch pipe with 5.5 mm wall thick-
ness~a! and through thickness defect
~b!. The boxes indicate the practical
testing regions.

FIG. 20. Variation of reflection ratio in incident mode with defect circum-
ferential extent for zero axial length, full wall thickness defect. Results are
from membrane model withT(0,1) incident in 24 inch pipe at 10 kHz
~empty triangle! and 50 kHz~solid triangle! and in 3 inch pipe at 45 kHz
~empty circle! and 100 kHz~solid circle!.
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the crack face was almost constant in the case of theL(0,2)
mode at 70 kHz incident on a crack. Clearly when the crack
opening displacement~COD! is constant along the defect,
the reflection coefficient of the axisymmetric mode is equal
to the extent of the crack as a fraction of the circumference,
leading to a linear behavior of the reflection coefficient as a
function of circumferential extent. As they explained, the
COD is approximately constant over the crack face when the
wavelength of the incoming wave is sensibly smaller than
the circumferential extent of the crack~i.e., ka.1). Under
such conditions the crack face simply behaves as a free sur-
face which reflects the incoming wave. Whenka diminishes,
the crack opening displacement can no longer be considered
as constant. The variation of the COD with frequency was
observed by Lowe in the case of as0 wave incident on a
crack in a plate.9 He showed that the COD changes with
frequency and there is a transition between the high fre-
quency COD and the quasistatic COD. From that analysis it
is clear that only at relatively high frequency (ka.1) can
the COD reasonably be approximated by a constant displace-
ment along the face of the crack.

It is possible to interpret the results at 5% of the circum-
ferential extent for both the 3 inch pipe at 45 kHz and the 24
inch pipe at 10 kHz~see Fig. 20! by saying that theka value
in these cases is smaller than 1, therefore the reflection co-
efficient is smaller than its linear approximation. Another
explanation of the results at low frequency and small circum-
ferential extent can be proposed. The COD is zero at the
boundary points where the crack starts and ends; conse-
quently in the regions of the crack near these boundary
points the COD goes from zero to a finite value. When the
defect is big enough in terms of circumferential extent, the
COD might be considered to be constant and the linear ap-
proximation for the reflection coefficient would be valid.
However, when the defect is relatively small, the boundary
effects described would dominate the COD. In this case the
COD cannot be considered as constant over the length of the
crack and the reflection coefficient will not be satisfactorily
approximated by a linear fit.

Another issue to be tackled is the understanding of mode
conversion. Following the analysis of Ditri6 and Lowe
et al.,7 the strength of conversion to each mode by a circum-
ferential crack may be estimated from the degree to which
the crack opening profile matches the stresses in the mode.
Let us first consider the simple case in which only one of the
modes of a given circumferential order existing at the fre-
quency of interest has a stress profile similar to the incident
mode. In this case it is possible to evaluate the reflection
coefficient of this mode converted mode by using a spatial
Fourier decomposition of the displacement around the cir-
cumference at the location of the crack. As shown by Lowe
et al.7 this spatial Fourier transform gives the excitation
strengths of the mode converted waves. This is applicable for
example to theF(1,2) mode in a 3 inch pipe when the
T(0,1) mode is incident at 100 kHz. When more than one
mode ~or none of the modes! with a given circumferential
order has a mode shape similar to the stress profile of the
incident mode, the simple spatial Fourier decomposition is
no longer valid. Using the spatial Fourier decomposition and

supposing that only one of the possible order two modes is
involved in the mode conversion, the value of reflection co-
efficient at a circumferential extent of 50% would be zero, as
explained by Loweet al.7 In fact in all of the modelled cases
in this paper this value is not zero@seeF(2,2) at 50% cir-
cumferential extent in Figs. 8, 9, and 11#. This is due to the
fact that more than one order two mode is involved in the
mode conversion phenomenon.

2. Discussion on axisymmetric cracks

In the case of axisymmetric cracks the scattering regime
in which we are interested is the low-intermediate frequency
shown in Fig. 19~b!. In Fig. 13 the amplitude reflection co-
efficient for a series of crack depths is plotted as a function
of frequency, theka51 points being indicated with empty
circles. We can notice that the curve of reflection coefficient
versus frequency is roughly linear until it approaches the
valueka51. It is also interesting to notice that atka51 the
reflection coefficient is approximately equal to the percent-
age depth of the defect. We then see a small change in be-
havior going from the intermediate to the high frequency
scattering regime. The reflection coefficient curve is less
steep at high frequency which can be explained by saying
that the reflection coefficient tends to a value which is the
asymptotic value at high frequency. This behavior has been
encountered in previous work on scattering from cracks in
plates.9,25 Unfortunately in our case it was not possible to
increase the test frequency in order to derive the value of the
reflection coefficient at very high frequency because another
torsional mode appears at 300 kHz@T(0,2)#.

In Fig. 12 we showed the amplitude reflection coeffi-
cient of theT(0,1) mode for axisymmetric cracks as a func-
tion of defect depth at different frequency values. The value
at which the high frequency scattering regime is reached is
indicated in the figure by an empty circle. Aroundka51 the
curve changes its shape from convex to concave. This behav-
ior can again be attributed to a change in scattering regime.

However, the reflection coefficient is not onlyka depen-
dent. Figure 12 shows that if we consider one pipe size with
two defect depths and the sameka value, a deep defect at
low frequency produces larger reflection coefficient than a
shallow defect at high frequency. For example, the reflection
coefficient for an 80% depth defect at 40 kHz is 31%
whereas that from a 20% defect depth at 160 kHz is 5.3%.
This is probably because the geometry of the system, and
hence the stress distribution, is very different for shallow and
deep defects; the reflection coefficient would be dependent
on ka only at small defect depths~e.g., below 10%!. How-
ever, it has not been possible to check this because of limi-
tations on the finite element mesh.

B. Effect of axial extent

Figure 14 shows the amplitude reflection coefficient for
a series of axisymmetric notches with 20% defect depth and
different axial extent at 100 kHz. The notch case is shown
schematically in Fig. 21. The simplest case to be considered
is that in which the notch has an axial extent which is long
enough to separate in time the first reflection coming from
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the start of the notch and the second reflection coming from
the end of the notch. The reflection coefficient from a step
down in a pipe in which we removed 20% of the thickness is
plotted in Fig. 22 as a function of frequency. It was simply
obtained by dividing the FFT of the reflected signal by the
FFT of the input signal. It is clear that this reflection is al-
most independent of frequency. No mode conversion is
present in this case since the defect is axisymmetric. Further-
more theT(0,1) mode is not dispersive so there is no change
in velocity due to the change in the thickness of the pipe
wall. If we consider that the tangential displacement is al-
most constant through the thickness and that the radius of the
pipe is very much bigger than the thickness, we can approxi-
mate the value of reflection coefficient obtained at a step in a
pipe by using the formula

R5
12a

11a
~2!

in which a5A2 /A1 , whereA1 is the cross-section area be-
fore the notch andA2 is the cross section at the notch loca-
tion. The signal arriving at the start of the notch has a com-
ponent which is reflected and a component which is
transmitted. The same phenomenon is repeated at the end of
the notch. Let us now consider all of the reflections inside
the notch~back and forth!:

RA15
12a

11a
, ~3!

TA15
2

11a
, ~4!

RB15
a21

11a
, ~5!

whereRA1 is the reflection coefficient from the start of the
notch,TA1 is the transmission coefficient past the start of the
notch andRB1 is the signal reflection coefficient from the
end of the notch. The reflection described by~5! is time
delayed byL/V compared to that of~3! whereL is the axial
extent of the notch andV is the velocity of the torsional
wave, therefore the total phase shift between the two reflec-
tions is p12 f Lp/V, where the addition ofp takes into
account the sign reversal in the numerator between~3! and
~5!, and f is the frequency of the wave. The transmission
coefficient at the end of the notch,TB1 , is

TB15
2a

11a
~6!

also with time delayL/V compared toTA1 . Similarly, the
second reflection from the start of the notch,RA2 is

RA25TA1•RB1•TB1 , ~7!

with time delay 2L/V;

RA35TA1•~RB1!3
•TB1 , ~8!

with time delay 4L/V;

RA j5TA1•~RB1!2 j 23
•TB1 , ~9!

with time delay j •2•L/V. The total reflection coefficient is
given by

RTOT5RA11RA21¯1RA j . ~10!

The total reflection coefficient has a maximum whenL is
equal to a quarter wavelength~l/4! and a minimum whenL
is equal tol/2. The maximum is about twice the value of the
reflection from a step down of the same depth of the notch.
The FE predictions of Fig. 14 and the experiments of Fig. 18
confirm that the maximum is obtained at aboutl/4 and the
minimum at aboutl/2. In practice, the reflection maxima and
minima are not at axial extents of exactly 25% and 50% of
the wavelength. This is because the phase delay at a transi-
tion between two different thicknesses is not zero orp as
predicted from equations~3! and ~5!, respectively. It should
be stressed here that such a large increase in reflectivity
when the defect length is a quarter wavelength long is un-
likely in practice since real defects would not have a sharp,
rectangular profile. Nevertheless, maxima and minima can
occur in practical inspection and it is wise to test at more
than one frequency.

VIII. CONCLUSIONS

A quantitative study of the reflection of theT(0,1) mode
from defects in pipes in the frequency range 10–300 kHz has
been carried out, finite element predictions being validated
by experiments on selected cases. Both cracklike defects
with zero axial extent and notches with varying axial extents
have been considered. The predictions have largely been
done on part-thickness, axisymmetric defects and on full-

FIG. 21. Example notch case to explain reflection and transmission charac-
teristics at the start and at the end of the notch.

FIG. 22. Variation of reflection ratio with frequency for a step of 20% of the
thickness of the pipe. Results are forT(0,1) incident in 3 inch pipe using
signal with center frequency of 55 kHz.
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wall-thickness, part-circumference defects, both of which
can be modelled with two-dimensional analyses. However, it
has also been shown that it is reasonable to use a combina-
tion of these two approaches to predict the reflection from
part-thickness, part-circumference defects.

It has been shown that the reflection coefficient from
axisymmetric cracks increases monotonically with depth at
all frequencies and increases with frequency at a given depth.
In the frequency range of interest,T(0,1) is the only propa-
gating axisymmetric mode so there is no mode conversion at
axisymmetric defects. With nonaxisymmetric cracks, the re-
flection coefficient is a roughly linear function of the circum-
ferential extent of the defect at relatively high frequencies,
the reflection coefficient at low circumferential extents fall-
ing below the linear prediction at lower frequencies. With
nonaxisymmetric defects, mode conversion to theF(1,2)
mode occurs at all but the lowest frequencies, the amplitude
of the mode converted signal being a maximum when the
circumferential extent is 50%; at low circumferential extents,
the amplitudes of the mode converted and direct reflections
are similar. Some mode conversion toF(1,3) as well as
F(1,2) is seen at lower frequencies.

The depth and circumferential extent of the defect are
the parameters controlling the reflection from cracks; when
notches having finite axial extent, rather than cracks, are con-
sidered, interference between the reflections from the start
and the end of the notch causes a periodic variation of the
reflection coefficient as a function of the axial extent of the
notch, maxima occurring when the notch width is 25% and
75% of the wavelength, and minima appearing when the
width is zero~the crack case!, 50% or 100% of the wave-
length. This paper has only considered square sided defects;
real defects will not have such regular shapes so the interfer-
ence effects will be less severe. However, some frequency
dependence is likely to be seen.

The results have been explained in terms of the wave-
number-defect size product,ka. Low frequency scattering
behavior is seen whenka,0.1, high frequency scattering
characteristics being seen whenka.1.

The results demonstrate that the torsional wave is attrac-
tive for the practical testing of pipes. The sensitivity to de-
fects is improved at higher frequencies, though this conflicts
with the desire to use lower frequencies to increase the
propagation range, and hence the length of pipe that can be
inspected in a single test. When testing for defects that may
have significant axial extent, it is wise to test at more than
one frequency in order to avoid missing defects due to de-
structive interference of the reflections from the two ends of
the defect.

The 3 inch and 24 inch pipes have been considered in
this paper. It would be valuable to generalize the results to
other pipe sizes and crack dimensions without the need to
analyze each specific case. This will be the subject of a fu-
ture paper.
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Scattering from a Born inhomogeneity in a homogeneous, acoustical waveguide is considered and
results compared to the corresponding scattering in a homogeneous, unbounded medium. It is found
that the Ewald sphere in the unbounded medium case is replaced by a Ewald ‘‘strip’’ in a waveguide,
the strip consisting of many individual Ewald spheres embedded in a ball the radius of which is
twice that of an individual sphere. The physics behind the Ewald strip is discussed along with the
implications of waveguide Born data. ©2003 Acoustical Society of America.
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I. INTRODUCTION

In this paper, we consider the problem of scattering from
a compactly supportedinhomogeneityoccupying a region of
space V in a homogeneous ambient mediumV0. V,
V0,R3. The scattering of the field~e.g., velocity potential!
f is governed by the following boundary value problem:

@D1k2~r !#f~r !50 rPV, ~1!

@D1k0
2#f0~r !50 rPV0, ~2!

f5f0 rP]V, ~3!

and

]nf5]nf0 rP]V, ~4!

in addition to Sommerfeld’s radiation condition at infinity. In
Eq. ~1!, the space-dependent wave numberk(r ) describes the
inhomogeneity, andk0 in Eq. ~2! is the wave number of the
homogeneous ambient mediumV0. For example, for the
variable velocityproblem, in which density is held constant
throughout the scatterer, one has1

k2~r !5k0
2F c0

2

c2~r !
G5k0

2n2~r !,

c(r ) being the speed of sound in the inhomogeneity andn(r )
its index of refraction.D is the three-dimensional Laplacian
operator,]V is the boundary of the scatterer, and]n denotes
the normal derivative on the boundary.]V is assumed to be
smooth. Moreover,f is the total field, that is

f5f i1fs.

fs is the scattered field, and similarly forf0 . f i is the
incident plane-wave field. The boundary conditions~3! and
~4! are characteristics of an inhomogeneity as opposed to an
obstacle.2 For an obstacle, the normal derivative undergoes a
jump discontinuity across]V.

By defining the scattering functionV(r ) as

V~r !5k0
2~12n2~r !!,

the scattered fieldfs is described by the well-known
Lippman–Schwinger equation, and can be written as3

fs~r !52E
V

d3r 8G0~r ,r 8;k0!V~r 8!f~r 8!, ~5!

whereG0(r ,r 8;k0) is the free-space Green’s function satis-
fying

DG0~r ,r 8;k0!1k0
2G0~r ,r 8;k0!52d3~r2r 8!,

namely

G0~r ,r 8,k0!5G0~ ur2r 8u;k0!5
eik0ur2r8

4pur2r 8u
.

In the limit as ur u→`, the free-space Green’s function be-
comes

lim
r→`

G0~r ,r 8;k0!5
eik0r

4pr
e2 ik0r̂ "r8, ~6!

wherer̂ is the unit vector in the direction of the vectorr and
r denotes its magnitude, i.e.,r 5ur u.

Consider that the scattererV is placed in an infinite
medium and a plane wave is incident upon it. That is,V0

PR3\V̄, f i(r )5eik0k̂"r, and the radiation condition at infin-
ity is

lim
r→`

r S ]fs

]r
2 ik0fsD5oS 1

r 2D ,

uniformly in r̂PS2 the unit sphere inR3. The corresponding
scattering geometry is shown in Fig. 1. Using the larger
limit of Green’s function given in Eq.~6!, the scattered field
in the asymptotic limit becomes

f`~r !5
eik0r

4pr
f`~ r̂ ; k̂!1OS 1

r 2D . ~7!

f`( r̂ ,k̂) in Eq. ~7! is the scattering amplitude. If the field
f(r 8) under the integral in the Lippman–Schwinger equa-
tion ~5! is replaced by the incident field,f i(r 8), then the
scattering amplitudef`( r̂ ; k̂) reduces to
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f`
B~ r̂ ; k̂!52E

V
d3r 8e2 ik0~ r̂2 k̂!•r8V~r 8!, ~8!

where in factf`
B( r̂ ,k̂) is actuallyf`

B( r̂2 k̂). Equation~8! is
the celebratedBorn approximation.4,5 This is explicitly indi-
cated by the superscript ‘‘B’’ on f` . The approximation
holds under the condition that the integral operatorTLS of the
Lippman–Schwinger equation satisfies the bound6

iTLSi`<
~k0Rs!

2

2
I12

c0
2

c2I
`

,

in the supremum norm, whereRS is the scale size of the
scattering region. This is the well-knownweak scattering
approximation.

Equation~8! shows that the scattering amplitude under
the Born approximation is the Fourier transform of the func-
tion V(r ) describing the inhomogeneity, the conjugate wave
number beingṼ( r̂2 k̂). The Fourier transform of a function
f (r ) was defined as

f̃ ~z!5E
R3

f ~r !e2 i z"rd3r .

It is also clear that for a specified incident wave, the Fourier
transform, Ṽ( r̂2 k̂) of the unknown functionV(r ) is ob-
tained only on a sphere of radiusk0 , the so-calledEwald
sphere (SE in Fig. 2!. An excellent discussion of Ewald
spheres was given by Langenberg.5 Any reconstruction based
on this information alone would necessarily be nonunique.

Next, we replace the infinite medium by a waveguide,
and place the Born scattererV in the guide. It is assumed
that the scatterer functionV(r )PL2(V), i.e., V(r ) is square
integrable.V(r ) is also considered to be of short range com-
pared to the heightH of the waveguide. In other words, it
decays rapidly enough so as to vanish on the waveguide
boundaries. It is further assumed that the scatterer is located

at a sufficient depth in the waveguide such that the smallest
sphere circumscribing it does not intersect the plane-
bounding surfaces of the guide.

The objective of this paper is to determine what happens
to the Ewald sphere picture of Fig. 2, and the Born data
f`

B( r̂2 k̂) as the infinite medium is replaced by a waveguide.
In particular, attention is focused on comparing the Born data
in a waveguide with that in an unbounded medium as to their
relative information content in the Fourier domain. No at-
tempt is made here in solving the inverse reconstruction
problem. Our approach is heuristic and physical rather than
rigorous and mathematical.

II. BORN SCATTERING IN A WAVEGUIDE

The geometry of scattering from a Born object in a
waveguide of depthH is shown in Fig. 3. The upper surface
of the waveguide is assumed to be a pressure-release surface
~i.e., satisfies a Dirichlet boundary condition!, whereas the
bottom surface is chosen to be rigid~a Neumann boundary!.
The origin of the coordinate system is assumed to be inside
the scatterer which is located at a depthd from the pressure
release surface. A time-harmonic source is situated atr0 and
a receiver atr inside the waveguide. Cylindrical coordinates
are used throughout. These are shown in Fig. 4. The vertical
z axis is positive in the downward direction, as shown in the
figure. r05(r0' ,z0), r5(r' ,z), and r 85(r'8 ,z8). r 8 is a
point of the scatterer, and the subscript' denotes the projec-
tion on the horizontal plane through the centerO. r̂0' and r̂'

are unit vectors alongr0' andr' , respectively.z0 , z, andz8
are the vertical components ofr0 , r , andr 8, respectively.

The wave fieldf in the waveguide is determined from
the following problem, namely:

@D1k0
2#f~r !5d3~r2r0!, rPV0

f50, z52d,

]nf50, z5H2d

f15f2 on ]V,

FIG. 1. Scattering of a plane wave from an object in an infinite homoge-

neous medium.k̂ is the unit vector along the direction of the incident wave

and r̂ is the unit vector along the direction of scattering.r̂ and k̂PS2.

FIG. 2. A Ewald sphere of radiusk0 is shown in this figure. For scattering
in an unbounded homogeneous medium under the Born approximation and
for a fixed incidence, the scattering amplitude data reside on the sphere.
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and

]nf15]nf2 on ]V.

V05RH
3 \V̄, whereRH

3 5$r5(r' ,z),r'PR2,0<z<H%. f1 ,
f2 denote the wave fields in the exterior and interior of]V,
respectively. It is assumed thatfPC2(RH

3 \V̄)ùC(RH
3 \V).

The radiation condition must be satisfied asur u→`. It is
known that the above boundary value problem has a unique
solution.3

Let R(r 8)PL2(V) describe the scatterer inhomogeneity.
UsingR emphasizes the fact that in the Born approximation,
the scattering is essentially a reflection of the incident field at
every pointr 8 of the inhomogeneity, the strength of the re-
flection at that point beingR(r 8). Then, in the Born approxi-
mation, the Lippmann–Schwinger equation~5! determines
the scattered field atrPRH

3 \V̄ to be

fsB~r !5E
V

d3r 8G~r 8,r0!R~r 8!G~r ,r 8!. ~9!

It is further assumed that the scattered fields are being ob-
served on a cylindrical surface of constant radiusRs with its
center at the originO.

The Green’s function between two position vectorsra

and rb in a waveguide with a Dirichlet top and a Neumann
bottom boundary is known to be7

G~raurb!5
i

A2H
(

,
c,~za!c,~zb!H0

~1!~k,ura'2rb'u!,

~10!

whereH0
(1) is the Hankel function of the first kind of order

zero. The source term in the equation forG(raurb) was taken
to be a point source in an axially symmetric environment

S~r ,rS!52
1

2pr
d~r 2r s!d~z2zs!,

where the subscript ‘‘s’’ indicates the source position, and the
radial Green’s function is

G~raurb!5
i

4
H0

~1!~kl ura'2rb'u!.

The functionsc,(z) are the modal wave functions given by

c,~z!5A2

H
sin~l,~z1d!!,

where

g,5
,1 1

2

H
p, ,51,2,...,

and

k,5Fk0
22

1

H2 S ,1
1

2D 2

p2G1/2

.

FIG. 3. A Born scattererV in an acoustical waveguide
of height H. The fieldf at the upper boundary obeys
Dirichlet conditions, and at the lower boundary, Neu-
mann boundary conditions. The center of the coordinate
system is inside the scatterer and located at a depthd
from the upper boundary.

FIG. 4. The geometry of scattering in
a waveguide showing the cylindrical
coordinate system with origin inside
the scatterer.
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The wave numberk0 is that of the monochromatic point
source. Moreover, we have the important relation

g,
21k,

25k0
2. ~11!

c, is valid to within a multiplicative factor. However, a reso-
nance will be allowed in the guide so thatg l can equal the
free-space wave numberk0 . Moreover, since the index,
51,2,...,N, no confusion with the free-space wave number
k0 can arrise by using the letterk to indicate the horizontal
wave number also. Taking the asymptotic limitura'u@urb'u
in the Hankel functionH0

(1)(k,ura'2rb'u) in Eq. ~10!,
Green’s function in this limit becomes

G~raurb!5(
,

c,~za!c,~zb!
eik,ura'u

Ak,ura'u
e2 ik,rb'• r̂a',

~12!

Using the asymptotic form of Green’s function of Eq.~12! in
the scattering equation~9!, the far-field limit of the wave
field f`

B in the Born approximation is obtained as

f`
B~j!5

i

A2H
e2 i ~p/4!(

,
(
m

sin~g,~z01d!!

3sin~gm~z1d!!F eik,ur0'u

Ak,ur0'u

eikmur'u

Akmur'u
G

3E
V

d3r 8R~r 8!sin@g,~z81d!#

3sin@gm~z81d!#e2 i ~k, r̂0'1kmr̂'!•r'8 , ~13!

where nowur'u5Rs in Eq. ~13!, and the asymptotic form for
the Hankel functionH0

(1)(lr ) was used, namely

lim
r→`

H0
~1!~lr !'A 2

prl
ei ~lr 2p/4!.

Moreover,j5( r̂0' , r̂' ;z). From now on, the constant factor
( i /AwH)exp(2ip/4) in front of the summation in Eq.~13!
will be written simply asiC. Note that for each indexm

Ar S ]f`
B

]r
2 ikmf`

BD→0,

as ur'u→`. The radiation condition at infinity is thus satis-
fied. Equation~13! can be rewritten as

f`
B~j!5 iC(

,
(
m

F,m~j!E
V

d3r 8R~r 8!sin@g,~z81d!#

3sin@gm~z81d!#e2 i ~k, r̂0'1kmr̂'!•r'8 , ~14!

wherej5(g, ,gm ,k, ,km ,z0 ,z,Rs ,ur0'u,d) is a vector con-
taining various parameters in its argument, and the terms
outside the integral are absorbed in the factorF,m(j).

Next, we break up the standing-wave parts of Eq.~14!,
that is, the terms involving the sine functions, in their plane-
wave components. This results in the expression

sin~g,~z81d!!sin~gm~z81d!!e2 i ~k, r̂0'1kmr̂'!•r'8

5eig,m
1 dei r8•~v0,1vm!1e2 ig,m

1 dei r8•~w0,1wm!

2eig,m
2 dei r8•~v0,1wm!2eig,m

2 dei r8•~w0,1vm!, ~15!

where

g,m
6 5g,6gm , vn5gnẑ2knr̂' ,

v0n5gnẑ2knr̂0' , wn52gnẑ2knr̂' ,

w0n52gnẑ2knr̂0' .

Let R̃(z) be the Fourier transform ofR(r ), z being the
Fourier space wave vector. Then, according to Eq.~15!, for
fixed values of the indices,, m, and fixed source and re-
ceiver positions, the wave vectorsz are determined by the
vectors v0,1vm , v0,1wm , w0,1wm , and w0,1vm . As-
sume that the scattering data are acquired over a unit circle
around the Born object, that is,r̂' is allowed to vary overS1.
Then, the Fourier transform,R̃(z), is obtained in that volume
of the Fourier domain which is swept out as the mode indices
, andm vary over their allowed values, and the unit vector
r̂' sweeps out the unit circleS1.

Consider, for example, the vectorv0,1vm . Now

v0,1vm5~g,ẑ2k, r̂0'!1~gmẑ2kmr̂'!,

and recall that the unit vectorr̂0' is fixed. Note also that if
the energy flux due to evanescent waves is absent in the
scattered field~see the Discussion section!, then g,(m) is
strictly positive, whereask,(m) is semi-positive. The latter
includes situations in which the heightH of the waveguide is
such that a resonance can be allowed. Most importantly,
however, is the relationgn

21kn
25k0

2 as was given in Eq.~11!.
This leads to the fact thatuvnu5uwnu5k0 . Let (g,ẑ
2k, r̂0') be considered the ‘‘incident’’ wave, analogous to
the vectork̂0 in the case of an infinite medium~see Fig. 2!.
The corresponding ‘‘scattered’’ vector is (gmẑ2kmr̂0'), the
base of which is at the tip of the incident vector (g,ẑ
2k, r̂'). Again, this is analogous to the addition of the scat-
tered vectork0r̂ to the incident vectork0k̂ in Fig. 2 for an
unbounded medium. Clearly, the direction of the scattered
vector depends upon the indexm. Consequently, asm takes
on its allowed values, the vector (gmẑ2kmr̂') sweeps out an
arc which is centered at (g,ẑ2k, r̂0') even though the direc-
tion r̂ remains unchanged. This is unlike the infinite medium
situation, wherek0r̂ sweeps out a circle of radiusk0 ~in the
plan of the incident direction! with its center atk0k̂ ~Fig. 2!
only as r̂ is varied over the unit circleS1. The variation of
the vectorv0,1vm with m, r̂' being held fixed, is shown in
Fig. 5~a! which is drawn in the plane of the incident direction
(g,ẑ2k, r̂0'). Without a loss in generality, it was assumed
that,5L, in which casekL50 andgL5k0 ~see Refs. 6 and
7, and Discussion below!. The vector (gmẑ2kmr̂') is seen to
sweep out a first quadrantal circular arcAB of radiusk0 , the
center of the arc being at (0,k0). The z-space picture corre-
sponding to the full Eq.~15! is shown in the same Fig. 5~a!,
where,5L, r̂' is held constant, andm varies over all its
indices. The various quadrantal arcs OB, OC, and CD in this
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figure are generated byv0,1wm , w0,1vm , and by w0,

1wm , respectively.
In the next step,r̂' is allowed to sweep over the unit

circle S1, all other considerations remaining the same as in
Fig. 5~a!. As r̂' varies overS1, each arc sweeps out a hemi-
sphere with base perpendicular to thek̂0 direction. Thus, for
example, the arc AB sweeps out the upper hemisphere of the
upper Ewald sphereSU , shown shaded in Fig. 5~b!. The
result is Fig. 5~b!. Two Ewald spheres, each of radiusk0 ,
result and these are tangent to each other at the origin. The
doubling of the Ewald spheres is a consequence of the fact
that both an upgoing and a downgoing standing wave are
simultaneously present in the waveguide. Figure 5~b! is per-
haps the closest analogy of the waveguide picture to that in
an infinite medium.

The final picture is obtained by letting the index, take
all its permissible values. Figure 5~b! then results in Fig.
6~a!. As , varies, the upper center point A in Fig. 6~a! de-
scribes an arc of radiusk0 through the point C terminating at
the lower center B, and vice versa. At the same time, the
upper Ewald sphereSU rides downward on the arc BCA,
terminating at the lower Ewald sphereSL , and similarly, the
lower Ewald sphereSL rides upward on the arc ABC termi-
nating at the upper Ewald sphereSU . We then have what
may be called aEwald strip in a waveguide instead of a
single Ewald sphere in an infinite ambience. It should be
pointed out that it is not a strip in the usual sense of the

word, that is, a region of space between two planes. Cut
centrally, its section would resemble a cardioid instead of a
rectangle. The Ewald strip is thus a cardioid-like strip or a
swath of a ‘‘limiting Ewald ball.’’Also note that the radius of
the ball in which the strip is embedded is twice that of a
single Ewald sphere; this is the so-called ‘‘limiting Ewald
sphere,’’ well known in the field of x-ray crystallography.
Figure 6~b! shows this strip schematically as it should appear
when viewed along they- and thez axes, respectively. More-
over, just as the Ewald sphere for an infinite medium is a
single sphere centered at the tip of the vectork0k̂, so is the
Ewald strip for a waveguide centered around the arc ABC in
Fig. 6~a!.

Let us note that the Ewald strip is not filled up in a
continuous manner. In other words, there exists no subset of
the strip that is dense in it. Since indices, andm vary dis-
cretely, an individual sphere as well as the strip itself are
filled only discretely. More precisely, a Ewald strip in a
waveguide consists of exactlyL individual Ewald spheres,
corresponding toL values of the index,, and each of theseL
spheres, in its turn, consists of Fourier vectors which lie on
M number of circles on the sphere,M being the maximum
value of the indexm. This discrete nature of filling of an
individual Ewald sphere is shown in Fig. 7. This is in sharp
contrast to the infinite medium case, in which the sphere is
swept by the scattered vector in a continuous fashion. The
Ewald strip in a waveguide would thus consist ofLM num-
ber of circles which will contain the information about the

FIG. 5. ~a! The z-space picture for,5L, i.e., gL5k0 , r̂' fixed, and the
indexm varying over its allowed values.~b! Same as~a!, but afterr' sweeps
through the unit circleS1.

FIG. 6. Figure 5~b! after the index, is varied over all allowed values. The
figure demonstrates how a Ewald sphere for an unbounded, homogeneous
medium is transformed into a Ewald strip in a waveguide. The Ewald strips
looking along they-andz axes. The strip width is 2k0 and is situated in a
ball of the same radius, the so-called ‘‘limiting Ewald sphere.’’
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scatterer in the Fourier space. The crucial point is that unlike
an infinite medium, one obtains information of the Fourier
transform of a Born inhomogeneity inside the Ewald strip if
the scatterer is placed in a waveguide.

The effect can be appreciated further if only backscatter-
ing is considered. The corresponding picture is essentially a
section through the Ewald strip of Fig. 6~a!, in which r̂' is
taken to be2 r̂0' . Now, for a fixed incident wave, the back-
scattered Born data in an infinite medium consist only of a
single point on the Ewald sphere. Comparatively, the back-
scattered far-field Born data in a waveguide are significantly
richer, containing regions of the Ewald strip.

In view of the above discussions, the far-field limit of
Eq. ~14! in a waveguide under the Born approximation can
be written as

f`
B~r !5 iC(

j 51

4

(
,

(
m

F,m~j!c,m
j ~d!R̃j~z,m!, ~16!

whereR̃ represents the Fourier transform ofR(r 8), andz,m

are the Fourier frequencies which lie in the Ewald strip in the
manner described in previous paragraphs. The quantityf,m

j

consists ofe6 ig,m
6 d terms in Eq.~15!. This means that each

,m Fourier component,R̃j (z,m), of the Born objectR(r 8),
is weighted by its corresponding,m phase factorc,m

j .
Equation ~16! is the waveguide analog of Eq.~8! for an
infinite medium.

Let us consider an azimuthally symmetric Born scatterer
in free space~not in a waveguide! which is axially symmet-
ric. That is, if a spherical coordinate system is considered
and the axis of symmetry is taken to be theẑ axis, then the
inhomogeneity is spherically symmetric and is distributed
independently of the azimuthal anglew. The Born scattering
amplitude in this case is given by

f`
B~ r̂ ,k̂!52pE

0

`

r 2 drE
0

p

sinu du R~r ,u!

3J0~k0r sinQ sinu!e2 ik0r cosQ cosu, ~17!

whereQ is the polar angle of the vectorr̂2 k̂. Equation~17!

gives the Fourier transformR̃(z)5R̃(k0 ,Q), and shows
again that the Fourier information is on the Ewald sphere of
radiusk0 . In a waveguide under axial symmetry, on the other
hand, we have

E
V

d3r 8R~r 8!ei r̂8•@~g,ẑ2k, r̂0'!1~gmẑ2kmr̂'!#

5E
0

2p

du8E
2`

`

dz8E
0

`

r'8 dr'8 R~r'8 ,z8!

3ei ~g,1gm!z8e2 i r'8 •~kmr̂'2k, r̂0'!

5E
2`

`

dz8E
0

`

r'8 dr'8 R~r'8 ,z8!J0~r'8Akm
2 1k,

2!

3e2 i ~g,1gm!z8

5R̃~Akm
2 1k,

2,g,1gm!. ~18!

The expression~18! was written for r̂'' r̂0' . Generally,
Akm

2 1k,
2 is meant to be replaced byukmr̂'2k, r̂0'u. Using

Eq. ~18! in Eqs. ~15! and ~16!, the scattered field in the
far-field limit under cylindrical symmetry in the Born ap-
proximation reduces to

f`
B~ r̂ ,k̂!5(

,
(
m

F,m~j!•$eig,m
1 dR̃~Akm

2 1k,
2,g,1gm!

1e2 ig,m
1 dR̃~Akm

2 1k,
2,2~g,1gm!!%

3$eig,m
2 dR̃~Akm

2 1k,
2,g,2gm!

1e2 ig,m
2 dR̃~Akm

2 1k,
2,2~g,2gm!!%. ~19!

A comparison between Eqs.~17! and ~18! shows that the
fixed wave numberk0 appearing in Eq.~17! for an infinite
medium is replaced by the variable quantityAkm

2 1k, ~or
more generallyukmr̂'2k, r̂0'u) in Eq. ~18! in a waveguide.
This implies that the Born data in the case of a waveguide
contain spatial frequency information of the scatterer not
only inside a Ewald sphere, but in a Ewald strip for a wave-
guide. Considerations of only the normal modes (,5m) in
Eq. ~18! show that the Born data contain wave vectors both
in and out of thez' plane inz space.

III. DISCUSSION

In the above, it was assumed that the heightH of the
waveguide was such that a resonance was allowed to occur
in which casek, was zero. The Ewald strip in Fig. 6~a!
corresponded to this case. IfH does not admit a resonance,
no generality is lost save the fact that the strip will be re-
stricted to lie between an upward and a downward vector, the
tip angle ~from the vertical! of each corresponding to the
maximum value of the index,. In general, the incident wave
vector,v0' , would have a small angleu given by

u5tan21FAk0
22~L1 1

2!
2p2/H2

~L1 1
2!p/H

G ,

FIG. 7. The discrete nature of the scattering data on an individual Ewald
sphere of an Ewald strip. The figure demonstrates that the data on an indi-
vidual Ewald strip are distributed discretely onM circles correspondingM
modes of the indexm.
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with respect to thez axis. This means the the arc ACB in Fig.
6~a! would subtend an angle of (p22u) at the origin instead
of p when resonance is allowed.

Figure 6~a! shows the Ewald strip for a single source
which is positioned atr0 . The strip lies in one hemisphere of
a ballB of radius 2k0 , the so-called ‘‘limiting Ewald sphere’’
mentioned earlier. By placing the source at the coordinates
(2r0' ,z0), the strip can be made to fall in the other hemi-
sphere. It is also evident that in contrast to scattering in an
infinite medium, the ballB can be filled~discretely! with a
relatively handful of source locations. Let us note that for a
single source, but for all observation points, the reconstruc-
tion of the inhomogeneity from the Born data would be
nonunique both in an unbounded medium as well as in a
waveguide. There is, however, a difference between the two
cases. In the former, the nonuniqueness is a consequence of
the data being obtained on a spherical surface which is of
measure zero inR3, as was discussed in the Introduction. In
the case of a waveguide, however, the nonuniqueness is due
to ‘‘incomplete data.’’ In order to further appreciate this
point, consider again a spherically or cylindrically symmetric
scatterer. If the scattering takes place in an unbounded me-
dium, the data are on the surface~in the Fourier space! of
measure zero regardless of the symmetry. The situation alters
significantly if the scatterer is in a waveguide. In the latter
case, the spectral information is obtained inside the Ewald
strip residing in one of the hemispheres of the ballB. How-
ever, since the object is angularly symmetrical, the data can
be obtained in the other hemisphere simply by consideration
of symmetry. The nonuniqueness that results in this case then
cannot be due to a Lebesgue space consisting of functions
which are defined to within some equivalence class, but
rather owing to the data not being complete. In other words,
the nonuniqueness derives from the ill-posedness of the
problem due to an incomplete data set. Suppose that the
number of modes is large and an interpolation scheme can, in
principle, be designed in order to obtain the missing data~as,
for example, in the fashion of tomographic reconstruction
from incomplete projection data!. Then, a reconstruction can
at least be attempted from the waveguide data. This is, how-
ever, not the case if the medium is unbounded. Next, con-
sider that the object does not have an angular symmetry, but
two sources are incident from opposite directions. In an un-
bounded medium, the nonuniqueness due to the data lying on
the surface of measure zero still holds in this case. In con-
trast, the Ewald strip in a waveguide now falls into both
hemispheres of the ballB, but would still give rise to nonu-
niqueness resulting from ill-posedness. As was mentioned in
the Introduction, to outline the procedures for reconstruction
of the Born scatterer from the waveguide data is not the
objective of this paper, which is concerned with the informa-
tion content of the scattering amplitude in a waveguide in
comparison to that in an unbounded medium. The discussion
of reconstruction is postponed for later.

The relatively richer information content of the scatter-
ing amplitude in a waveguide is, of course, owing to the fact
that waves are trapped in the guide. In order to see this more
clearly, consider the scattering integral of Eq.~14!. The ,m
component of the integral takes the form

I ,m
` ~r !5E

2d

H2d

dz8f`~r ; r̂0 ,km ,k, ;z8!eiF,mz8, ~20!

whereF,m are the various phases described in Eq.~15!, and
the superscript̀ in I ,m

` indicates that far-field limit is being
considered. Now by applyingRellich’s lemma, and noting
that the scattering solutions of the Helmholtz equation are
analytic functions in all their variables, it follows from Eq.
~20! that3

I ,m~r !5E
2d

H2d

dz8 fs~r ; r̂0 ,km ,k, ;z8!eiF,mz8. ~21!

The scattered fieldfs(r ; r̂0 ,km ,k, ;z8) in Eq. ~21! or
f`(r ; r̂0 ,km ,k, ;z8) in Eq. ~20! are the scattered field and its
far-field limit, respectively, that result when a cylindrical
wave is incident upon the scatterer with wavefronts propa-
gating along the planesz85constant. In these equations, the
integration of these fields overz8, after being multiplied by
the one-dimensional plane waveeiF,mz8, demonstrates that
the scattered wave functions are trapped. In other words, the
‘‘aperture’’ of the scattering configuration is wider in a wave-
guide than in an unbounded medium. This results in the in-
formation content in a scattering amplitude data set being
richer in a waveguide relative to that in an unbounded me-
dium.

Analogous observations are known to exist in time-
reversal focusing in a waveguide, and in scattering in an
unbounded environment containing randomly distributed in-
homogeneities. In the former, the presence of boundaries in-
creases the apparent aperture of a time-reversal mirror
~TRM! ~see, for example, the review article by Fink and
Prada, Ref. 8!. The multipath reverberations give rise to vir-
tual images so that to an observer located at the source, the
aperture of the TRM appears to be increased. Similar consid-
erations also apply to the analysis of the information content
of the scattered data from an object embedded in random
media. Here, multiple scattering from the randomly distrib-
uted inhomogeneities results in waves arriving at the detector
which would otherwise be lost if the environment was ho-
mogeneous and unbounded.9,10

It was assumed that the mode frequenciesg, and k,

were positive numbers withL as the upper limit of,. In other
words, evanescent waves were considered to be absent in the
far-field data. This can be justified as follows. In the fre-
quency domain in which we are working here, the total flux
over all frequencies leaving through the boundary]V of the
scatterer can be written as

]W

]t
~f!5E

2`

`

dvE
]V

dG~2 ivr0!f
]f*

]n

52~ ic0r0!E
2`

`

dkE
]V

dG kf
]f

]n
. ~22!

Equation~22! can be obtained by first calculating the time-
integrated energy flux using the time-dependent propagation
equation, namely

FD2
1

c2~r !

]2

]t2Gf~r ,t !50, rPV0,

632 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 D. N. Ghosh Roy and G. J. Orris: A Born scatterer



and then applying Parseval’s relation to write it in terms of
the Fourier domain wave function. Now, the fieldf in the
interior of the scattererV in the Lippmann–Schwinger equa-
tion is simply the incident field if the Born approximation is
invoked. According to Eq.~22!, if no evanescent wave en-
ergy is present in the incident field, it cannot be present in
the far-field either. Since the point source atr0 is in the far
field, no energy flux due to evanescent waves can be ex-
pected to be present in the scattered wave in the far field.
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Influence of planar cracks in plates on reflected and transmitted
fields of Gaussian acoustic beams
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The scattering of a Gaussian beam by a rectangular crack is studied by means of the radiation mode
model. The orthogonal set of modes for a L/S/V structure is derived, and a general mode
decomposition formula is developed. The influence of a crack on the reflected and transmitted fields
of a bounded beam, incident at critical angles of the L/S/L- and the L/S/V structure, is studied and
physical interpretations are given. From those interpretations, the starting point of the crack is
deduced along with the length and distance to the surface. Effects on focused beams are considered
as well. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1587148#

PACS numbers: 43.20.Gp@DEC#

I. INTRODUCTION

Many attempts were made in the past to study the scat-
tering of acoustic waves by all kinds of discontinuities and
imperfections. A particular interest can be addressed to a
crack because of its possible danger to grow and cause fail-
ure of the material. In practice, ultrasonic methods for non-
destructive testing~NDT! of material are playing a role of
increasing importance. The aim is, in the first place, to detect
a flaw in the material. But, afterwards, a good understanding
and interpretation of numerical results can lead to an accu-
rate characterization of the defect, such as its location, ori-
entation, size, shape, COD, etc. Many shapes of cracks were
tackled in the last half century. A rectangular crack was stud-
ied by Guan and Norris.1 This study was motivated by its
possible existence in composite materials and also because
of corner effects. Corners are cinematically more stiff than
other parts of the void. They showed that it is impossible to
distinguish the shape of a crack based on low-frequency scat-
tered data. An idealized case of a rectangular crack is a pla-
nar void with zero thickness, as was studied by Visscher.2 Of
course, in reality the crack is opened with an extent greater
than the induced amplitude of vibration of the opposing
crack faces. Note that when crack faces touch each other
while insonifying, nonlinear effects are involved.2,3 Others
investigated the scattering by penny-shaped cracks, spherical
cavities,3–5 elliptic, fluid-filled, partly closed cracks, etc.

Most of the mathematical models which formalize the
crack problem are based on integral representations. These
express the displacement corresponding to the scattered field
in terms of the crack-opening displacement~COD!.1,2,3,6–8

Auld’s formula, which gives the change ofG, i.e.,d G, due to
the scattering by an imperfection was used in Refs. 4 and 7.
G denotes the ratio of the received signal strength over the
incident signal strength. Sharp peaks ofud Gu in d G graphs
correspond to resonance effects of the thin layer between a
horizontal crack face and the free surface.7 Usually, normally
incident plane waves are considered to handle the crack

problem. Surface waves are chosen for inspection of cracks
near the surface~surface-breaking cracks or subsurface
cracks!. Obliquely incident plane waves were considered in
Refs. 1, 4, and 7. The varying angle of incidence is an extra
parameter in order to characterize the crack. In the present
paper, the scattering of an obliquely incident, bounded
Gaussian beam by a planar crack is handled. This is the most
general case in the sense that we deal with a Gaussian beam
instead of a plane wave and that we consider oblique inci-
dence instead of normal incidence. The mathematical model
is the radiation mode model.9,10

In Sec. II, the orthogonal set of radiation modes for a
liquid/solid/vacuum structure~L/S/V! is derived. Referring
to the radiation modes of a liquid/solid/liquid structure~L/
S/L! is done in Sec. III. In the fourth section, the bounded
beam scattering by a rectangular crack is treated. The plate
with the void is divided into three substructures in order to
implement the above-mentioned structures into our model.
Overlap integrals are defined and a final analytic formula is
derived. Section V is devoted to numerical calculations. The
influence of several parameters, such as depth of the crack,
length of the crack, beginning of the crack, etc. on reflected
and transmitted fields is shown and physically explained.
Also, focused Gaussian beams are considered. Finally, con-
clusions are drawn in Sec. VI.

II. THE ORTHOGONAL SET OF ACOUSTIC MODES
FOR A LIQUID ÕSOLIDÕVACUUM STRUCTURE
„LÕSÕV…

A. The continuous spectrum of radiation modes

Consider an isotropic plate of thicknessd, bordered at
the upper side by a liquid and at the lower side by vacuum
~see Fig. 1!. We suppose a located-at-infinity (y51`)
acoustic source from which emerges plane waves, as was
done previously.9–11 These plane waves reflect upon and
transmit through the plate. In total, six different potential
functions are involved

F I5A expb i ~2kyy1kzz2vt !c,
FR5ARexp@ i ~kyy1kzz2vt !#,

a!Permanent address: Institute of Radio Engineering and Electronics, Rus-
sian Academy of Sciences, Moscow, Russia.
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F l
65AWl

6 exp@ i ~6klyy1kzz2vt !#,

Ct
65AWt

6 exp@ i ~6ktyy1kzz2vt !#ex , ~1!

with the wave numbers in the liquid and solid

ky
21kz

25k2, kly
2 1kz

25kl
2, kty

2 1kz
25kl

2. ~2!

A denotes the amplitude of the incident wave,v the angular
frequency,R, Wl

6 , andWt
6 the longitudinal and transversal

reflection and transmission coefficients, respectively, as
shown in Fig. 1. Requirements of continuity of the normal
displacements and normal and tangential stress components
at y5d, and of the stresses to be zero aty50, leads to the
following reflection and transmission coefficients~for a more
detailed derivation we refer the reader to Ref. 12!:

R5

2S r1

r D S 122
kz

2

kt
2D S 222 cos~ktyd!cos~klyd!1S b

a
1

a

bD sin~ktyd!sin~ktyd! D
D

2

2i
kly

ky
S 1

12 ~2kz
2/kt

2! D S cos~ktyd!sin~klyd!1S b

aD cos~klyd!sin~ktyd! D
D

, ~3!

Wl
65

2S 12e6klydS cos~ktyd!6 i S b

aD sin~ktyd! D D
D

~4!

Wt
656

4bS 12e6ktydS cos~klyd!6 i S b

aD sin~klyd! D D
D

,

~5!

with

D52S r1

r D S 122
kz

2

kl
2D S 222 cos~ktyd!cos~klyd!

1S b

a
1

a

bD sin~ktyd!sin~klyd! D12i
kly

ky S 1

12
2kz

2

kt
2
D

3S cos~ktyd!sin~klyd!1S b

aD cos~klyd!sin~kryd! D , ~6!

where a5kzkly /~kt
222kz

2!, b5~kt
222kz

2!/4kzk1y ,
~7!

r and r1 , the densities of the liquid and the solid,

respectively.

As a result, the displacement components can be derived by
means of

u5grad~F I1FR!, ~ in the liquid! ~8!

u5grad~F l
11F l

2!1¹3~Ct
11Ct

2!, ~ in the solid!
~9!

and leads to

for y.d: ~components in the liquid!

uz5Bkz cos~ky~y2d!2w!eikzz2 ivt,
~10!

uy5Biky sin~ky~y2d!2w!eikzz2 ivt.

for 0,y,d: ~components in the solid!

FIG. 1. Liquid/solid/vacuum structure.
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uz5
2B

uDu F ~cos~klyd!2cos~ktyd!!~kz cos~klyy!12bkty cos~ktyy!!

1S sin~klyd!1
b

a
sin~ktyd! D ~kz sin~klyy!22akty sin~ktyy!!Geikzz2 ivt

~11!

uy5
2iB

uDu F ~cos(klyd)2cos(ktyd) !~kly sin~klyy!22bkz sin~ktyy!!

2S sin~klyd!1
b

a
sin~ktyd! D ~kly cos~klyy!12akz cos~ktyy!!Geikzz2 ivt,

with B51/k2

sin~w!5

2klyS cos~ktyd!sin~klyd!1
b

a
cos~klyd!sin~ktyd! D

klyS 12
2kz

2

kt
2 D uDu

, ~12!

cos~w!5

2
r1

r
klyS 12

2kz
2

kt
2 D S 22cos~ktyd!cos~klyd!1S b

a
1

a

bD sin~ktyd!sin~ktyd! D
uDu

. ~13!

B. The discrete spectrum of eigenmodes

The considered structure~see Fig. 1! supports only one
Stoneley mode. It is easy to derive the displacement compo-
nents.
For y.d: ~components in the liquid!

uz5BSksze
2ksy~y2d!1 ikszz,

~14!
uy5 iBSksye

2ksy~y2d!1 ikszz.

For y,d: ~components in the solid!

uz52BSksyF ksz

ksly
S 12

2ksz
2

kt
2 D eksly~y2d!

1
2kszksty

kt
2 eksty~y2d!Geikszz,

~15!

uy5 iBsksyF S 12
2ksz

2

kt
2 D eksly~y2d!

1
2ksz

2

kt
2 eksty~y2d!Geikszz,

BS51/k2.

‘‘ ksz’’ is a solution of the characteristic dispersion equation
for a L/S/V structure

4
r1

r
kykz

2F S kz2
kt

2

2kz
D 2

2klyktyG1klykt
450, ~16!

and

ksy
2 1ksz

2 5k2, ksly
2 1ksz

2 5kl
2, ksty

2 1ksz
2 5kt

2. ~17!

So, the complete set of modes for the L/S/V structure con-
sists of the continuous spectrum of radiation modes and one
Stoneley mode.

III. THE ORTHOGONAL SET OF ACOUSTIC MODES
FOR A LIQUID ÕSOLIDÕLIQUID STRUCTURE
„LÕSÕL…

The formulas for the radiation modes and the eigen-
modes for this structure were handled extensively in the
past,10,11 and will not be repeated here. The interested reader
is referred to these earlier publications.9–11

IV. BOUNDED BEAM SCATTERING FROM A
RECTANGULAR CRACK

When an incident Gaussian beam reaches a plate with a
rectangular crack, the acoustic field will be strongly dis-
turbed. Reflected and transmitted fields will give us a lot of
information on the shape and localization of the crack. Con-
sider an incident Gaussian beam as is sketched in Fig. 2. The
plate has a thicknessd, the crack has a thicknessc–g, and a
length L1 . We suppose the crack to be parallel to the plate
side.

In order to handle this problem with the mode model, we
divide the plate into three substructures: structure 1a, an
L/S/L structure (z<0); structure 1b, also an L/S/L structure

FIG. 2. Crack problem: division in substructures.
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(z>L1); and structure 2, an L/S/V/S/L structure (0<z
<L1) ~see Fig. 2!. In each substructure, the acoustic field can
be represented by the orthogonal set of modes of the consid-
ered structure. Substructure 2 can be considered as the com-
bination of two L/S/V structures. The radiation modes of
such a structure were already derived in Sec. II. Formulas
related to the upper L/S/V region (y.c) will be indicated by
a ‘‘1’’ superscript, those of the lower part (y,g) by a ‘‘2’’
superscript. So, in region 1a the displacement field is
given10,11 as

ui~y,z!5 (
n51,2

E
0

k

Ci
~n!~ky,i !u1

~n!~ky,i ;y,z!dky,i . ~18!

Explicit formulas foru1
(n) can be found in Ref. 10. We ne-

glect reflection from@g,c# at z50 by requiring that the
crack is sufficiently thin~such that the side-wall reflection is
negligible in comparison with the total reflected field by the
crack!. In structure 2 we have

u2~y,z!5E
0

k

C2
6~ky,2!u2

6~ky,2 ;y,z!dky,2 . ~19!

And, finally, in structure 1b

u1~y,z!5 (
r51,2

E
0

k

C1
~p!~ky,1!u1

~p!~ky,1 ;y,z!dky,1 . ~20!

Note that the integration is only taken from 0 up tok, so the
local modes9 are negligible~we only study reflected fields at
a certain distance away from the plate! and are not taken into
account ~local modes correspond toky,1.k). Also, the
Stoneley modes can be omitted; they have expansion coeffi-
cients almost equal to zero@the Stoneley modes are a second
part of the decomposition ofu1 ; see Eq.~6! in Ref. 11#.
Analogous formulas can be written for the stress tensor com-
ponents.

The determination of the expansion coefficientCi
(n) was

shown in Ref. 10. So, we still have to calculate the unknown
coefficientsC2

1 , C2
2 , C1

(1) , andC1
(2) . We briefly repeat the

method to calculate these coefficients as was described ex-
tensively previously~Ref. 13!. There, we introduced the
overlap integrals in order to simplify the long-winded ex-
pressions. Imposing boundary conditions atz50 andz5L1

~continuity of the normal and tangential displacement and
stress components! enables us to calculate these coefficients.
At z50, we define next overlap integrals

I 12
n1~ky,1 ;ky,2!5E

c

1`

@Tyz
~n!~ky,1 ;y,0!u2y

~1 !* ~ky,2 ;y,0!

2u1z
~n!~ky,1 ;y,0!Tzz

~1 !* ~ky,2 ;y,0!#dy

~n51,2!, ~21!

K12
n1~ky,1 ;ky,2!5E

c

1`

@Tzz
~n!~ky,1 ;y,0!u2z

~1 !* ~ky,2 ;y,0!

2u1y
~n!~ky,1 ;y,0!Tyz

~1 !* ~ky,2 ;y,0!#dy

~n51,2!. ~22!

‘‘ ky,1’’ stands for they component of the wave vector in the
liquid in structure 1a,ky,2 in the liquid of structure 2. ‘‘T’’
refers to the stress tensor components, ‘‘* ’’ is the complex
conjugate. These integrals describe the coupling between a
radiation mode of type ‘‘n’’ in structure 1a, with a radiation
mode of type ‘‘1’’ in structure 2.13 Analogous integrals can
be defined in order to describe the interaction with the ‘‘2’’
modes of structure 2:I 12

n2 andK12
n2 (n51,2). The integration

interval is then@2`,g# instead of@c, 1`#. Analogously, at
z5L1 we define the overlap integralsI 21

6p and K21
6p which

describe the coupling between a radiation mode of type ‘‘6’’
of structure 2 with a radiation mode of type ‘‘p’’ of structure
1b.13 It is easy to show that

I 21
6p52~K12

p6!* , K21
6p52~ I 12

p6!* . ~23!

For each overlap integral, we split the integration interval
into two parts: one in the solid, and one in the liquid. For
instance,I 12

11 ~with integration interval@c, 1`#! splits into
I 12,S

11 ~integrating over@c,d#) and I 12,L
11 ~integrating over@d,

1`#). By means of these integrals, the boundary conditions
and the mode orthogonality relations,9–11,13we achieve, after
very hard and rigorous calculations, the next expressions for
the expansion coefficients

C2
6~ky,2!5Ci

~1!~ky,2!cos@w6~ky,2!2w~ky,2!#

6Ci
~2!~ky,2!cos@w6~ky,2!2c~ky,2!#

1
1

pkz,2
E
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k

@Ci
~1!~ky,1!A1

6~ky,1 ;ky,z!

1Ci
~2!~ky,1!A2

6~ky,1 ;ky,2!#dky,1 ~24!

C2
~1,2!~ky,1!5 1

2 ~C2
6~ky,1!cos~w1~ky,1!2M ~ky,1!!

6C2
2~ky,1!cos~w2~ky,1!2M ~ky,1!!!

1
1

2pkz,1
E

0

k

@C2
1~ky,2!A1,2

1 ~ky,1 ;ky,2!

1C2
2~ky,2!A1,2

2 ~ky,1 ;ky,2!#e
i ~kz,22kz,1!L1dky,2 ,

~25!

M ~ky,1!5w~ky,1! for C2
~1!~ky,2!

with

M ~ky,1!5c~ky,1! for C2
~2!~ky,2!.

w andc were already defined in the past; see Ref. 10, Eqs.
~25! and ~32!.

A1
6~ky,1 ;ky,2!5

kz,11kz,2

2
Ĩ 12,0

16 ~ky,1 ;ky,2!

1
2mky,1 sin~w~ky,1!!

lk2uD6u

3@6kz,1Ĩ 12,s
16 1kz,2K̃12,s

16 #, ~26!

637J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Vandeputte et al.: Gaussian beam scattering by planar cracks



A2
6~ky,1 ;ky,2!56

kz,11kz,2

2
Ĩ 12,0

26 ~ky,1 ;ky,2!

1
2mky,1 sin~c~ky,1!!

lk2uD6u

3@kz,1Ĩ 12,s
26 7kz,2K̃12,s

16 #, ~27!

andD6 equalsD as given in formula~6!, with ‘‘ d’’ replaced
by ‘‘ d-c’’ for D1 and replaced by ‘‘g’’ for D2. l is the Lame´
constant of the liquid,l1 and m are the Lame´ constants of
the solid plate.Kz,1 and kz,2 denote thez component of the
wave vector in the liquid of, respectively, structure 1 and
structure 2. Formulas for sin(w6), cos(w6), Ĩ 12,0

16 , and Ĩ 12,0
26

are given in the Appendix. Detailed formulas forĨ 12,s
1,26 and

K̃12,s
1,26 are too long-winded and will not be given in this pa-

per. If analytical expressions are wished, the author~s! can be
contacted.

V. NUMERICAL RESULTS

In this section, numerical illustrations are given of the
scattering of a bounded Gaussian beam by a rectangular
crack. The results are analyzed and physically explained. A
steel plate is considered, which is immersed in water. The
acoustic velocityv in water is 1460 m/s; those in the plate:
v155720 m/s~longitudinal!, v t53160 m/s~transversal!. The
densities are, respectively,r51000 kg/m3 ~water!, r1

57800 kg/m3 ~steel plate!. The frequency is 4 Mhz, the plate
thicknessd53 mm, andy05210 cm (y0 denotes they co-
ordinate of the position of the transducer!. The beam half-
width L is 1 cm. These parameters and values of variables
are valid through the whole section, unless otherwise men-
tioned.

A. Influence of a crack at a known depth on the
reflected Lamb profile of the L ÕSÕV structure

In this paragraph, we assume the depth of the crack to be
known. This can be done by an independent pulse–echo ex-
periment or by the surface wave method as described in Ref.
8 for subsurface cracks. The crack is also assumed to be
sufficiently long, so it makes sense to talk about resonance
modes of the L/S/V structure. We select a critical angle,
11.84°, of this structure which can be calculated by setting
Eq. ~6! equal to zero. This is not a critical angle of the adja-
cent L/S/L structure~in order to avoid confusion between
Lamb profiles of the L/S/L structure and those of the L/S/V
structure!. We will study the influence of thez coordinate of
the position of the incident beam on the reflected Lamb pro-
file of the L/S/V structure. Therefore, we move the incident
beam parallel to the plate~along they5y0 axis!. As a result,
the meeting point of the center of the beam with thez-axis
varies. This meeting point will be denoted byz* ~see Fig. 3!.
Letting varyz* from positive to negative values, which cor-
responds to a shift of the transducer, the bounded beam is
partially incident on the L/S/L structure and partially on the
L/S/V structure. As a consequence, the resonant character of
the reflected field will partly have disappeared. Therefore, we
study the effect of moving the transducer on the shifted com-
ponent of the reflected Lamb profile. This is illustrated in

Fig. 4. Figure 4~a! plots the reflected amplitude field at the
phase planez9515 cm for different values ofz* . We remark
that the shifted component is stretched out over a longer
distance~in comparison with the reflected Lamb profile of a
L/S/L structure!. This is due to the reradiation which is com-
pletely oriented to the lower liquid. It’s clear that the lower
the value ofz* , the less the resonance condition is fulfilled,
the smaller the nonspecular component is in amplitude. For

FIG. 3. Crack in plate: configuration, definition ofz* .

FIG. 4. ~a! Reflected amplitude atz9515 cm for different values ofz* . The
dash-dot line representsz* 51 cm; the dashed line:z* 50; the dotted line:
z* 521 cm; and the full line:z* 523 cm (g5c50.6 mm). ~b! Reflected
phase profile atz9515 cm for different values ofz* . The dash-dot line
representsz* 51 cm; the dashed line:z* 50 cm; the dotted line:z*
521 cm; and the full line:z* 523 cm (g5c50.6 mm).
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z* 51 cm, the whole Gaussian beam detects a L/S/V struc-
ture and reradiates much more than forz* 50 or negative
values, where forz* 523 cm the beam in incident on a
L/S/L structure and thus outside the Lamb angle for that
structure.

In Fig. 4~b!, the corresponding phase curves are given.
In the right-hand corner a detail is given fory9
P@0.04:0.08#. The phase effect of moving the transducer
~varying z* ) is more sensitive and will be used to estimate
the starting position of the crack. In Fig. 5, the dependence
of the phase effect, at the position where the maximum of the
reflected amplitude field in the shifted component occurs, on
z* is investigated. With phase effect we mean the phase
difference between the phase in case ofz* Þ0 and the phase
in case ofz* 50. Analyzing the curve in Fig. 5, we observe
a minimum atz* 50. As a result, considering phase effects
by moving the transducer enables us to locate the starting
point of the crack, namely where the phase reaches a mini-
mum.

B. Influence of a crack on the reflected Lamb profile
of the L ÕSÕL structure

In this paragraph an alternative method is given in order
to localize the starting point of the crack. Here, Lamb modes
of the plate~L/S/L! will be used. So, in this case the depth of
the crack~value of c and g! has not to be knowna priori.
The angle of incidence is chosen as 20.40°, which is the S2
Lamb mode. Again, we suppose that the transducer can be
moved along they5y0 axis as was done in Sec. IV A. Far
away from the crack, in the sense thatz* !0, the reflected
field will be the well-known reflected Lamb profile11,14,15

~with its unshifted and shifted component, and its phase
jump!. The more we approach the crack (z* comes closer to
0!, the more the crack discontinuity will disturb the smooth
Lamb profile. This will be an indication of an irregularity in
the plate.

Consequently, reflected amplitude and phase curves are
calculated for different values ofz* . This is done in Figs.
6~a! and ~b!, at the phase planez9526 cm. The crack was
located atc5g50.89 mm. We remark very clearly sudden
falloffs in the reradiated lobe, which reveals the presence of
the crack. The position after the last peak where the ampli-

tude reaches 1/3 of the value of that last peak corresponds
exactly to the projectedz*

ỹ952z* cos~u!. ~28!

In Fig. 6~b!, the corresponding phase curves are given. Here,
we observe a sudden steep increase after a relatively plane
part. This happens at the pointỹ9.

In Fig. 7, the crack is placed at another depth,c5g
51.5 mm, in the middle of the plate. Looking at the reflected
shifted beam component, we notice three parts: a smooth
part, which is caused by the reradiation of the plate~L/S/L
structure!; a second part, due to the distortion of the crack,
and a third part which exists of several adjacent peaks. These
are caused by multiple reflection in the small thin plate bor-
dered by the crack face and the liquid. The closerz* to the
crack, the faster the distortion in the second lobe occurs. The
resonance condition of the incident beam for the L/S/L struc-
ture is not fulfilled anymore in the L/S/V structure, and as a
result there is no constructive interference anymore of the
induced partial waves which explains the various peaks.

FIG. 5. Phase difference as a function ofz* in the reflected field, caused by
the appearance of a crack.

FIG. 6. ~a! Reflected amplitude profile atz9526 cm for different values of
z* . The full line representsz* 524 cm; the dashed line:z* 525 cm; the
dotted line: z* 526 cm; and the dash-dot line:z* 528 cm (g5c
50.89 mm).~b! Reflected phase profile atz9526 cm for different values of
z* . The full line representsz* 524 cm; the dashed line:z* 525 cm; the
dotted line: z* 526 cm; and the dash-dot line:z* 528 cm (g5c
50.89 mm).
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In Fig. 8, another Lamb angle of the L/S/L structure is
considered. We chose 25.67°, which is the S1 mode and lo-
cate the crack atc5g50.5 mm. Again, the effect of ap-
proaching the crack by shifting the transducer parallel to the
plate on the reflected amplitude field is investigated. We con-
sider a crack located atc5g50.5 mm. The effect of the
occurring crack is reflected in the amplitude field by very
steep falloffs. After the falloff no acoustic energy is reflected
anymore; no multiple reflection peaks in the L/S/V plate are
present. These only occur for thicker L/S/V plates~higher
value ofc!. The positionỹ, as defined in~28!, corresponds
exactly to the position where the amplitude reaches 40% of
the last maximum.

So, by means of resonance modes of the L/S/L structure,
the starting point of the crack can be localized by amplitude
and phase analysis. When the crack is situated quite at the
bottom side of the plate~small value ofc!, the amplitude atz̃
equals a constant fraction of the last maximum amplitude.
This constant fraction seems to be very close to sin(u), with
u the angle of incidence.

C. Influence of a crack on the reflected and
transmitted field of a focused Gaussian beam

The description of a focused Gaussian beam in the mode
method was done previously in Ref. 11. It comes down to
attributing a complex value to the halfwidthL. In our ex-
amples we consider Gaussian beams with focus on the plate.
The angle of incidence is 26°, which is not a critical angle. In
Fig. 9 the reflected amplitude field of a focused beam is
plotted atz9510 cm for different values ofz* . It’s clear that
the multiple reflection peaks of the L/S/L structure~e.g.,y9
P@0;0.025# for the full line! suddenly change to the multiple
reflected peaks of the L/S/V structure~e.g., y9
P@0.03;0.07# for the full line!. The shape is changing and
the distance between two adjacent peaks is changing. This is
an indication that the wave has reached the crack. Moreover,
the distance between two peaks of the L/S/V plate can be
used to estimate the depth of the crack~by projecting the
wave vectors in the plate onto theZ axis!. The transmitted
fields are shown in Fig. 10 at the planey58 cm. We didn’t
choose a phase plane because only amplitude fields will be
investigated. The same observations can be made as for the
reflected field. The only advantage to focus the beam on the

FIG. 7. Reflected amplitude profile atz9526 cm for different values ofz* .
The full line representsz* 528 cm; the dotted line:z* 526 cm (c5g
51.5 mm).

FIG. 8. Reflected amplitude profile atz9526 cm for different values ofz* .
The full line representsz* 5210 cm; the dashed line:z* 526 cm; the
dotted line:z* 524 cm (c5g50.5 mm,u525.67°).

FIG. 9. Reflected amplitude field atz9510 cm of a focused Gaussian beam.
The full lines representsz* 523 cm; the dotted line:z* 522 cm (c5g
52 mm, u526°).

FIG. 10. Transmitted amplitude field aty58 cm of a focused Gaussian
beam. The full lines representsz* 523 cm; the dotted line:z* 521 cm
(c5g51 mm, u526°).
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plate seems to be the opportunity to estimate the depth of a
crack very accurately by insonifying at a randomly chosen
angle.

D. Influence of the length of a crack on the reflected
amplitude and phase field

Assuming the starting position atz50 and the depth of
the crack given byg5c50.6 mm, we analyze how the
length of a crack is affecting the nonspecular reflected field
of a Gaussian beam, incident at a critical angleu511.84° of
the L/S/V structure. We chose this angle to be not close to a
resonance mode of the L/S/L plate, otherwise it would be
difficult to distinguish between Lamb profiles of the L/S/V-
and the L/S/L structures, respectively. We assumez* equal to
zero, so the central axis of the beam reaches the plate at the
origin of the ~Y,Z!-coordinate system.

We study reflected amplitude and phase profiles atz9
530 cm. We consider different values ofL1 , the length of
the crack, and analyze the effects on the reflected curves.
Figure 11~a! shows the reflected amplitude field, Fig. 11~b!
the reflected phase profile. Looking at the amplitude curves,

we note very steep falloffs, which indicate the end of the
crack very clearly. This can be explained by the disappear-
ance of the crack at certainz values. As a result the reso-
nance conditions are not fulfilled anymore and the acoustic
energy is no longer blocked and no longer totally reflected by
the crack. The propagation of the acoustic wave atz>L1

results in multiple reflection and transmission which explains
the several small peaks in amplitude@Fig. 11~a!# and the
corresponding plane phase parts@Fig. 11~b!#.

We calculated also the surface under the reflected ampli-
tude field betweeny950.04 andy950.10. This is a measure
for the amount of reflected energy. The result is sketched in
Fig. 12, where the surface is plotted as a function ofL1 .

E. Influence of the length of a crack on the
transmitted field

We consider a fixed length of the crack,L155 cm, and
a critical angle, 11.84° of the L/S/V structure. We again
move the transducer along they5y0 axis ~parallel to the
plate!. We explore the transmitted field at the planey
56 cm for different values ofz* . The transmitted field~Fig.
13! represents the total interference of the scattered field by
the crack, the geometrical transmitted field~by means of the

FIG. 11. ~a! Reflected amplitude atz9530 cm. The dash-dot lines:L1

5`; the dashed lines:L156 cm; the dotted line:L155 cm; the full lines;
L154 cm. ~b! Reflected phase profiles atz9530 cm. The dash-dot lines:
L15`; the dashed lines:L156 cm; the dotted line:L155 cm; the full
lines: L154 cm.

FIG. 12. Reflected energy~surface! as a function of the length of the crack.

FIG. 13. Transmitted amplitude profile aty56 cm. L155 cm, the dotted
line representsz* 50 cm; the dashed line:z* 51.5 cm and the full line:
z* 52.5 cm.
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refraction laws!, and the multiple transmitted field. Of
course, the amplitude forz>L1 is much larger than the am-
plitude in structure 2, since the incident wave, impinging on
the plate with the crack, is blocked and reflected for a sub-
stantial amount. Forz* 50 cm, there is a part of the incident
beam which transmits through the plate at the left side of the
crack. This is not the case anymore for larger values ofz*
because the total beam is blocked. Analyzing Fig. 13, we see
a clear difference between the curves left ofz50.05 and
those to the right of that point. At the right side ofz50.05,
there is no longer a crack and transmission is possible again.
Thus, if z* moves to the right, the profiles left of the point
z50.05 disappear and the right ones increase. It is clear that
the discrepancy between ‘‘amplitudes forz<L1’’ and ‘‘am-
plitudes for z>L1’’ increases for increasing values ofz* .
When really the middle of the crack is insonified (z*
52.5 cm) ~full line!, a very steep increase of the amplitude
is observed which enables us to detect the end or to measure
the length of the crack very accurately.

VI. CONCLUSION

The radiation mode model gives an accurate description
of the reflection and transmission of a bounded acoustic

beam impinging on a plate with a crack parallel to the sur-
face. We assumed oblique incidence and the crack to be suf-
ficiently thin. Dimensions and geometrical situation of the
crack inside the plate disturb the reflections and transmis-
sions under well-understood rules. The effects on reflected
and transmitted Gaussian beams, incident at critical angles of
the L/S/L or L/S/V structure, were studied and physically
clarified. The influence on focused beams was studied too. In
general, is was demonstrated that bounded beam scattering
by a crack is a very useful tool in NDT. The variant problem
of Stoneley wave diffraction by subsurface cracks is being
handled at the moment and will be published soon.
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APPENDIX:

sin~w1!5

2klyFcos~ktyd1!sin~klyd1!1S b

aD cos~klyd1!sin~ktyd1!G
ky,2S 12

2kz,2
2

qt
2 D uD1u

, ~A1!
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with d15d2c. Sin(w2) and cos(w2) are the same with
changes fromd1 into g, andD1 into D2 .
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ky,22ky,1
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whereP denotes the principal value function.
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The elastic constants of a natural-quartz sphere using resonance-ultrasound spectroscopy~RUS! are
measured. The measurements of the near-traction-free vibrational frequencies of the sphere are
matched with the predicted frequencies from the dynamic theory of elasticity, with optimized
estimates for the elastic constants driving the differences between these sets of frequencies to a
minimal value. The present computational model, although based on earlier approaches, is the first
application of RUS to trigonal-symmetry spheres. Quartz shows six independent elastic constants,
and our estimates of these constants are close to those computed by other means. Except forC14,
after a 1% mass-density correction, natural quartz and cultured quartz show the same elastic
constants. Natural quartz shows higher internal frictions. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1593063#

PACS numbers: 43.20.Hq, 43.20.Ks, 43.35.Cg@RR#

I. INTRODUCTION

Silicon dioxide (SiO2) in the form of quartz is Earth’s
most ubiquitous surface mineral. Perhaps the first measure-
ments of quartz’s elastic constants originated with Groth,1

whose 1895 book showed the representation surface of the
Young ~extension! modulusEii measured statically. This sur-
face revealed quartz’s moderate elastic anisotropy:E33/E11

51.31.
Quartz’s complete elastic constants were studied first by

Woldemar Voigt, and his static-measurement results ap-
peared in his epochalLehrbuch der Kristallphysikin 1910.2

Giebe and Scheibe3 made, perhaps, the first dynamic mea-
surements. Subsequently, quartz’s elastic constants were re-
ported in more than 20 studies.4–6

Interest in quartz’s elastic constants continues for three
reasons: First, quartz’s elastic constants remain incompletely
understood, mainly because quartz is piezoelectric and we
lack a good theory for the elastic constants of piezoelectric
crystals.7 Second, quartz occupies a central place in crystal
chemistry-physics because of its many polymorphs. We can
study these polymorphs, both experimentally and theoreti-
cally, through the elastic constants. Third, quartz’s device
applications exceed one billion per year.5 Most of these ap-
plications use quartz’s macroscopic resonance frequencies,
which depend mainly on crystal geometry and elastic con-
stants. Elastic constants can be measured accurately~within a
few parts in 104) and, because of their tensor nature, they
provide essential information for preparing crystal cuts with
various piezoelectric properties.8

Quartz’s elastic constants received extensive review, no-
tably by Cady,4 Brice,9 James,10 and, recently, Ballato.5

The present study proceeded with two principal objec-
tives: First, measure the complete elastic constants of natural
quartz. Second, analyze the macroscopic vibration frequen-
cies of a trigonal-crystal-symmetry sphere.

We used resonance-ultrasound spectroscopy~RUS! to
determine these elastic constants. This method was described
thoroughly by Migliori and Sarrao,11 and, although our ap-
proach proceeds similarly, the material’s trigonal symmetry
requires several modifications to existing models.

Applications of RUS to trigonal crystals are rare. Ohno
et al.12 considered the case of rectangular parallelepipeds
with the trigonal axis perpendicular to one of the faces in the
first attempt to determine the elastic constants of trigonal
crystals. Ledbetteret al.6 studied the elastic stiffnesses and
internal friction of monocrystal cultured quartz for cylindri-
cal geometries. In both of these studies, the general eigen-
value problem that results from the application of the Ritz
method to the basic elasticity problem of a solid in traction-
free vibration was separated into four symmery groups based
on material symmetry and geometrical symmetry. This re-
duces the size of the initial eigenvalue problem and results in
much faster and more accurate frequency calculations. Our
approach requires multiple solutions of this eigenvalue prob-
lem for a continuously changing elastic-stiffness tensor, and
this separation is a critical step. Willis and colleagues13 used
RUS to study the hexagonal–trigonal phase transformation
in LiKSO4. Their study provides a good example of apply-
ing Landau theory to a second-order or near-second-order
phase transition. Quartz’sa–b transition at 573 °C provides
another example of such a phase transition.

In the following we describe our theoretical model, mea-
surement system, and results of their combination.a!Electronic mail: prh@engr.colostate.edu
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II. THEORETICAL FREQUENCIES

A. Geometry and equations of motion

Our specimen was a natural quartz sphere. The predicted
resonance frequencies depend on the sphere radius because
our variational method of approximation evaluates terms
proportional to elastic stiffness over the volume of the solid.
Densityr appears on the right-hand side of the equations of
motion:

s i j , j5rüi . ~1!

Here,s i j denotes stress andui displacement. We do not ex-
plicitly solve these equations. Instead, we seek an alternative
solution to their weak form.

B. Variational formulation

Hamilton’s principle for an elastic medium is given by14

dE
t0

t

dtE
V
F1

2
ru̇ j u̇ j2

1

2
Ci jkl e i j eklGdV1E

t0

t

dtE
S
t̄kdukdS50.

~2!

Here t denotes time,V andS the volume and surface occu-
pied by and bounding the solid,t̄ k the components of the
specified surface tractions,d the variational operator, the
overdot differentiation with respect to time,e i j the compo-
nents of infinitesimal strain, andCi jkl the components of the
fourth-order elastic-stiffness tensor. The general constitutive
relation for 32-point-group trigonal symmetry represented in
rectangular Cartesian coordinates can be expressed in a con-
tracted form of the stiffness tensor as a six-by-six matrix:

5
s1

s2

s3

s4

s5

s6

6 53
C11 C12 C13 C14 0 0

C12 C22 C23 C24 0 0

C13 C23 C33 0 0 0

C14 C24 0 C44 0 0

0 0 0 0 C55 C56

0 0 0 0 C56 C66

4 5
e1

e2

e3

e4

e5

e6

6 .

~3!

Here we used the conventional contracted notation (s11

5s1 , s235s4 , e115e1 , 2e235e4 , C11115C11, C1123

5C14, and so on!, and it is understood that the 1, 2, 3 di-
rections arex15x, x25y, andx35z.

Hamilton’s principle in contracted notation becomes

052E
0

tE
V
$s1de11s2de21s3de31s4de41s5de5

1s6de6%dV dt1
1

2
dE

0

tE
V
r~ u̇21 v̇21ẇ2!dV dt

1E
t0

t

dtE
S
t̄kdukdS. ~4!

The surface integral in Eq.~4! is close to zero because the
only forces engendered by our measurement system are
small point forces at the locations where the pinducers con-
tact the specimen. These forces cause little effect on our
results; therefore, we neglect them.

The strain-displacement relations are

e i j 5
1
2~ui , j1uj ,i !. ~5!

Our displacement components are expressed in terms of the
coordinatesx15x, x25y, x35z with the corresponding dis-
placement componentsu15u(x,y,z), u25v(x,y,z), and
u35w(x,y,z). Substitution of the constitutive and strain-
displacement equations into Eq.~4! yields the final weak
form of the equations of motion. If we integrate by parts and
isolate the volume integral, the resulting Euler equations of
this statement yield the equations of motion in Eq.~1!. This,
however, is not our goal. Instead, we seek the solution to the
weak form to solve for the unknown frequenciesv and the
mode shapes represented by the functions foru, v, w. This
requires an assumed form for the displacements.

C. Ritz approximations

In the Ritz method, we seek approximations to the three
displacements using finite linear combinations of the form

u1~x1 ,x2 ,x3!5(
i 51

n

ajC j
1~x1 ,x2 ,x3!,

u2~x1 ,x2 ,x3!5(
i 51

n

bjC j
2~x1 ,x2 ,x3!, ~6!

u3~x1 ,x2 ,x3!5(
i 51

n

djC j
3~x1 ,x2 ,x3!.

Here thea, b, andd components are unknown constants, and
the functionsC are known functions of the spatial coordi-
nates used in the specific formulation. Substituting these
equations into the weak form yields the matrix equation

F @M11# @0# @0#

@0# @M22# @0#

@0# @0# @M33#
G H $a%

$b%
$c%

J v2

1F @K11# @K12# @K13#

@K21# @K22# @K23#

@K31# @K32# @K33#
G H $a%

$b%
$c%

J 5H $0%
$0%
$0%

J . ~7!

The element matrices used for each of the formulations are
given in the Appendix. The resulting eigenvalue problem is
solved using the QR algorithm.15

Our choice of approximation function is the same as that
of Visscher and colleagues.16 For each of the three displace-
ment components, the following class of basis functions was
selected:

C~x,y,z!5xiyjzk. ~8!

Herex, y, z denote the rectangular-cylindrical-coordinate di-
rections of the cylinder andi, j, andk are integers. The pri-
mary advantage of casting the problem in this form is that
the integrals required by the weak form are simple to evalu-
ate analytically. For the indicesi, j, k, the volume integrals
over the sphere given in the Appendix~without the elastic
constants! have the form16
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F~ i , j ,k!5H 1,
p

2 J Ri 1 j 1k13~ i 21!!! ~ j 21!!! ~k21!!!

~ i 1 j 1k13!!!
.

~9!

HereR denotes the sphere radius. This is the~111! octant
of the sphere and is one of eight that must be evaluated for
each of the terms in these matrices. The braced term is one if
two or three of the integersi, j, k are odd. Otherwise it isp/2.
The remaining seven integrals are similar in form except for
the sign, which depends on the evenness or oddness of
( i , j ,k).

Ohno17 showed that for a trigonal symmetry parallelepi-
ped it is possible to split the final eigenvalue problem into
smaller eigenvalue problems based on the symmetries of the
material, specimen geometry, and approximation functions.
Heyliger and Johnson18 extended this approach to a trigonal
cylinder, and showed that the modal vibration patterns can be
split into six subsets. For the sphere, we use the four subsets
defined by Ohno and classify each of the functions in Eq.~8!
according to the grouping shown in Table I.

III. MEASUREMENTS

We obtained a sphere of natural Brazilian quartz from a
local rock shop. The specimen showed a mass density of
2.6466 g/cm3, determined from the mass and the volume
~diameter54.4998 cm!, 0.7% lower than the x-ray-
diffraction mass density of a ‘‘perfect’’ quartz crystal: 2.6655
g/cm3. The quartz showed several randomly oriented 2-mm-
diam rutile (TiO2) fibers varying in length from 0.5 to 3 cm

with an average of 2 cm. Because the volume fraction of the
fibers is small, we ignored them. Except for the rutile fibers,
the specimen showed ‘‘perfect’’ optical properties, indicating
freedom from macroscopic twins. Also, any significant twin-
ning would appear as irregular apparentCi j values.

Quartz possesses trigonal symmetry, the point group 32,
and six independent elastic-stiffness coefficients
(C11,C12,C13,C14,C33,C44):

@Ci j #53
C11 C12 C13 C14 0 0

C11 C13 2C14 0 0

C33 0 0 0

C44 0 0

C44 C14

1
2~C112C12!

4 .

~10!

Quartz possesses a troublesome elastic coefficientC14

52C245C56, which complicates the mathematical analysis
for relating macroscopic-vibration resonance frequencies.
For quartz,uC14u exceedsC12 and C13, and thus must be
considered. When we invert Eq.~10! to obtain the elastic-
compliance matrix@Si j #, we see that the familiar relationship
for the Young moduli,Eii 5Sii

21, fails to result. TheEii de-
pend also onC14. Inversion leads to the further curiosity that
C44ÞS44

21. By inspection of Eq.~10!, we see thatC1450
leads to a symmetry increase to hexagonal~transverse-
isotropic! and five independentCi j , the symmetry of high-
temperature~beta! quartz.

We determined theCi j by using resonance-ultrasound
spectroscopy ~RUS!, which we described previously.19

Briefly, two 10 MHz PZT transducers hold the sphere speci-
men at two points. One transducer transmits continuous sinu-
soidal waves to the specimen, and the other transducer de-
tects the specimen’s displacement response. We made
measurements at 22 °C in vacuum (1.33 Pa@1023 Torr#).
This method’s principal advantage is that a single frequency
sweep on a single specimen yields the complete elastic-
stiffness tensor, both the real partCi jkl and the imaginary
part Qi jkl

21 .
The resonance frequencies depend on specimen shape,

size, mass~or mass density!, and elastic-stiffnesses.~For
nonspherical specimens, frequencies depend also on crystal
orientation.! Each resonance consists of linear combinations
of independent elastic-stiffness coefficients. Although not re-
ported here, the complete internal-friction ‘‘tensor’’ can be
calculated from the half-power width of associated resonance
peaks.

We obtained theCi j from the resonance frequencies by
using an iterative process that minimizes the differences be-
tween measured and calculated resonance frequencies with
the givenCi j , which take modified values for the next itera-
tion. Because of small differences between the measured and
calculated resonance frequencies, theCi j calculations ex-
cluded the piezoelectric and dielectric effects, the ‘‘piezo-
electric stiffening.’’

TABLE I. Classification and description of motion and approximation func-
tions for vibrational modes~from Ohno—Ref. 17!, with the modal groups
for trigonal symmetry shown as four combinations of two subgroups.

Trigonal
subset Type Component

Subset

Classificationx y z

AG OD u O E E Longitudinal vibration
v E O E
w E E O

OX u O O O Torsion alongx axis
v E E O
w E O E

AU EX u E E E Flexure alongx axis
v O O E
w O E O

EV u E O O Axisymmetric flexure
v O E O
w O O E

BU EY u O O E Flexure alongy axis
v E E E
w E O O

EZ u O E O Flexure alongz axis
v E O O
w E E E

BG OY u E E O Torsion alongy axis
v O O O
w O E E

OZ u E O E Torsion alongz axis
v O E E
w O O O
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IV. RESULTS

Figure 1 shows the resonance spectrum. We measured
more than 100 resonance frequencies, but selected only the
first 45 ~30 of which are distinct! for our analysis. Our Ritz
model decreases in accuracy with increase in frequency;
hence, higher modes are much less accurate than lower
modes in our approximation.

The resulting elastic constants are shown in Table II,
which also shows our results on cultured quartz, to be re-

FIG. 2. Predicted versus measured resonance frequencies. Predicted values
based on a purely elastic model, neglecting piezoelectric stiffening.

TABLE III. Measured and calculated resonance frequencies~in MHz! for
quartz sphere.

Mode vm vc Diff. ~%! Group

1 0.062 046 0.062 085 0.06 1
2 0.062 046 0.062 085 0.06 4
3 0.063 338 0.062 987 20.55 2
4 0.063 338 0.062 987 20.55 3
5 0.072 716 0.072 871 0.21 1
6 0.072 847 0.072 929 0.11 3
7 0.073 886 0.074 004 0.16 1
8 0.073 886 0.074 004 0.16 4
9 0.083 449 0.083 408 20.05 4

10 0.087 210 0.087 468 0.30 1
11 0.087 210 0.087 468 0.30 4
12 0.091 391 0.090 919 20.52 3
13 0.091 391 0.090 919 20.52 2
14 0.095 250 0.095 285 0.04 3
15 0.095 361 0.095 513 0.16 2
16 0.095 908 0.096 041 0.14 4
17 0.101 855 0.101 206 20.64 3
18 0.101 855 0.101 206 20.64 2
19 0.107 530 0.107 857 0.30 3
20 0.108 727 0.109 350 0.57 1
21 0.109 526 0.109 801 0.25 2
22 0.109 526 0.109 801 0.25 3
23 0.113 717 0.113 633 20.07 4
24 0.113 717 0.113 633 20.07 1
25 0.115 216 0.114 980 20.21 3
26 0.115 216 0.114 980 20.21 2
27 0.115 955 0.115 728 20.20 4
28 0.115 955 0.115 728 20.20 1
29 0.121 118 0.120 943 20.14 4
30 0.124 481 0.124 158 20.26 3
31 0.124 684 0.125 763 0.87 2
32 0.130 591 0.129 580 20.77 1
33 0.131 800 0.131 770 20.02 1
34 0.131 800 0.131 770 20.02 4
35 0.132 240 0.132 335 0.07 2
36 0.132 240 0.132 335 0.07 3
37 0.133 352 0.134 049 0.52 2
38 0.133 352 0.134 988 1.23 3
39 0.134 091 0.134 988 0.67 2
40 0.136 039 0.136 227 0.14 4
41 0.137 910 0.137 576 20.24 1
42 0.137 910 0.137 576 20.24 4
43 0.139 353 0.139 167 20.13 3
44 0.139 687 0.139 777 0.06 2
45 0.139 687 0.139 777 0.06 3

FIG. 1. Resonance spectrum of trigonal-crystal-symmetry, monocrystal
quartz sphere. Resonance frequencies give the elastic-stiffness tensorCi jkl .
Resonance-peak widths give the imaginary parts of theCi jkl , the internal
friction Qi jkl

21 .

TABLE II. Elastic constants and related properties of monocrystala-quartz.

Property Natural Cultured~ordinary! Cultured~premium!

r ~g/cm3! 2.646660.01 2.649760.0002 2.649760.0002

C11 (GPa) 87.26 87.1660.14 87.1760.05
C33 (GPa) 105.8 106.0060.20 105.8060.07

C44 (GPa) 57.15 58.1460.08 58.2760.03
C66 (GPa) 40.35 40.2660.05 40.2860.02

C12 (GPa) 6.57 6.6460.10 6.61060.035
C13 (GPa) 11.95 12.0960.21 12.02060.086
C14 (GPa) 217.18 218.1560.08 218.2360.03

E11 (GPa) 79.41 78.6260.32 78.6160.15
E33 (GPa) 102.8 102.9060.23 102.7060.19

y12 0.1286 0.136460.0059 0.136760.0002
y13 0.0984 0.098560.0025 0.098160.0008
y31 0.1274 0.128960.0023 0.128260.0010

QD (K) a 564.0 563.0 563.1

Quasi-isotropic polycrystalline elastic constants
obtained by Voigt–Reuss–Hill averaging

Cl (GPa) 100.2 97.14 100.7
B (GPa) 37.67 37.74 37.69

G (GPa) 46.91 44.55 47.23
E (GPa) 99.45 95.91 99.95

y 0.0600 0.076 44 0.058 01

aComputed numerically from theCi j by averaging the sound velocities from
the Christoffel equations’ 23 472 directions.
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ported in detail elsewhere.6,20 Measurement uncertainties for
the natural crystal fall in the same range as those shown for
the cultured crystals. Figure 2 shows the relationship be-
tween measured and predicted resonance frequencies and
provides a basis for neglecting the piezoelectric stiffening.
Thus, for quartz, piezoelectric stiffening is relatively small.
For other materials, for example, LiNbO3,21 much larger dif-
ferences arise between elastic and piezoelectric-dielectric
predictions. In piezoelectric crystals, waves propagate with
velocities determined byCi j

E , E designating constant
electric-field intensity, which would be obtained if the crystal
were plated with a conductor. Nonplated crystals yield the
Ci j

D , D designating constant electric displacement.
Our fitted frequencies yielded a rms error of 0.36%,

slightly higher than typical values for higher-symmetry ma-
terials, but still in an acceptable range. Probably, the princi-
pal error arises from the specimen’s slight nonsphericity. Our
fitted frequencies, along with the percentage error and modal
group, are shown in Table III. Most frequencies show excel-
lent measurement–model agreement, with only one or two
exceptions.

The first ten resonance peaks showed an average internal
friction Q21 of 4.731024.
Table II also shows the Debye characteristic temperature
QD calculated from the elastic constants.
Figure 3 shows deformation diagrams for selected reso-
nances.

V. DISCUSSION

First, we consider the internal frictionQ21, which arises
from various lattice defects. The averageQi j

21, 4.731024, is
approximately what we reported for a cultured-quartz crystal
with a high dislocation content,Q2151.931024,6 but much
higher~by a factor of 34! than the average found for a high-
quality ~low-dislocation-content!, cultured-quartz crystal,
1.431025.20 Further study of this spherical crystal~strain
dependence, frequency dependence, temperature depen-
dence! should identify the source of its higher internal fric-
tion. Because ofQ21 values as small as 1026 found for
other quartz crystals with the same apparatus, we believe the
higherQ21 reflects the specimen, not mounting losses.

Second, we consider the natural-quartz versus cultured-
quartz elastic constants~Table II!. Within measurement er-
rors, no remarkable differences appear. NeglectingC14, the
average difference is 0.8%, corresponding closely with the
natural crystal’s lower mass density and consistent with
higher defect content and higher internal friction. Thus, ex-
cept for a mass-density difference, natural quartz and cul-
tured quartz possess the same elastic constants within a small
fraction of 1%, except forC14, where the natural-quartz
value is lower by about 5%.

The large specimen-to-specimen variation inC14 may
result from the lower symmetry of the 32 trigonal point
group. When viewed along thec axis, @0001#, the crystal
structure shows ion shifts away from sixfold symmetry.~See

FIG. 3. Deformation diagrams for selected resonances. The three labels for each figure indicate group number, frequency within the group, and the orientation
of the viewing perspective. For example, Fig. 1 shows the first mode from group 2 as seen looking toward the origin of the sphere~and coordinate system!
along the direction@1,1,1#. ~a! 1-1-001,~b! 1-1-010,~c! 1-1-111,~d! 1-2-001,~e! 1-2-010,~f! 1-2-111,~g! 1-3-010,~h! 1-3-100,~i! 1-3-111,~j! 2-1-001,~k!
2-1-010,~l! 2-1-111,~m! 2-2-001,~n! 2-2-010,~o! 2-2-111,~p! 3-1-001,~q! 3-1-111,~r! 3-2-100,~s! 3-2-111,~t! 4-1-001,~u! 4-1-111,~v! 4-2-100,~w! 4-2-111.
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Fig. 2.32 in Kingeryet al.22! These shifts give rise to the
additional elastic stiffnessC14. This distorted, or derivative,
structure possesses a degree of freedom~the exact ionic po-
sitions! that can easily vary among different quartz crystals.
Ikeda20 describedC14 as the order parameter for the beta–
alpha phase transformation. Order-parameter thermodynam-
ics was treated in detail by Landau and Lifshitz.23

Our Debye characteristic temperatureQD5564 K, cal-
culated as described elsewhere,24 agrees favorably~but not
exactly! with those given by Anderson.25 QD5545, 585, 585
K. The spread among the four values~63.4%! is surprising
because if theCi j are measured within 1%~a simple feat!,
then QD should vary only 0.5%. At zero temperature, the
elastic and specific-heat Debye temperatures are theoretically
identical.26 For quartz, Barron and colleagues27 gave a
specific-heat value ofQD5558 K66 K. BecauseQD varies
as G1/2 ~G denotes effective shear modulus!, we used the
shear modulus to correct ourQD to zero temperature, and we
obtainedQD

0 (elastic)5567 K, 1.5% higher than the Barron
et al. value and 0.5% above their estimated upper bound,
564 K.

VI. CONCLUSIONS

~1! One can solve the problem of macroscopic vibration
frequencies of a trigonal-crystal-symmetry sphere. And one
can use this analysis to determine the complete elastic-
stiffness tensorCi jkl of a material such as quartz.

~2! Natural quartz shows a high internal friction,Q21

'531024, but only slightly higher than shown by a poor
grade of cultured quartz with moderate dislocation content.

~3! Natural and cultured quartz possess nearly identical
Ci jkl when corrected about 1% for mass density, except for
C1123(C14), which is about 5% lower in natural quartz. We
hypothesize that this difference originates in the extra degree
of freedom associated withC14, the effective order param-
eter for theb–a phase transition.

~4! The elastic Debye temperature agrees with the
specific-heat Debye temperature within about 1% when the
elastic constants are adjusted to 0 K.
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APPENDIX: COEFFICIENT MATRICES

Rectangular Cartesian Coordinates. The elements of the
coefficient matrices are given by
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The radiation Q factors obtained from the partial derivatives
of the phase of the reflection coefficient of an elastic plate
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The phase gradient method is applied to study the partial derivatives of the phase of the reflection
coefficient of a fluid-loaded elastic plate. We consider the derivatives with respect to the frequency
f, the incidence angleu, the phase velocities of the longitudinal and transverse waves propagating
in the plate,cL andcT , respectively, and the phase velocity in the fluidcF . The partial derivatives
with respect tof, cL , cT , cF are linked by a relation involving products of one of these variables
with the corresponding partial derivative. At a resonance frequency, the product of frequency with
the frequency phase derivative can be identified as a radiation quality factor. By analogy, the other
products correspond to quality factors. It can be shown that the product assigned to the fluid phase
velocity corresponds to an angular radiation quality factor. The products assigned to the longitudinal
and transverse phase velocities are identified as longitudinal and transverse radiation quality factors.
These quality factors are shown to be related to stored energies associated with either standing
waves across the plate, guided waves, longitudinal waves or transverse waves. A reactive power
balance between the plate and the fluid is also established. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1593061#

PACS numbers: 43.20.Ks, 43.40.Dx, 43.40.Rj@ANN#

I. INTRODUCTION

The first aim of this paper is to show that the study of all
partial derivatives of the phase of the reflection coefficient of
an immersed elastic plate leads to the introduction of differ-
ent radiation quality factors. We consider frequential, angu-
lar, longitudinal, and transverse quality factors. To our
knowledge, only Auld1 briefly talked about these types of
factors for elastic media. They are different from those due to
internal losses which are used for viscoelastic or porous me-
dia in acoustics1,2 and geophysics.3,4 The second aim of this
paper deals with the physical meaning of each of the radia-
tion quality factors. They are analyzed in terms of energies
related to standing, propagative, longitudinal, and transverse
waves. Fundamental relations linking these quality factors
are also established.

In a previous paper,5 the interest of studying the fre-
quency and angular derivatives of the phasef of the reflec-
tion coefficientRI in order to characterize its frequency and
angular resonances~location and half-width! was shown.
These resonances respectively correspond to the frequency
poles of the reflection coefficient, denoted asfI P5 f res

2 j (G/2) and to its angular poles denoted asyI P5yres

1 j (g/2) (yI P5sinuIP where uI P is the complex reemission
angle!. Indeed, the frequency phase derivative (]f/] f ) plot-
ted versusf in the vicinity of f Res, at a given incidence angle
u, exhibits a Breit-Wigner shaped curve. Its maximum is
located atf Res and its maximum amplitude is equal to~2/G!
~G/2: frequency resonance half-width!. In the same way, at a
given frequencyf, the angular phase derivative (]f/]y) (y
5sinu) plotted versusy also exhibits a Breit-Wigner shaped
curve. Its minimum is located atyRes and its minimum am-
plitude is equal to~2/g! ~g/2: angular resonance half-width!.

These phase derivative properties make it possible to avoid
heavy calculations of complex frequency and angular roots.
The results obtained are accurate except in the case where
the pole imaginary parts are too large as compared to their
real parts.

A frequency resonance may also be characterized by a
frequencyQx factor defined as (f Res/G), which is thus con-
nected to the inverse of the temporal damping~G! of the
reflected wave. According to the property of the function
(]f/] f ) recalled above and the definition ofQx , it is shown
in this paper that the study of the functionf (]f/] f ) yields
the determination of theQx value.

Similarly, an angular resonance may be characterized by
a angularQy factor defined as (yRes/g). It is shown that the
study of the function2y(]f/]y) yields the determination of
the Qy value. In Ref. 5, it was shown thatg is related to the
spatial damping of a leaky Lamb mode and the following
relation was established:

g

G
5

]y

] f
~ f Res!.

According to the definitions ofQx and Qy , the previous
relation obviously proves that a relation between these qual-
ity factors exists. This relation will be developed in the fol-
lowing sections.

Even if this paper is only concerned with theoretical
results, we can indicate that experimental methods based on
the phase properties have been successfully carried out in
order to obtain reliable values for frequency resonance6 ~G!
and angular resonance7 ~g! widths. Therefore, it follows that
obtaining accurate values for frequency and angular quality
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factors experimentally seems possiblea priori. However,
comparing our theoretical work to experimental data is not
the subject of the present paper.

The phase of the reflection coefficient of an immersed
elastic plate also depends on other parameters such as phase
velocities and its density. Similar to the case of cylindrical
shells first studied by Conoir,8,9 it is possible in the case of
plates, as developed in Sec. II, to establish a fundamental
relation that links the frequency phase derivative with the
partial phase derivatives with respect to the phase velocities:

f
]f

] f
1cL

]f

]cL
1cT

]f

]cT
1cF

]f

]cF
50,

which is valid whatever the frequency or the incidence angle.
This relation may appear to be rather formal at first sight.
Indeed, the physical meaning of functions such as
cL,T,F(]f/]cL,T,F) is not immediately apparent. It is the
main goal of this paper to prove that this relation can be
interpreted in terms of radiation quality factors and also leads
to a new form of energy balance.

Because a quality factor is by nature related to a reso-
nant phenomenon, we first have to verify the resonant feature
of cL,T,F(]f/]cL,T,F). This resonant feature is easily shown
because the frequency plots of these functions exhibit reso-
nant Breit-Wigner shaped curves in the vicinity of a reso-
nance frequency. Asf (]f/] f ) is proportional to the fre-
quency quality factorQx at the resonance frequency, then
cL,T,F(]f/]cL,T,F) may also be related to quality factors.
The terms involving the longitudinal phase velocitycL and
the transverse velocitycT are naturally qualified as longitu-
dinal or transverse quality factors, denoted asQL and QT ,
respectively.

In contrast, it is more difficult to relatecF(]f/]cF) to a
quality factor. Nevertheless, it is shown that the term depend-
ing on the phase velocity in the fluid,cF , can be decom-
posed into the sum of two terms. The prevailing one of these
two terms is associated with the angular phase derivative and
the residual one is related to the ratio of the plate and fluid
densities. In close vicinity of the resonance frequency, the
following equality is established:

cF

]f

]cF
52y

]f

]y
.

Thus, the termcF(]f/]cF) can be related to the angular
quality factorQy .

To conclude the first part of this paper, it is shown that
the relation

f
]f

] f
1cL

]f

]cL
1cT

]f

]cT
1cF

]f

]cF
50,

written at a resonance frequency, leads to the following bal-
ance between the differentQ factors:

Qx1Qy5QL1QT .

The physical interpretation of such a balance is developed in
the second part.

The second part of this paper is devoted to the obtaining
of the energy expressions of the different radiation quality
factors. The quality factors defined in the first part are of the
type (D f / f Res) (D f : band-width!, which is commonly used
to describe frequency resonant phenomena in mechanics
~spring mass system! or electronics~RLC circuit! for in-
stance. We now use the energy definition of a quality factor
that states that it is proportional to the ratio of a mean stored
energy to a mean dissipated power. The energy definitions
allow us to give the physical meaning of each of the radia-
tion quality factors clearly.

It is thus shown that the longitudinal and transverseQL,T

factors introduced via the Phase Gradient Method are respec-
tively related to mean energies carried by the longitudinal
and transverse waves which propagate in the elastic plate. In
addition, it is demonstrated that the frequencyQx factor is
related to the mean energy associated to standing waves
through the thickness of the plate and that the angularQy

factor is related to the mean energy associated to guided
waves propagating in the plate. It is finally shown that the
previous relation between theQ factors describes the process
in which the mean energy absorbed by the plate, at a reso-
nance frequency, is re-radiated towards the surrounding fluid.

In Sec. II A, the relations linking the different partial
derivatives of the phase are established. Numerical results
are presented and discussed in Sec. II B. In Sec. III, each
partial derivative of the phase is assigned to an energy qual-
ity factor whose physical meaning is given.

II. RELATIONS BETWEEN THE PARTIAL DERIVATIVES
OF THE PHASE

This section deals with the establishment of the funda-
mental relations linking the partial derivatives of the phasef
of the reflection coefficientRI of an elastic plate immersed in
water. As a preliminary remark, we would indicate that the
first part of this section gives the proof of a series of analyti-
cal expressions based upon the mathematical properties of
the phasef. The physical meaning of the main equations
will be developed in Sec. III.

A. Analytical relations linking the phase partial
derivatives

According to Ref. 10, a factorized expression of the re-
flection coefficient of the immersed plate can be written as

RI 5
CACS2t2

~CA1 j t!~CS2 j t!
. ~1!

The roots ofCA,S correspond to the antisymmetric and sym-
metric normal modes of the plate in vacuum andt is the ratio
of the acoustic impedances in the fluid and in the plate.CS,A

depend on the frequencyf, the plate thicknessd, y5sinu and
on the phase velocitiescL,T,F . The acoustic impedance ratio
is independent off andcT , but depends on the plate density
rS and on the fluid densityrF . This gives:5,10
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CA~ f ,y,cL ,cT ,cF!

5S 122S cT

cF

yD 2D 2

3tanS p f d

cL

A12S cL

cF

yD 2D ,

14
cT

3y2

cLcF
2
A12S cL

cF

yD 2A12S cT

cF

yD 2

3tanS p f d

cT

A12S cT

cF

yD 2D , ~2a!

CS~ f ,y,cL ,cT ,cF!

5S 122S cT

cF

yD 2D 2

cotanS p f d

cL

A12S cL

cF

yD 2D ,

14
cT

3y2

cLcF
2
A12S cL

cF

yD 2A12S cT

cF

yD 2

3cotanS p f d

cT

A12S cT

cF

yD 2D , ~2b!

t~y,cL ,cF ,rF ,rS!5
rFcF

rScL

A12S cL

cF

yD 2

A12y2
. ~2c!

The phasef of the reflection coefficient can be written as the
sum of two phases,fA due to antisymmetric modes andfS

due to symmetric modes

f5fS1fA5arctanS t

CS
D2arctanS t

CA
D . ~3!

The phase differentials have the following general expres-
sions

dfS,A56
CS,A dt2t dCS,A

CS,A
2 1t2

. ~4!

For the set of parameters (f ,cL ,cT ,cF), CS,A are homoge-
neous functions of zero order: they satisfy the following
property:

CS,A~l f ,lcL ,lcT ,lcF!5CS,A~ f ,cL ,cT ,cF! ;lÞ0.
~5!

Such functions satisfy Euler’s equation:

f
]CS,A

] f
1cL

]CS,A

]cL
1cT

]CS,A

]cT
1cF

]CS,A

]cF
50. ~6a!

If we considerCS,A as functions of the set of parameters
(cF ,y), it is verified that they are still homogeneous func-
tions of zero order, and consequently, we can also write

cF

]CS,A

]cF
1y

]CS,A

]y
50. ~6b!

In addition, the acoustic impedance ratiot considered as a
function of the set of parameters (cL ,cF) is also an homo-
geneous function of zero order. So, we can write

cL

]t

]cL
1cF

]t

]cF
50. ~7!

Due to the previous relations, the partial derivatives of the
phase with respect tof, cL , cT , cF andy can be written

f
]fS,A

] f
57S t

CS,A
2 1t2D f

]CS,A

] f
, ~8a!

cL

]fS,A

]cL
57S t

CS,A
2 1t2D cL

]CS,A

]cL

6S CS,A

CS,A
2 1t2D cL

]t

]cL
, ~8b!

cT

]fS,A

]cT
57S t

CS,A
2 1t2D cT

]CS,A

]cT
, ~8c!

cF

]fS,A

]cF
57S t

CS,A
2 1t2D cF

]CS,A

]cF

6S CS,A

CS,A
2 1t2D cF

]t

]cF
, ~8d!

y
]fS,A

]y
57S t

CS,A
2 1t2D y

]CS,A

]y
6S CS,A

CS,A
2 1t2D y

]t

]y
.

~8e!

According to Eqs.~6a! and ~7!, the sum of Eqs.~8a!, ~8b!,
~8c!, and~8d! yields

f
]f

] f
1cL

]f

]cL
1cT

]f

]cT
1cF

]f

]cF
50. ~9!

This equation is valid for the phasesfA , fS andf, whatever
the values off andy. This fundamental relation~a similar one
was first established by J. M. Conoir for cylindrical shells8!
is the basis of what has been called the Phase Gradient
Method ~PGM!. Of course, we are particularly interested in
this relation in the vicinity of a resonance.

If we denote asf CS,A
the roots ofCS,A , we can also

write, according to Eqs.~6b!, ~8d!, and ~8e!, the following
relation:

cF

]fS,A

]cF
1y

]fS,A

]y
50, at f 5 f CS,A

. ~10!

This relation holds true for the resonance frequencies which
are found to be very close tof CS,A

for elastic plates.5,10

It is also useful to consider as variables the trace veloci-
ties of the reflected wave front on the axis parallel to the
plate, 0x, and on the axis normal to the plate, 0z. They are,
respectively, defined by

vx5
cF

sinu
5

cF

y
, ~11a!
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and

vz5
cF

cosu
5

cF

A12y2
. ~11b!

According to the Cremer coincidence rule, at resonance fre-
quencies the trace velocityvx corresponds to the phase ve-
locity of the Lamb wave propagating in the plate.CS,A andt
can be expressed as functions of the new set of parameters
( f ,cL ,cT ,vx ,vz), replacing (cF /y) by vx and (cF /A12y2)
by vz in Eqs.~2a!, ~2b!, and~2c!. It can be noticed thatCS,A

do not depend explicitly onvz . With this set of variables, we
can establish the relation

f
]f

] f
1cL

]f

]cL
1cT

]f

]cT
1vx

]f

]vx
1vz

]f

]vz
50. ~12!

Comparing this last equation to Eq.~9!, we obtain the fol-
lowing relation

cF

]f

]cF
5vx

]f

]vx
1vz

]f

]vz
. ~13!

We can also use the ratio of the densities in the solid and in
the fluid as a variable, denoted asr5(rS /rF). Considering
the impedance ratiot as a function of the variables (r,vz), it
verifies the property of a homogeneous function of zero or-
der, so we can write

vz

]t

]vz
1r

]t

]r
50 ~14!

Using Eq.~1! and Eq.~14!, we can establish the following
relation

vz

]f

]vz
5Im~RI !, ~15!

where Im stands for the imaginary part. Finally, making use
of Eqs.~12! and~15! we can rewrite Eq.~9! in the following
form

f
]f

] f
1cL

]f

]cL
1cT

]f

]cT
1vx

]f

]vx
1Im~RI !50. ~16!

The interest of Eq.~16! will be developed in Sec. III.
The part which follows deals with numerical results; it

will be shown that all the partial derivatives of the phase,
except the one with respect tovZ , present resonant forms of
the Breit-Wigner type as well as the frequency and angular
derivatives.5 The resonant aspect of the scattering by a plate
is thus proved for nearly all the variables involved in the
problem.

B. Numerical results and discussion

In this sub-section, we present numerical results dealing
with an aluminum plate immersed in water. The reference
values of the parameters used for the aluminum plate are as
follows: thicknessd55 mm, densityrS052800 kg/m3, bulk
longitudinal phase velocitycL056380 m/s, bulk transverse
phase velocitycT053100 m/s. The parameter values used for
water are: densityrF051000 kg/m3, phase velocitycF0

51470 m/s. The readers can find the expressions of the exact

frequency and angular derivatives in Ref. 5. The other partial
derivatives of the phase are given in Appendix A.

In Fig. 1, we have plotted the different functions which
appear in Eq.~9!. The computation has been performed in
the vicinity of the resonance frequencyf Res51.3623 MHz,
corresponding to modeA3 at the incidence angleu055°.
The vertical line indicates the position of the resonance fre-
quencyf Res. The plot of the exact functionf (]f/] f ) exhib-
its a so-called resonant Breit-Wigner form. Indeed, it has
been shown5 that an approximate expression of this function
can be written

f
]fapp

] f
5

f Res

G

2

~ f 2 f Res!
21S G

2 D 2 . ~17!

At f 5 f Res, we obtain:

f
]fapp

] f
52

f Res

G
52Qx . ~18!

We can also observe, in Fig. 1, that the plots of all the
other partial derivatives of the phase exhibit such a resonant
form. All their extrema are located in the close vicinity of the
resonance frequencyf Res. We can verify that for all Lamb
modes whatever the incidence angle, the derivatives with
respect to the bulk longitudinal and transverse phase veloci-
ties are always negative. The one depending on the phase
velocity in the fluid is generally positive. In addition, it is
important to note that the width of each resonant form isG.
Therefore, each function of the typeu(]f/]u), where u
5cL,T,F , may be approximated using

u
]fapp

]u
5eu

u0S 2

Gu
D S G

2 D 2

~ f 2 f Res!
21S G

2 D 2 . ~19!

The subscript 0 indicates that the variableu is fixed to its
reference value. The function being dimensionless,Gu has
the same dimension as the variableu. The extremum is given
by (2u0 /Gu). eu indicates the sign (ecL,T

521, ecF
51).

In Fig. 2, we compare the frequency plots of the exact
functioncL(]f/]cL) ~solid line! and its approximate expres-
sion cL(]fapp/]cL) ~dotted line!, for the same conditions as

FIG. 1. Plots of f (]w/] f ) ~solid line!, cL(]w/]cL) ~triangle line!,
cT(]w/]cT) ~box line!, andcF(]w/]cF) ~star line! in the vicinity of mode
A3 at u55°.
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in Fig. 1 in order to demonstrate the validity of the model. It
is reliable for all functionsu(]f/]u), provided that the reso-
nance is isolated as in Refs. 10–12.

In the same way as in Eq.~18!, we assume that the
values reached by the functionsu(]f/]u)(u5cL,T,F), at the
resonance frequencyf res, are proportional to the quality fac-
tors denoted asQL,T,F . Therefore, we can write

S cL,T,F

]f

]cL,T,F
D

f Res

52eL,T,FQL,T,F , ~20!

whereQL,T,F>0. The termsQL,T are called the longitudinal
and transverse quality factors.

We now show thatQF is equal to the angularQy factor.
Equation~19! is also valid when the variableu is y5sinu. In
this latter case,ey521 andGu5g. At f 5 f Res, y05sinu0 is
generally very close to an angular resonanceyres, so we can
write

2y
]f

]y
52

yres

g
52Qy . ~21!

In Fig. 3, we have plottedcF(]f/]cF) ~solid line! and
2y(]f/]y) ~dotted line! as functions of the frequency. The
solid vertical line indicates the value of the resonance fre-
quency f Res51.3623 MHz~very close tof CA

51.3619 MHz
for which CA is null at u0). We observe that the two curves
are similar but the maximum of2y(]f/]y) is located at the
resonance frequencyf Res while that of cF(]f/]cF) is
slightly shifted towards the low frequencies. As indicated by
Eq. ~10!, the two curves intersect atf CA

. At f res> f CA
,

cF(]f/]cF)52QF and 2y(]f/]y)52Qy . Therefore, we
can identify the quality factorQF to Qy . According to Eq.

~20!, Eq. ~9! can be written at a resonance frequency as

Qx1Qy5QL1QT . ~22!

The physical meaning of this relation will appear more
clearly in the following developments. However, we may
make some comments about it right now. In Table I, we have
collected the values of the differentQ factors associated to
the A1 andA3 modes at 5°. The difference between the two
modes is that theA3 mode at low incidence angles is longi-
tudinal ~its resonance frequency is close to a multiple of
(cL/2d cosuL) whereuL is the longitudinal refraction angle!,
whereas theA1 mode is transverse~its resonance frequency
is close to a multiple of (cT/2d cosuT) whereuT is the trans-
verse refraction angle!. We notice, in Table I, that theQL

factor value of modeA3 is higher than that of modeA1 , and
that theQT factor value of modeA3 is considerably lower
than that of modeA1 . So, theQL,T factors seem to give the
prevailing nature~longitudinal or transverse! of the associ-
ated Lamb mode quantitatively. We also notice that theQT

value can be greater than that of theQx one, as for theA1

mode. The comparison of theQx andQy values for the two
modes indicates that theA1 mode is both temporally and
spatially less attenuated than theA3 mode. At this point these
conclusions may appear rather empirical. It is the reason why
in the following section we develop the analytical relations
existing between theQ factors introduced by means of the
partial phase derivative properties and the mean energies ab-
sorbed and dissipated by the plate.

Let us now use the energy definition of a quality factor1

Q5
v^Stored Energy&

^Dissipated Power&
, ~23!

where the bracketŝ & indicate that we are dealing with the
mean values of the considered quantities. In the following
section, the factorsQL,T are shown to be related to mean
energies of the longitudinal and transverse waves propagat-
ing in the plate. It will also be shown that the frequency
quality factor is related to the mean energy of the standing
waves across the plate and the angular quality factor is re-
lated to the mean energy of the guided waves propagating
along the plate.

III. RELATIONS BETWEEN THE Q FACTORS AND
MEAN STORED ENERGIES

We consider an elementary volumedV5dx dh dz in the
plate as shown in Fig. 4. It is excited by a plane harmonic
wave incident at an incidence angleu on its upper interface,
at x50 andz52(d/2). The incident wave may be repre-
sented in the form of the scalar potential

j inc~x,z,t !5ejkFz
@z1~d/2!#ej ~kxx2vt !. ~24!

FIG. 2. Plots ofcL(]w/]cL) ~solid line! andcL(]wapp/]cL) ~box line! in the
vicinity of modeA3 at u55°.

FIG. 3. Plots ofcF(]w/]cF) ~solid line! and 2y(]w/]y) ~dashed line! in
the vicinity of modeA3 at u55°.

TABLE I. Comparison of theQ factors of theA1 andA3 modes, atu55°.

Qx QL QT QF Qy

A3 mode 42.23 41.74 5.74 5.25 5.25
A1 mode 255.6 6.3 282.6 33.3 33.3
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v is the angular frequency,kFz
is the z-component of the

incident wave vector,kX is the x-component of the wave
vectors of the incident, reflected and transmitted waves in the
upper and lower fluids and of the wave vectorskLU,D

and
kTU,D

of the longitudinal waves and transverse waves, which
propagate up and down in the elastic plate. According to
Snell’s law, we can write

kx5kF sinu5kL sinuL5kT sinuT , ~25!

wherekL,T,F are the wave numbers related to the longitudinal
and transverse waves in the plate and to the waves in the
fluid. The potential in the upper fluid medium may be ex-
pressed as

jFupp
~x,z,t !5~ejkFz

@z1~d/2!#1RI e2 jkFz
@z1~d/2!#!ej ~kxx2vt !,

~26!

whereRI is the plate reflection coefficient. The scalar poten-
tial assigned to the longitudinal waves in the elastic plate is
written

wL~x,z,t !5~AL coskLz
z1BL sinkLz

z!ej ~kxx2vt !, ~27!

wherekLz
5kL cosuL . The vector potentialcT is assumed to

be (0,cT,0). Its nonzero component is expressed as

cT~x,z,t !5~AT coskTz
z1BT sinkTz

z!ej ~kxx2vt !, ~28!

wherekTz
5kT cosuT . The potential in the lower fluid me-

dium may be expressed as

jF low
~x,z,t !5TI ejkFz

@z2~d/2!#ej ~kxx2vt !, ~29!

whereTI is the plate transmission coefficient. The displace-
ment velocity vectorv can be obtained by

v5vL1vT5~2 j v!~“wL1“ÃcT!. ~30!

The global strain and stress tensor components are given
by e i j 51/2((]ui /]xj )1(]uj /]xi)) and s i j 5ld i j ekk

12me i j , wherel and m are the Lame´ coefficients of the
plate. Using the classical boundary conditions on both plate
surfaces, it is possible to show that the coefficientsAL,T and

BL,T appearing in the definitions of the longitudinal and
transverse potentials can be expressed as

AL5 j
cL cosu

cF cos~uL!

cos~2uT!

sinS kLz

d

2 D S j t

CS2 j t D , ~31a!

BL52 j
cL cosu

cF cos~uL!

cos~2uT!

cosS kLz

d

2 D S j t

CA1 j t D , ~31b!

AT52
2cT sin~uT!cosu

cF cosS kTz

d

2 D S j t

CA1 j t D , ~31c!

BT52
2cT sin~uT!cosu

cF sinS kTz

d

2 D S j t

CS2 j t D . ~31d!

We now establish the expressions of the mean values of
the total and partial kinetic and strain energies stored in the
volume dV. We have assumed the invariance of the problem
according to the axis normal to the planex0z, sodh can be
arbitrarily fixed at unity. The lengthdx is assumed to be very
small compared to the wavelength in order to consider all the
physical quantities constant betweenx andx1dx, in particu-
lar the kinetic and strain densities denoted aseK andeS . So,
the expressions of the total kinetic and strain energiesEK and
ES are simply obtained by integrating the corresponding en-
ergy densities according to the variablez. The kinetic energy
density mean value may be obtained by

^eK&5 1
4 rS Re~v"v* !, ~32a!

wherev is the total displacement velocity vector in the plate,
the asterisk indicates the complex conjugate and Re denotes
the real part. The strain energy density mean value is defined
by

^eS&5 1
4 Re~s:e* !, ~32b!

wheres and e are the stress and strain tensors respectively
and: stands for the double dot product. The total mean values
of the kinetic and strain energies are obtained by

^EK&5dxE
z52d/2

z5d/2

^eK&dz

5
1

4
rS dxE

z52d/2

z5d/2

Re~v"v* !dz

5
1

4
rS dxE

z52d/2

z5d/2

Re~vx•vx* 1vz•vz* !dz ~33a!

and

FIG. 4. Scheme of the problem.
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^ES&5dxE
z52d/2

z5d/2

^eS&dz

5
1

4
dxE

z52d/2

z5d/2

Re~sxxexx* 12sxzexz* 1szzezz* !dz.

~33b!

In order to establish the relations between theQ factors in-
troduced before and the mean stored energies, we also define
partial kinetic and strain energies assigned to the longitudinal
and transverse waves propagating in the plate.

The longitudinal and transverse kinetic energies may be
obtained by

^EKL,T&5
1

4
rS dxE

z52d/2

z5d/2

~vL,T"vL,T* !dz

5
1

4
rS dxE

z52d/2

z5d/2

~vL,Tx
•vL,Tx

* 1vL,Tz
•vL,Tz

* !dz.

~34a!

These partial energies may also be decomposed into two
terms, the one corresponding to a displacement along the
x-direction and the other one to a displacement along the
z-direction. We choose the following notations for these
terms

^EKL,Tx,z
&5

1

4
rS dxE

z52d/2

z5d/2

~vL,Tx,z
•vL,Tx,z

* !dz. ~34b!

Below, we only give the detail of the calculation of^EKLz
&.

We assume in the following that both the frequency and the
components of the wave vectors are real. The term^EKLz

&

may be obtained by

^EKLz
&5

1

4
rS dxE

z52d/2

z5d/2

~vLz
•vLz

* !dz.

After integration, we obtain

~35!

It is possible to show numerically in Eq.~35! that Term 1
prevails when the incidence angle is below the first critical
angle defined asuC

L 5Arcsin(cL /cF)512.32° and that Term
2 prevails whenu.uC

L . So, whenu<uC
L , we may write the

following approximate expressions for the different partial
longitudinal kinetic stored energies

^EKL
&5

rS dxv4d

8cL
2 ~ uALu21uBLu2!, ~36a!

^EKLx
&5^EKL

&sin2 uL , ~36b!

^EKLz
&5^EKL

&cos2 uL , ~36c!

where

uALu21uBLu25t2S cL cosu

cF cosuL
D 2

cos2~2uT!

3S 1

cos2~kLz
d/2!~CA

21t2!

1
1

sin2~kLz
d/2!~CS

21t2!D . ~36d!

At a given depth in the plate, the longitudinal vibrations are
due to the superposition of a longitudinal wave propagating
towards the lower surface of the plate and of a longitudinal
wave propagating towards its upper surface. They can be
also described by the combination of a longitudinal wave
which propagate in thex-direction, and of a longitudinal
standing wave in the direction normal to the plate. Therefore,
^EKLx

& may be interpreted as the mean kinetic energy of

longitudinal guided waves propagating in thex-direction,
parallel to the plate, and̂EKLz

& as the mean kinetic energy of

standing waves due to longitudinal waves propagating in the
z and2z-directions, normal to the plate.

Numerical studies have proved that these approximate
expressions are only valid at high frequencies, because Term
2 in Eq. ~35! is then vanishing. In the case of a 5 mm thick
aluminum plate, we can locate the beginning of the high
frequency range at the cut-off frequency of modeS3 . In
these conditions, we have chosen modeA9 to show the nu-
merical validity of the approximate expressions in Eqs.~36!
at high frequencies.

In Fig. 5, following the dispersion curve of modeA9 ,
for an incidence angle ranging from 0° to the second critical
angleuC

T5Arcsin(cT /cF)528.3°, we have plotted the exact
~solid lines! and approximate ~dotted lines! ratios
^EKLx

&/^EKL
& and ^EKLz

&/^EKL
& versus incidence angle. We

can observe that the exact and approximate curves are nearly
an exact match.

As for the partial longitudinal kinetic energies, it is pos-
sible to establish for the partial transverse kinetic stored en-
ergies the following approximate expressions

FIG. 5. Plots of the angular evolutions of the ratios (^EKLx
&/^EKL

&) ~exact:

solid line, approximate: empty triangle line! and (̂ EKLz
&/^EKL

&) ~exact:

dashed line, approximate: empty box line!, following the dispersion curve of
modeA9 .
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^EKT
&5

rS dxv4d

8cT
2 ~ uATu21uBTu2!, ~37a!

^EKTx
&5^EKT

&cos2 uT , ~37b!

^EKTz
&5^EKT

&sin2 uT , ~37c!

where

uATu21uBTu25t2S 2cT sin~uT!cosu

cF
D 2

3S 1

cos2~kTz
d/2!~CA

21t2!

1
1

sin2~kTz
d/2!~CS

21t2!D . ~37d!

^EKTx
& can be interpreted as the mean kinetic energy of

standing waves due to transverse waves propagating in thez
and2z-directions, and̂EKTz

& as the mean kinetic energy of

transverse guided waves propagating in thex-direction.
Equations~37a!, ~37b!, and ~37c! are valid for incidence
angles lower than the second critical angleuC

T . Their nu-
merical validity is shown in Fig. 6. We have plotted the exact
~solid lines! and approximated ~dotted lines! ratios
^EKTx

&/^EKT
& and^EKTz

&/^EKT
& versus incidence angle. The

comparison is as good as in the case of the longitudinal
ratios.

Partial strain stored energies due to longitudinal and
transverse waves may be defined in the same form as that of
the total strain energy, but the strain and stress tensor com-
ponentse i j ands i j are replaced byeL,Ti j

andsL,Ti j
. Decom-

positions of the partial strain energies are also possible. Their
approximate expressions are given in Appendix B. Finally,
by introducing mean total longitudinal and transverse stored
energies denoted as^EL,T&, we can write

^EL,T&5^EKL,T
&1^ESL,T

&52^EKL,T
&. ~38!

It is worth noting that the sum̂EL&1^ET& is different from
the mean value of the total stored energy, since the mean
energy due to interactions between longitudinal and trans-
verse waves is not taken into account, as in Ref. 13. The

analytical expression of the total stored energy, which ap-
pears in the definition of the energy velocity,1 can be found
in Ref. 14.

The expressions of the stored energies of interest being
established, we have yet to define the mean value of the
power dissipated from the volumedV into the fluid denoted
as ^Pd&. It may be obtained by

^Pd&5 R
dS

Re~PO !•n dS, ~39a!

where PO stands for the complex acoustic Poynting vector,
dS5dx dh is an elementary surface at the upper and lower
interfaces between the plate and the fluids, andn is a unit
normal on those surfaces. The complex Poynting vector is
classically defined as

PO 52 1
2 s•v* . ~39b!

Interpretation of this vector and particularly of its imaginary
part can be found in Refs. 1, 15. For the calculation of^Pd&,
only thez-component ofPO is of interest. Itsz-component is

PI z52 1
2~sxzvx* 1szzvz* !. ~40!

Studies of the real part of this component at given frequen-
cies and given depthsz can be found in Refs. 14, 16, 17. At
the interfacesz57(d/2), the boundary conditions imply the
continuity of thez-component of the complex Poynting vec-
tor. PI z can be simply written as a function of the pressurepF

in the fluid and of thez-component of the displacement ve-
locity vector in the fluid,vFz

. We can show that the total
mean power dissipated in the surrounding medium is ob-
tained by

^Pd&5rFv4
cosu

cF
~12uRI u2!dx. ~41!

We set as a definition

PIm5 R
dS

Im~PO !•n dS. ~42a!

We can show thatPIm is obtained by

PIm5rFv4
cosu

cF
Im~RI !dx. ~42b!

This imaginary part corresponds to the peak reactive power
periodically exchange between the elastic plate and the upper
and lower fluids.

We now have to identify the differentQ factors with
energy definitions of the type of Eq.~23!. We are first inter-
ested in the frequency quality factorQx which can be ob-
tained from the functionf (]f/] f ). From Eq.~8a!, it may be
shown that the exact expression of this function below the
first critical angleuC

L is

FIG. 6. Plots of the angular evolutions of the ratios (^EKTx
&/^EKT

&) ~exact:

solid line, approximate: empty triangle line! and (̂ EKTz
&/^EKT

&) ~exact:

dashed line, approximate: empty box line!, following the dispersion curve of
modeA9 .
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f
]w

] f
5t

v d cosuL

2cL S cos2~2uT!S 1

cos2S kLz
d

2
D ~CA

21t2!

1
1

sin2S kLz
d

2
D ~CS

21t2!
D 1sin2~2uT!

3S 1

cos2S kTz
d

2
D ~CA

21t2!

1
1

sin2S kTz
d

2
D ~CS

21t2!
D D . ~43!

The comparison of this equation with Eqs.~36c!, ~36d! and
Eqs.~37b!, ~37d! allows us to write

f
]w

] f
5

2v~^EKLz
&1^EKTx

&!

1

2
rFv4

cosu

cF

. ~44!

In Appendix B, it is shown that̂EKLz
& is equal to a part of

the longitudinal-strain stored energy denoted here for sim-
plicity as ^ESLz

& and that^EKTx
& is equal to a part of the

transverse-strain stored energy^ESTx
&. We may introduce the

terms^ELz
& and^ETx

& equal to 2̂EKLz
& and 2̂ EKTx

& respec-

tively. They correspond to the mean total energies of longi-
tudinal and transverse waves, each one propagating in thez

and 2z-directions normal to the plate. Finally, we can also
define a mean total energy^E'& associated to all the waves
propagating normal to the plate

^E'&5^ELz
&1^ETx

&52~^EKLz
&1^EKTx

&!. ~45!

At the resonance frequencyf res, the left hand-side of Eq.
~44! is 2Qx and the reflection coefficientRI is approximately
null. So, the mean dissipated power according to Eq.~41! is
obtained by

^Pd&5rFv4
cosu

cF
dx. ~46!

Finally, we may write the frequency quality factorQx as

Qx5v
^E'&

^Pd&
. ~47!

Therefore, the frequency quality factor is related to a mean
stored energy associated with both longitudinal and trans-
verse standing waves in a direction normal to the propaga-
tion direction of the guided waves.

The numerical validity of Eq.~47! is shown in Fig. 7.
We have plotted the inverse of the exact functionf (]f/] f )
~solid line! and the inverse ofv(^E'&/^Pd&) ~dotted line!
versus incidence angle. We observe that the two curves
nearly coincide whatever the incidence angle.

In the same way as for^E'&, we can define a mean total
energy associated with the waves propagating in the
x-direction parallel to the plate:̂Ei&. It is obtained by

^Ei&5^ELx
&1^ETz

&52~^EKLx
&1^EKTz

&! ~48a!

Its expression below the first critical angle is

^Ei&5
rS dxv4d

4 S cosu

cF
D 2

t2S tan2 uL cos2 2uTS 1

sin2S kLz
d

2
D ~CS

21t2!

1
1

cos2S kLz
d

2
D ~CA

21t2!
D

1tan2 uT sin2 2uTS 1

cos2S kTz
d

2
D ~CA

21t2!

1
1

sin2S kTz
d

2
D ~CS

21t2!
D D . ~48b!

If we compare Eq.~44b! to the expression of the prevailing
term of cF(]f/]cF) given in Appendix C, which corre-
sponds to 2QF when calculated atf Res, we may write

QF5v
^Ei&

^Pd&
. ~49!

When the resonance frequency is close to a frequency for
which CS,A is null, the quality factorQF corresponds to the
angular quality factorQy . So the angular quality factor is
proved to be related to a mean stored energy associated with
waves propagating parallel to the direction of propagation of
the Lamb waves generated in the plate.

In Fig. 8, we have plotted the inverse ofQF ~solid line!
obtained by means of the exact expression ofcF(]f/]cF)
and the inverse ofv(^Ei&/^Pd&) ~dotted line! versus inci-
dence angle. We can observe that the two curves nearly co-
incide.

Finally, we can define mean total energies associated
with the longitudinal and transverse waves in the plate as

^EL,T&5^EKL,T
&1^ESL,T

&52^EKL,T
&. ~50!

The identity of the kinetic and strain energies is shown in
Appendix B. If we compare the expressions of^EL,T& to
those of the prevailing terms ofcL,T(]f/]cL,T) given in Ap-
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pendix B, which correspond to 2QL,T at f Res, we may write

QL,T5v
^EL,T&

^Pd&
. ~51!

In Sec. II, it was outlined that the study of the maximums of
cL,T(]f/]cL,T) could give the prevailing nature of a Lamb
wave quantitatively, be it longitudinal or transverse. Equa-
tion ~51! clearly establishes the relations between their maxi-
mums and the mean total stored energies associated to either
longitudinal or transverse waves.

In Fig. 9~a!, we have plottedu for u<uC
L , the inverse of

QL ~solid line! and the inverse ofv(^EL&/^Pd&) ~dotted line!
versus incidence angle. In Fig. 9~b!, we have plotted the
evolutions ofQL ~solid line! and of v(^EL&/^Pd&) ~dotted
line! for u.uC

L . In each figure, the two curves coincide well.
In Fig. 10, we have compared the angular evolutions of the
inverse ofQT ~solid line! and of the inverse ofv^ET&/^Pd&
~dotted line!. Again, the coincidence is good.

We may now come back to the physical meaning of Eq.
~22! stating thatQx1Qy5QL1QT . When a resonant phe-
nomenon occurs in an elastic plate, it is due to constructive
interferences of both longitudinal and transverse waves
propagating up and down in the plate. This is the interpreta-
tion of the right-hand side of Eq.~22!. According to the
figures presented above, it seems that the interactions be-
tween the longitudinal and transverse waves can be ne-
glected. The combination of these waves give rise on the one
hand to standing waves whose resonant feature is described
by Qx , and on the other hand, to guided waves whose reso-
nant feature is given byQy ; this explains the left-hand side
of Eq. ~22!.

We may also come back to the physical meaning of Eq.
~16!, which may be rewritten, at the resonance frequency
f Res, as

Im~RI !5
PIm

^Pd&
52~QL1QT2~Qx1Qy!!

5
2v~^EL&1^ET&2~^Ei&1^E'&!!

^Pd&
.

~52!

Remembering that the peak energy value is twice its mean
value for harmonic waves, we can write

PIm5v~~EL!peak1~ET!peak!2v~~Ei!peak1~E'!peak!

5PIm~plate!2PIm~upper fluid!. ~53!

At f Res, Im(RI ) is null, soPIm is null as well. Therefore, the
latter equation may be interpreted as a balance of reactive
power. (EL)peak1(ET)peakmay be viewed as the peak energy
which is periodically absorbed by the plate and (Ei)peak

1(E')peakas the peak energy periodically reradiated into the

FIG. 7. Plots of the angular evolutions of the inverse ofQx obtained from
f (]w/] f ) ~solid line! and of the inverse ofv(^E'&/^Pd&) ~dotted line!,
following the dispersion curve of modeA9 .

FIG. 8. Plots of the angular evolutions of the inverse ofQF obtained from
cF(]w/]cF) ~solid line! and of the inverse ofv(^Ei&/^Pd&) ~dotted line!,
following the dispersion curve of modeA9 .

FIG. 9. ~a! Plots of the angular evolutions of the inverse ofQL obtained
from cL(]w/]cL) ~solid line! and of the inverse ofv(^EL&/^Pd&) ~dotted
line!, following the dispersion curve of modeA9 , for u<uC

L . ~b! Plots of
the angular evolutions ofQL obtained fromcL(]w/]cL) ~solid line! and of
v(^EL&/^Pd&) ~dotted line!, following the dispersion curve of modeA9 , for
u>uC

L .

FIG. 10. Plots of the angular evolutions of the inverse ofQT obtained from
cT(]f/]cT) ~solid line! and fromv(^ET&/^Pd&) ~dotted line!, following the
dispersion curve of modeA9 .
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fluid. The balance of active power transferred through the
plate yields the energy conservation law. It is proved now
that the balance of reactive power leads to Eq.~22! or con-
versely.

As a corollary to the expressions given by Eqs.~47!,
~49! and ~51!, we can also write

Qx5QL cos2 uL1QT cos2 uT , ~54a!

QF5Qy5QL sin2 uL1QT sin2 uT . ~54b!

So, if the frequency and angular quality factors can be mea-
sured experimentally, the longitudinal and transverse quality
factors may be estimated thanks to the last equations.

IV. CONCLUSION

In this paper, we have shown the interest in studying the
partial derivatives of the phase of the reflection coefficient of
a fluid-loaded elastic plate, not only with respect to the fre-
quency and angle variables, but also with respect to the bulk
phase velocities involved in the problem. The use of the
phase derivatives with respect to the longitudinal and trans-
verse phase velocities as a means of determining the prevail-
ing polarization state of a Lamb wave propagating along the
plate was outlined. The fundamental relation linking the dif-
ferent phase derivatives naturally yielded the introduction of

more or less common quality factors, in the field of elastic
wave propagation, associated with resonant phenomena. The
use of the energy definition of a quality factor allowed us to
relate the frequency, angular, longitudinal, and transverse
quality factors introduced to different types of mean stored
energies which were detailed analytically in the second part.
It was shown that the longitudinal and transverse quality
factors depend on mean energies associated with longitudinal
and transverse waves propagating in the plate. As well, the
angular quality factor related to the spatial damping of a
guided wave was proved to be connected to a mean energy
associated with pure guided waves. The classical frequency
quality factor, related to the temporal damping of the re-
flected wave, was proved to be connected to a mean energy
associated with standing waves through the thickness of the
plate. Finally, the base equation of the Phase Gradient
Method was shown to correspond to a balance of reactive
powers between the plate and the surrounding fluid.
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APPENDIX A

Exact expressions ofcL]wS,A /]cL

cL

]wS,A

]cL
57S t

CS,A
2 1t2D cL

]CS,A

]cL
6S CS,A

CS,A
2 1t2D cL

]t

]cL
,

cL

]CS

]cL

5

p f d

cL
S 122S cT

cF

yD 2D 2

A12S cL

cF

yD 2

sin2S p f d

cL

A12S cL

cF

yD 2D 2
4cT

3y2

cF
2cL

A12S cT

cF

yD 2

A12S cL

cF

yD 2
cotS p f d

cT

A12S cT

cF

yD 2D ,

cL

]CA

]cL

52

p f d

cL
S 122S cT

cF

yD 2D 2

A12S cL

cF

yD 2

cos2S p f d

cL

A12S cL

cF

yD 2D 2
4cT

3y2

cF
2cL

A12S cT

cF

yD 2

A12S cL

cF

yD 2
tanS p f d

cT

A12S cT

cF

yD 2D ,

cL

]t

]cL

52
rFcF

rScL

1

A12y2A12S cL

cF

yD 2
.

Exact expressions ofcT(]wS,A /]cT):

cT

]wS,A

]cT
57S t

CS,A
2 1t2D cT

]CS,A

]cT
,
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cT

]CS

]cT

54
cT

2y2

cF
2cL

p f dA12S cL

cF

yD 2

sin2S p f d

cT

A12S cT

cF

yD 2D 28
cT

2y2

cF
2cL

S 122S cT

cF

yD 2D 2

cotS p f d

cL

A12S cL

cF

yD 2D

14
cT

3y2

cF
2cL

A12S cL

cF

yD 2

A12S cT

cF

yD 2
S 324S cT

cF

yD 2D cotS p f d

cT

A12S cT

cF

yD 2D ,

cT

]CA

]cT

524
cT

2y2

cF
2cL

p f dA12S cL

cF

yD 2

cos2S p f d

cT

A12S cT

cF

yD 2D 28
cT

2y2

cF
2cL

S 122S cT

cF

yD 2D 2

tanS p f d

cL

A12S cL

cF

yD 2D

14
cT

3y2

cF
2cL

A12S cL

cF

yD 2

A12S cT

cF

yD 2
S 324S cT

cF

yD 2D tanS p f d

cT

A12S cT

cF

yD 2D .

Exact expressions ofcF(]wS,A /]cF)

cF

]wS,A

]cF
57S t

CS,A
2 1t2D cF

]CS,A

]cF
6S CS,A

CS,A
2 1t2D cF

]t

]cF
,

cF

]CS

]cF

52
cLy2

cF
2

p f dS 122S cT

cF

yD 2D 2

A12S cL

cF

yD 2

sin2S p f d

cL

A12S cL

cF

yD 2D 18
cT

2y2

cF
2 S 122S cT

cF

yD 2D

3cotS p f d

cL

A12S cL

cF

yD 2D 24
cT

4y4

cF
4cL

p f dA12S cL

cF

yD 2

sin2S p f d

cT

A12S cT

cF

yD 2D

24
cT

2y2

cF
2cL

S 2223S S cL

cF
D 2

1S cT

cF
D 2D y214S cLcTy2

cF
2 D 2D

A12S cL

cF

yD 2A12S cT

cF

yD 2
cotS p f d

cT

A12S cT

cF

yD 2D ,
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cF

]CA

]cF

5
cLy2

cF
2

p f dS 122S cT

cF

yD 2D 2

A12S cL

cF

yD 2

cos2S p f d

cL

A12S cL

cF

yD 2D 18
cT

2y2

cF
2 S 122S cT

cF

yD 2D

3cotS p f d

cL

A12S cL

cF

yD 2D 14
cT

4y4

cF
4cL

p f dA12S cL

cF

yD 2

cos2S p f d

cT

A12S cT

cF

yD 2D

24
cT

2y2

cF
2cL

S 2223S S cL

cF
D 2

1S cT

cF
D 2D y214S cLcTy2

cF
2 D 2D

A12S cL

cF

yD 2A12S cT

cF

yD 2
cotS p f d

cT

A12S cT

cF

yD 2D ,

cF

]t

]cF

52
rFcF

2

rScL
2

1

A12y2A12S cL

cF

yD 2
.

APPENDIX B: EXPRESSIONS OF THE MEAN STRAIN
ENERGIES

Expressions of the stress and strain tensors components

exx~x,z,t !5eLxx
~x,z,t !1eTxx

~x,z,t !,

eLxx
~x,z,t !52v2S sinuL

cL
D 2

~AL coskLz
z1BL sinkLz

z!

3ej ~kxx2vt !,

eTxx
~x,z,t !52 j v2

sin 2uT

2cT
2 ~2AT sinkTz

z1BT coskTz
z!

3ej ~kxx2vt !,

exz~x,z,t !5eLxz
~x,z,t !1eTxz

~x,z,t !,

eLxz
~x,z,t !5 j v2

sinuT

cT

cosuL

cL
~2AL sinkLz

z1BL coskLz
z!

3ej ~kxx2vt !,

eTxz
~x,z,t !5

1

2
v2

cos 2uT

cT
2 ~AT coskTz

z1BT sinkTz
z!

3ej ~kxx2vt !,

ezz~x,z,t !5eLzz
~x,z,t !1eTzz

~x,z,t !,

eLzz
~x,z,t !52v2S cosuL

cL
D 2

~AL coskLz
z1BL sinkLz

z!

3ej ~kxx2vt !,

eTzz
~x,z,t !52eTxx

~x,z,t !,

sxx~x,z,t !5sLxx
~x,z,t !1sTxx

~x,z,t !,

sLxx
~x,z,t !5rSv2S 2112cT

2S cosuL

cL
D 2D

3~AL coskLz
z1BL sinkLz

z!ej ~kxx2vt !,

sTxx
~x,z,t !52 j rSv2 sin 2uT~2AT sinkTz

z

1BT coskTz
z!ej ~kxx2vt !,

sxz~x,z,t !5sLxz
~x,z,t !1sTxz

~x,z,t !,

sLxz
~x,z,t !52 j rSv2cT sinuT

cosuL

cL

3~2AL sinkLz
z1BL coskLz

z!ej ~kxx2vt !,

sTxz
~x,z,t !5rSv2 cos 2uT~AT coskTz

z

1BT sinkTz
z!ej ~kxx2vt !,

szz~x,z,t !5sLzz
~x,z,t !1sTzz

~x,z,t !,
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Expressions of the mean strain energies assigned to longitu-
dinal waves
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~these expressions are valid foru,uC
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Expressions of the mean strain energies assigned to
transverse waves
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Some aspects of coupling-induced sound absorption
in enclosures
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It is known that the coupling between a modally reactive boundary structure of an enclosure and the
enclosed sound field induces absorption in the sound field. However, the effect of this absorption on
the sound-field response can vary significantly, even when material properties of the structure and
dimensions of the coupled system are not changed. Although there have been numerous
investigations of coupling between a structure and an enclosed sound field, little work has been done
in the area of sound absorption induced by the coupling. Therefore, characteristics of the absorption
are not well understood and the extent of its influence on the behavior of the sound-field response
is not clearly known. In this paper, the coupling of a boundary structure and an enclosed sound field
in frequency bands above the low-frequency range is considered. Three aspects of the
coupling-induced sound absorption are studied namely, the effects of exciting either the structure or
the sound field directly, damping in the uncoupled sound field and damping in the uncoupled
structure. The results provide an understanding of some features of the coupling-induced absorption
and its significance to the sound-field response. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1593062#

PACS numbers: 43.20.Ks, 43.20.Tb, 43.55.Br@MK #

LIST OF SYMBOLS

As ,h,rs surface area, thickness and density of structure
c0 ,r0 speed of sound in air and density of air
Fp ,Qp amplitudes of mechanical point force and vol-

ume velocity of monopole
Ms modal overlap factor of uncoupled structure
pext total complex sound pressure on external sur-

face of structure
q complex volume velocity of sound source per

unit volume of enclosure
r,s location vectors of observation point in enclo-

sure and on structure
r 0 ,s0 location vectors of monopole in enclosure and

mechanical point force on structure
Ta ,Tp averaged 60-dB decay times of uncoupled

acoustic modes and panel modes
t time
V0 volume of enclosure
hp averaged modal loss factor of uncoupled panel
u,g initial phases of mechanical point force and

noise emitted by monopole
v angular frequency

vL ,vU lower and upper angular frequency limits of ex-
citation band

v0 ,Dv angular center frequency and bandwidth of ex-
citation band

For thei th acoustic mode:

Fi ,j i forcing and sound absorption functions
^Fi& space-averaged forcing function~over As for

the location of mechanical point force and over
V0 for the location of monopole!

Fi
C,Fi

D cross-modal and direct-modal forcing functions
Pi complex modal amplitude of sound pressure
hai

s ,h̄ai
c loss factor due to acoustic–structural modal

coupling only and total loss factor

For thei th acoustic mode and thej th structural mode in their
uncoupled states:

Bj ,i ,V j ,i spatial- and frequency-matching factors for
their coupling

Mai ,Ms j modal masses
Tai ,Ts j 60-dB decay times
hai ,hs j loss factors
Fai ,Fs j mode-shape functions
vai ,vs j angular resonance frequencies

I. INTRODUCTION

Traditionally, the sound absorption at a boundary of an
enclosure and thus, the enclosed sound-field response, were

described using the locally reactive concept.1 This means
that the motion of each surface element of the boundary de-
pends only on the sound pressure in front of it and not on the
pressure at other surface elements. However, the use of this
concept is only a reasonable approximation in some cases.
Experimental evidence showed that for a modally reactive
boundary, the sound-field response actually depends on the

a!Author to whom correspondence should be addressed. Electronic mail:
ksum@mech.uwa.edu.au
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coupling between acoustic modes of the sound field and
structural modes of the boundary.2 Acoustic–structural
modal coupling is an area of continued research and the lit-
erature covering this area of investigation is very extensive.
Reviews of some studies in this respect have been
provided.3,4 In general, a large amount of the previous work
on acoustic–structural modal coupling can be summarized
into three categories. The first focused on the effect of acous-
tical loading of a structure by a backing enclosure on the
response of the structure. The studies were concerned with
fatigue failure of structures, sound scattering or radiation
from the structures~e.g., Refs. 5–9!. The second category
dealt with sound transmission into an enclosure through a
boundary structure~e.g., Refs. 10–12!. The work in the last
category mainly focused on developments and validations, or
applications of analytical or numerical methods for the pre-
diction of the enclosed sound-field and/or boundary struc-
tural responses~e.g., Refs. 13–21!. Therefore, characteristics
of the sound absorption induced by acoustic–structural
modal coupling have not been investigated in those studies.
Some work on the effect of the coupling on the sound-field
decay in an enclosure have been reported.3,22 By comparing
the behavior of the sound-field decay with and without the
coupling, the influence of the coupling-induced absorption
can be observed. However, the former3 was only concerned
with the sound-field response in the low-frequency range,
where the decay time of individual acoustic modes was stud-
ied. The latter22 was aimed at providing a physical interpre-
tation of Sabine’s absorption coefficient in terms of Statisti-
cal Energy Analysis in the high-frequency range. Knowledge
of the significance of coupling-induced absorption to the re-
sponse of an enclosed sound field at medium and high fre-
quencies is required, as those frequencies cover a large part
of the audible frequency range of human beings. Such
knowledge may also be useful for architectural acoustics,
since modally reactive structures are often found in rooms
and auditoriums.

In this paper, the response behavior of an enclosed
sound field that couples with a flexible vibrating boundary
structure is studied analytically for frequency bands above
the low-frequency range. An analytical model for a band-
limited steady-state sound-field response is first presented
briefly. This band-limited model allows the roles of
acoustic–structural modal coupling in the determination of
the sound-field response to be investigated separately. For
the case where the structure is externally excited by an inci-
dent acoustic wave and/or a distributed mechanical force in
which the sound field is driven only by the coupling, the
model shows that the coupling not only acts as a forcing
function of the sound field but also induces damping/
absorption in the sound field. The former is responsible for
sound radiation from the structure while the latter determines
the amount of sound that is being absorbed back by the struc-
ture. However, the coupling only plays a role as the latter, in
the case where the sound field is directly excited by an
acoustic source and the structure is driven only by the cou-
pling. The band-limited model is validated numerically for
the direct structural excitation and it is then used to study the
three aspects of the coupling-induced sound absorption men-

tioned in the abstract. Some results for the direct sound-field
excitation are included for comparisons. In both cases, fea-
tures of the coupling-induced absorption as well as its sig-
nificance to the sound-field response are discussed.

II. BAND-LIMITED MODEL AND NUMERICAL
VALIDATION

Consider an enclosed sound field that couples with a flat
plate-type boundary structure. The sound-field pressure and
structural velocity describe the response of the acoustic–
structural coupled system. In a modal analysis, the sound
pressure and the velocity are expanded in terms of
orthogonal/normal modes of the sound field and the struc-
ture, respectively. By introducing these expansions into the
equations of motion of the system, a set of modal equations
is obtained where the response of each normal mode can be
solved. The lengthy derivation of the modal equations is well
known and widely available~e.g., Refs. 12, 13, 23, 24!, but
analytical solutions to the modal response are complicated.25

However, a simplification of these solutions was justifiable
for the prediction of band-limited response of the system
above the low-frequency range and away from the first few
low-order normal modes,4 which is of concern here. There-
fore, by approximating the response of each acoustic mode
of the sound field in the same way as Ref. 4, the time- and
space-averaged mean-square sound pressure can be derived
as @see the Appendix for the derivation of Eqs.~1!–~11!#

^p2&5
r0

3c0
4

2V0
(
i 51

N

Fi~v!j i~v!. ~1!

In the above,

j i~v!5v2/@~vai
2 2v2!21~ h̄ai

c vai
2 !2#, ~2!

h̄ai
c 5hai1hai

s , ~3!

hai
s 5

~Asr0c0!2

Maivai
(
j 51

M Bj ,i
2

Ms j
V j ,i , ~4!

Bj ,i5
1

As
E

As

Fs jFai dA, ~5!

V j ,i55
1/hs jvs j~« j ,i

2 11!,

for Ts j<1.0 s or vs j5vai ;

tan21 « j ,i /2~vs j2vai!,

for Ts j.1.0 s, Tai'1.0 s or below;

@ tan21 « j ,i2tan21~« j ,i /2!#~vs j2vai!,

for Ts j.1.0 s, Tai@1.0 s,

~6!

« j ,i52~vs j2vai!/hs jvs j . ~7!

For the case where the structure is externally excited by an
incident acoustic wave and/or a distributed mechanical force
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while the sound field is driven only through its coupling with
the structure,

Fi~v!5Fi
D~v!1Fi

C~v!, ~8!

Fi
D~v!5

As
2v2

Mai
(
j 51

M Bj ,i
2 @*As

pextFs j dA#@*As
pext* Fs j dA#

Ms j
2 @~vs j

2 2v2!21~hs jvs j
2 !2#

,

~9!

Fi
C~v!5

2As
2v2

Mai
(
j 51

M21

(
k5 j 11

M Bj ,iBk,i@*As
pextFs j dA#@*As

pext* FskdA#

Ms jMsk

@~vs j
2 2v2!~vsk

2 2v2!1~hs jhskvs j
2 vsk

2 !#
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2 2v2!21~hs jvs j

2 !2#@~vsk
2 2v2!21~hskvsk

2 !2#
.

~10!

* denotes a complex conjugate. If the situation is reversed,
where the sound field is directly excited by an acoustic
source and the structure is driven only through its coupling
with the sound field, then

Fi~v!5
1

Mai
S E

V0

qFai dVD S E
V0

q* Fai dVD . ~11!

Equation~1! is derived in such a way that it provides a
means to define and to separately investigate the roles of
acoustic–structural modal coupling in the determination of
the sound-field response. The contribution of each acoustic
mode to the sound pressure is split into a forcing function
(Fi) and a sound absorption function (j i). Fi describes char-
acteristics of the excitation of thei th acoustic mode. On the
other hand,j i is in the form of the frequency response func-
tion of the mode, so it contains information of the resonance
frequency and damping of the mode@see Eq.~2!#.

As far asj i is concerned, Eqs.~3! and~4! show that the
modal coupling plays a role in providing damping to thei th
acoustic mode, regardless of whether the structure or the
sound field is directly excited. This added damping due to
the coupling is denoted ashai

s . It depends onBj ,i andV j ,i ,
which, respectively, describe the extent of spatial and fre-
quency matchings between thej th structural mode and the
i th acoustic mode in their uncoupled states@see Eqs.~5! and
~6!#. hai accounts only for the total sound absorption by air
and by other boundaries of the enclosure. It is regarded as the

background absorption in the sound field as far as the cou-
pling between the sound field and the structure is concerned.
Thus, h̄ai

c given by Eq.~3! is the loss factor of the acoustic
mode when the sound field is coupled to the structure. In
other words, the coupling actually redistributes the loss fac-
tor of each acoustic mode.

As far asFi is concerned, Eqs.~8!–~10! indicate that the
modal coupling also plays a role as a forcing function of the
i th acoustic mode, when only the structure is directly ex-
cited. In this case, the coupling acts in two ways: namely, as
a direct-modal excitation (Fi

D) and as a cross-modal excita-
tion (Fi

C) of the mode. In the former, the acoustic mode is
excited directly by thej th uncoupled structural mode@see
Eq. ~9!#. In the latter, the acoustic mode is excited indirectly
by the kth uncoupled structural mode through thej th un-
coupled structural mode@see Eq.~10!#. On the other hand,
the coupling does not have a role as a forcing function if
only the sound field is directly excited, sinceFi , given by
Eq. ~11!, is independent of the coupling.

A band-limited sound pressure can be obtained by aver-
aging Eq.~1! over a frequency band (@vL ,vU#) with a band-
width of Dv. For a direct sound-field excitation, the corre-
sponding analytical results have been presented.4 So, only
the analytical results for a direct structural excitation are pre-
sented here@see the Appendix for the derivation of Eqs.~12!
and ~13!#:

^p2&Dv5
r0

3c0
4

2V0 Dv 5 (
i 51

N KiKi*

Mai
E

vL

vU
j i~v!dv, for Ms.1 or Tp!1.0 s;

(
i 51

N As
2

Mai
(
j 51

M Bj ,i
2 @*As

pextFs j dA#@*As
pext* Fs j dA#

Ms j
2 Jj ,i~vU ,vL ,vs j ,vai ,hs j ,h̄ai

c !, otherwise,

~12!

Ki5As(
j 51

M Bj ,ivai@*As
pextFs j dA#

Ms j@~vs j
2 2vai

2 !1 j hs jvs j
2 #

. ~13!

Expressions for the frequency integral andJj ,i in Eq. ~12! are
available from the Appendix.

The band-limited model derived previously for a direct
sound-field excitation has been validated.4 Thus, only a vali-
dation to the band-limited model derived for a direct struc-

tural excitation@i.e., Eq.~12!# is provided here. The sound-
field response inside a rectangular parallelepiped enclosure
predicted by the model is compared to that evaluated by the
classical modal coupling method that employs a full math-
ematical solution.13 The sound field is coupled to a simply
supported panel located at an enclosure boundary, and vari-
ous different dimensions of the system as well as dampings
in the uncoupled panel and sound field were tested numeri-
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cally. Good agreements between both predictions were
achieved and some examples of the results are shown in Fig.
1. In these examples, the enclosure has dimensions of~0.868,
1.150, 1.000! m. The panel is made of aluminum, located at
z51.000 m and has an area of 0.86831.150 m2. It is di-
rectly driven by a mechanical point force at a random posi-
tion of ~0.152, 0.448! m on the surface. Two different com-
binations of averaged uncoupled panel and acoustic modal
decay times~i.e., Tp and Ta), and panel thicknesses (h
51.0 mm andh55.8 mm) are used. The averaged decay
times are then assigned to the uncoupled panel and acoustic
modes~i.e., Ts j54.4/hs jvs j5Tp andTai54.4/haivai5Ta).
The first two graphs present the sound-field response in a
narrow frequency bandwidth of 9 Hz. Above the low-
frequency range~e.g., .300 Hz!, it can be seen that the
results predicted by the band-limited model and the classical
modal coupling method agree well. It is obvious that the
former can still largely produce the envelope of the sound-
field response as predicted by the latter, even though there
are some discrepancies between the results. For example, the
existence of maxima in various medium-frequency bands is
well predicted by the band-limited model. For the case of
1/3-octave analysis, the trend of the sound-field response
with frequency is also reasonably well predicted@see Figs.

1~c! and 1~d!#. The discrepancies are more pronounced in the
low-frequency range because the band-limited model is for-
mulated only for an analysis above this frequency range,
where the coupling has been simplified mathematically~see
the Appendix!. Based on numerical tests, the simplification
of the coupling also limits the scope of the model toTp

,5 s for discrepancies within 3 dB in medium- and high-
frequency 1/3-octave bands. Nevertheless, this limit ofTp

already represents a wide range of averaged uncoupled panel
modal loss factor~i.e., hp54.4p/Tpv0) in those frequency
bands, starting from the order of 1024.

For an analysis above low frequencies, a large number
of acoustic and/or structural modes is involved. So, the clas-
sical modal coupling method requires the manipulation of
large complex matrices in order to achieve good convergence
in the mathematical solution to the coupled sound-field re-
sponse. However, this is avoided when the band-limited
model is used. Therefore, the reduction in computational ef-
fort and time is very significant and similar to that shown
previously,4 where only a very small fraction of the calcula-
tion time using the classical method is required. The re-
sponse in the required frequency band can also be obtained
straightaway in one calculation without having to evaluate
the response at each single frequency and then numerically
average the results over the band, as in the classical method.
In this case, the problem with frequency resolution is
avoided, especially when the sound field and/or structure are
lightly damped, where there is a risk of missing any peaks
associated with maxima in the sound-field response above
low frequencies when the selected resolution is too large.
Since the model gives a band-limited description of the
sound-field response, it provides a theoretical framework for
studying the influence of modal properties of the uncoupled
structure and sound field, and, thus, the overall band-
averaged effect of modal coupling, on the response above
low frequencies. As demonstrated in Fig. 1, the band-limited
model is useful also for the case of narrow-band excitations,
where there are insufficient resonance modes in the band for
reliable estimates using statistical methods. It has a potential
to be developed for the prediction and analysis of band-
limited sound-field response in practical acoustic–structural
coupled systems.

III. EFFECT OF COUPLING-INDUCED SOUND
ABSORPTION

In this section, a case study is presented, where the av-
eraged behavior of sound absorption induced by the coupling
between the sound field and the panel is investigated for a
direct panel excitation above the low-frequency range. A
space-averaged location of a mechanical point force over the
panel area is considered. The results are compared to those
of a direct sound-field excitation for a space-averaged loca-
tion of a monopole source over the enclosure volume. Al-
though the averaged results are investigated, the features of
the sound absorption obtained are generally similar to those
for a given location of the point excitation because the cou-
pling depends significantly on the modal properties of the
uncoupled panel and sound field.3 For a space average of the
point excitation location, Eq.~1! becomes

FIG. 1. Space-averaged sound-field response for a direct aluminum panel
excitation at~0.152, 0.448! m in 9 Hz frequency bands@~a!, ~b!# and 1/3-
octave bands@~c!, ~d!#.
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where @the derivation of Eq.~15! from Eqs. ~9!, ~10!, and
~11! is presented in the Appendix#
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Then, by averaging Eq.~14! over @vL ,vU#,
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c !, mechanical point force excitation;
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~16!

The derivation of Eq.~16! is also explained in the Appendix.
In Eq. ~16!, Fp

2/Dv andQp
2/Dv are, respectively, the power

spectral densities of the band-limited mechanical force and
noise emitted by the monopole.

The acoustic energy of the sound field can be deduced
from the sound pressure evaluated by Eq.~16! and it is pre-
sented in 1/3-octave bands for the coupling with a chipboard
panel ofh515.9 mm~see Fig. 2!. As the 1/3-octave band-
width and thus, the band energy, increase with frequency, the
energy spectral density~ESD! is considered where the band
energy is divided by the bandwidth. For each combination of
Tp andTa in the figure, it is assumed thatTs j5Tp andTai

5Ta so that the extent of the coupling-induced absorption in
one frequency band and another can be clearly observed and
compared. Also included are the results where such absorp-
tion is not considered~i.e., negligence of the coupling-
induced loss factor,hai

s ). Three aspects of the absorption are
studied for the same panel namely, the effects of the type of
excitation ~i.e., either a direct sound-field or a direct panel
excitation!, background absorption~i.e., Ta), and uncoupled
panel damping~i.e., Tp). Frequency bands above the 200 Hz
band are considered, where each of those bands have two or
more uncoupled acoustic modes for the enclosure system
used here. The product of the forcing and absorption func-
tions~i.e., ^^Fi&j i&Dv) is used to explain features of the three
aspects mentioned. Physically,^^Fi&j i&Dv represents the
acoustic potential energy stored in thei th mode because it is
directly related tô ^p2&&Dv as in Eq.~16!, and, thus, to the
ESD of the sound field. It also describes the net contribution
of the forcing and absorption terms, since both terms are
combined together.

For each of the two background absorptions~i.e., Ta

51 s andTa55 s) shown in Figs. 2~a! and~b!, it is obvious
that the effect of coupling-induced absorption on the ESD for

the direct panel excitation is much larger than that for the
direct sound-field excitation, although the same panel is
used. This observation can be explained as follows. For ex-
ample, consider the 800 Hz band, which has 45 uncoupled
acoustic modes~i.e., those with resonance frequencies that
lie within the band: mode number 61–105 if the fundamental
acoustic mode is numbered 1!. As far as the energies of these
modes due to the 800 Hz band-limited excitation is con-
cerned,^^Fi&j i&Dv}^Fi(vai)&/(hai1hai

s ) at or around the
resonance frequency of thei th mode~i.e., v5vai) sincej i

is inversely proportional toh̄ai
c @see Eq.~2!#. Figure 3 pre-

sents^^Fi&j i&Dv of the modes for the direct sound-field ex-
citation. Without the coupling-induced absorption,
^^Fi&j i&Dv}^Fi(vai)&/hai and the energies of all the modes
are comparable, aŝFi(vai)& is independent of the coupling
@see Eq.~15! for the monopole excitation#. Therefore, all the
modes initially dominate the band response. Since there is a
large energy flow between an uncoupled acoustic and panel
mode~i.e., largehai

s ) only when the modes are well coupled
in terms of proximity of their resonance frequencies and/or
mode-shape matching,3 the coupling is very selective.
Hence, the inclusion ofhai

s only significantly decreases
^^Fi&j i&Dv of a limited number of the dominant acoustic
modes in the band~e.g., modes 63, 64, 65, 84, and 85, as
shown in Fig. 3!. As examples, the proximity of the first two
modal indices and resonance frequencies of acoustic modes
63 and 65 to those of panel modes~5,3! and ~4,5!, respec-
tively, can be seen in Table I. As a result of the small number
of the dominant acoustic modes whose energies are signifi-
cantly affected when the coupling-induced absorption is in-
cluded, the overall ESD of the band does not change much.
For the direct panel excitation,̂Fi(vai)& depends on the
coupling. As^Fi(vai)& relates toBj ,i @see Eq.~15!# in the
same way ashai

s @see Eq.~4!#, the forcing function has the
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same dependency of mode-shape matching as the coupling-
induced absorption. In addition, Eq.~15! indicates that for
v5vai , where the energy of thei th acoustic mode is de-
fined for the band-limited excitation,^Fi(vai& increases with
the closeness ofvs j to vai . These mean that similar tohai

s ,

^Fi(vai)& is large only when the uncoupled acoustic and
panel modes are well coupled. So, without includinghai

s ,
only the five same well-coupled acoustic modes as before are
driven significantly, rather than all the modes in the band.
Thus, these modes initially dominate the band response@see
Fig. 4~a!#. Since these modes are well coupled, they dissipate
also a large amount of acoustic energy through the coupling
when the panel absorbs back some energy from the sound
field ~i.e., the inclusion ofhai

s ). Hence, in contrast to the
direct sound-field excitation, all the dominant modes in the
band are attenuated significantly by the coupling-induced ab-
sorption@see Fig. 4~a!#. As a result, the contribution of such
absorption to the ESD for the direct panel excitation is more
than that for the direct sound-field excitation, as seen in Figs.
2~a! and ~b!, although the same panel is used in both cases.
The above explanation for the 800 Hz band is also applicable
for other frequency bands under consideration.

The extent of the sound absorption induced by the cou-
pling also depends on the background absorption. The results
in Figs. 2~a! and~b! show that the coupling-induced absorp-
tion gives only a little contribution to the sound-field re-
sponse when the background absorption is high, andvice
versa~for example, compareTa51 s toTa55 s). This con-
tribution can be insignificant in the former case even though
the panel is directly excited@e.g., Fig. 2~b! indicates that the
coupling-induced absorption only attenuates the response in
most bands by about half or less~<3 dB! when Ta51 s].
Figure 5 shows the uncoupled part (hai) and the coupled
part (hai

s ) of the total loss factor of each acoustic mode in
the 800 Hz band. WhenTa51 s, hai is about twice the order

TABLE I. The dominant uncoupled acoustic modes in the 630 and 800 Hz
bands and their main contributing uncoupled chipboard panel modes.

Acoustic modes Panel modes
Mode number Modal indicesvai/2p ~Hz! Modal indices vs j/2p ~Hz!

40 ~1,3,2! 599.108 ~4,4! 596.274
41 ~2,2,2! 604.052 ~5,1! 607.066
56 ~0,0,4! 688.000

~1,7! 686.492
57 ~0,4,2! 690.110
63 ~2,2,3! 716.100 ~5,3! 715.270
65 ~1,4,2! 717.996 ~4,5! 718.004

FIG. 2. Sound-field energy spectral density in 1/3-octave bands for the
coupling with a chipboard panel ofh515.9 mm and a space average of
excitation location.~a! Direct sound-field excitation by a monopole forTp

50.5 s; Direct panel excitation for~b! Tp50.5 s and~c! Ta55.0 s.

FIG. 3. The product of forcing and absorption functions of each acoustic mode in the 800 Hz band for the monopole excitation and coupling with the
chipboard panel.
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of magnitude larger thanhai
s for most modes. It can also be

seen thathai
s is larger thanhai only for two well-coupled

modes~i.e., modes 63 and 65!. So, for the majority of the
modes, the coupling-induced absorption is submerged in a
high background absorption and contributes only a small
fraction of the total sound absorption and hence the modal
energy since ^^Fi&j i&Dv}^Fi(vai)&/h̄ai

c 5^Fi(vai)&/(hai

1hai
s ). The consequence of the small contribution is shown

in the first graphs in Figs. 3 and 4~a!. It is obvious that all the
acoustic modes have already been attenuated significantly
before the coupling-induced absorption is included. The
presence of this absorption further attenuates significantly
modes 63 and 65 only, while all the other modes are affected
by negligible amounts because of their very smallhai

s com-
pared tohai . WhenTa55 s, hai reduces by five times from
that for Ta51 s, and, thus, becomes about an order of mag-
nitude larger thanhai

s for most modes rather than twice the
order as before~see Fig. 5!. So, hai

s is now larger thanhai

for five well-coupled modes instead of two. Therefore, in this
case, the contribution of the coupling-induced absorption to

the overall sound absorption is larger than before. This in-
creased influence as well as the decreased influence of the
background absorption are reflected in the energy distribu-
tion of the acoustic modes in the band. Whenhai

s is not
included, the second graph in Fig. 3 and the last two graphs
in Fig. 4~a! for Ta55 s show that all the modes are not
attenuated by much initially as compared to those forTa

51 s because of the low background absorption. Thus, more
of the modes, especially those well-coupled ones, can be
attenuated further by substantial amounts whenhai

s is in-
cluded. The same explanation can also be applied for other
frequency bands@e.g., Fig. 4~b! for the 630 Hz band also
illustrates the same phenomenon as in the 800 Hz band men-
tioned above#. It is why the coupling-induced absorption
contributes more to the sound-field response when the back-
ground absorption is low, as seen in Figs. 2~a! and~b!, even
though material properties of the panel and the dimensions of
the coupled system are not changed.

For the direct panel excitation, the behavior of
^^Fi&j i&Dv depends only on̂Fi(vai)& if hai

s in j i is either
not included or negligibly smaller thanhai . For example,
Fig. 2~b! for Ta51 s shows that the shapes of the sound-field
response with and without the coupling-induced absorption
are about the same. Hence, the coupling plays a more impor-
tant role in the forcing function than in the sound absorption,
since the former solely determines the frequency trend of the
response. WhenTa55 s, the sound-field response is also
controlled by the coupling-induced absorption apart from the
forcing function, and this is indicated by large differences in
the response with and without the absorption@see Fig. 2~b!#.
Such an influence of the absorption can be increased further
by reducing the uncoupled panel damping~for example, in-
creaseTp to 1.5 s!. For the same panel, this damping varies
with the panel mounting conditions and/or the characteristics
of the sound field on the panel external surface. Whenv

FIG. 4. The product of forcing and absorption functions of each acoustic mode in the~a! 800 Hz band and~b! 630 Hz band, for the direct chipboard panel
excitation.

FIG. 5. The uncoupled and coupled parts of the total loss factor of each
acoustic mode in the 800 Hz band for the coupling with the chipboard panel
(Tp50.5 s).
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5vai and vs j is close tovai , the uncoupled acoustic and
panel modes are well coupled in terms of resonance frequen-
cies, and Eq.~15! indicates that̂ Fi(vai)& is inversely pro-
portional to hs j ~i.e., directly proportional toTp). So, the
sound-field response without the coupling-induced absorp-
tion increases significantly asTp is changed from 0.5 to 1.5
s @see Fig. 2~c!#. It is obvious that the shapes of the response
with and without the absorption are also partly different now.
For instance, whenTp51.5 s, the response determined only
by the forcing function has maxima in the 400, 800, 1600,
and 2500 Hz bands. When the coupling-induced absorption
is included, the resulting response in the 630 Hz band be-
comes a maximum instead of the 800 Hz band, and the maxi-
mum in the 2500 Hz band disappears. This observation is
explained as follows. For example, consider the 630 and 800
Hz bands. The dominant acoustic modes before the inclusion
of hai

s and their sole main contributing uncoupled panel
modes are shown in Table I for both bands. Figure 6 shows
h̄ai

c of the acoustic modes for five values ofTp varying from
0.25 to 2 s. The corresponding half-power bandwidths
(52.2/Tp) of the panel modes are thus, 8.8, 4.4, 2.2, 1.47,
and 1.1 Hz. Guided by Table I, acoustic modes 63 and 65 in
the 800 Hz band, respectively, always lie within the half-
power bandwidths of panel modes~5,3! and~4,5! for most of
the values ofTp considered~i.e., always well coupled in
terms of resonance frequencies!. So, h̄ai

c of both acoustic
modes increases significantly withTp ~see Fig. 6!, which
indicates that the resistance of the two panel modes to ac-
quiring energy decreases. In the 630 Hz band, acoustic
modes 40, 41, 56 and 57 lie within the half-power band-
widths of their main contributing panel modes only when
Tp50.25 s~see Table I!. As a result,h̄ai

c of these acoustic
modes does not vary much with the values ofTp under con-
sideration. The change inh̄ai

c of each dominant mode in both
bands is reflected in the modal energy distribution shown in
the last two graphs in Figs. 4~a! and~b!, respectively. When
Tp increases from 0.5 to 1.5 s in the 800 Hz band, the at-
tenuation of modes 63 and 65 by the coupling-induced ab-
sorption increases from about an order of magnitude to more
than twice the order. However, in the 630 Hz band, the at-
tenuation of modes 40, 41, 56, and 57 does not change much
whenTp is increased. In other words, the panel absorbs back
a significantly larger amount of acoustic energy in the 800

Hz band than that in the 630 Hz band. Hence, in the resulting
response shown in Fig. 2~c!, the maximum in the former
disappears but appears in the latter if the coupling-induced
absorption is included. The above explanation can be used
for the 2500 Hz band as well.

IV. CONCLUSIONS

An analytical model for a band-limited response of an
enclosed sound field that couples with a flexible vibrating
boundary structure has been presented. It was validated nu-
merically for the case of a direct mechanical excitation of the
structure where the sound field is driven only through
acoustic–structural modal coupling. Some advantages of the
band-limited model over the classical modal coupling
method for an analysis above low frequencies have been re-
viewed and summarized. The model also provides a theoret-
ical framework for studying the influence of modal proper-
ties of the uncoupled structure and sound field, and therefore
the overall band-averaged effect of the modal coupling since
it gives a band-limited description of the sound-field re-
sponse. For the case of a direct structural excitation, this
description allows the effects of the coupling in the forcing
function and in the sound absorption to be investigated sepa-
rately. The former is responsible for sound radiation from the
structure while the latter describes the acoustic energy that is
absorbed back by the structure. By using the band-limited
model, three aspects of the coupling-induced sound absorp-
tion above the low-frequency range have been studied. First,
when the structure is directly excited, such absorption is
much more significant than that when the sound field is di-
rectly excited. In the latter, only a limited number of domi-
nant acoustic modes are attenuated by the coupling-induced
absorption, while in the former, all the dominant modes are
attenuated since they are the same modes that dominate such
absorption. Second, the effect of the coupling-induced ab-
sorption on the sound-field response increases with the de-
crease in the background absorption. This is because of an
increased fractional contribution of the coupling-induced ab-
sorption to the total absorption in the sound field. Third,
when the structure is directly excited and the background
absorption is high and/or uncoupled panel is not lightly
damped, only the forcing function~i.e., radiation from the
structure! is in control of the sound-field behavior because
the influence of the coupling-induced absorption is negligi-
bly small. When the background absorption is low and/or
uncoupled panel is lightly damped, the panel not only ab-
sorbs back a significant amount of acoustic energy from the
sound field, but the coupling-induced absorption in certain
bands is also much higher than that in others. Thus, the level
and shape of the sound-field response determined only by the
forcing function are changed considerably by the absorption.
Hence, both the forcing function and the coupling-induced
absorption~i.e., both radiation and absorption of the struc-
ture! are in control of the resulting sound-field response. This
study has provided an understanding of some features of the
coupling-induced absorption and its significance to the
sound-field response. The band-limited model presented here

FIG. 6. The total loss factors of the dominant acoustic modes in the 630 and
800 Hz bands versus the averaged uncoupled panel modal decay time for the
coupling with the chipboard panel (Ta55.0 s).
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can be further developed into a more general format for the
prediction of sound-field response in irregular enclosures and
the work is underway.

APPENDIX: SUMMARY OF THE DERIVATION OF EQS.
„1…–„16…

From a modal coupling analysis, an analytical solution
to the response of thei th acoustic mode of an acoustic-
structural coupled system has been obtained.25 By neglecting
acoustic modal cross-coupling terms of the mode and the
shift of its resonance frequency due to acoustic–structural
modal coupling, the solution can be written as

Pi'
j v~r0c0!2

Mai~vai
2 2v21 j hai

c vai
2 !

35
j vAs(

j 51

M Bj ,i*As
pextFs jdA

Ms j~vs j
2 2v21 j hs jvs j

2 !
,

direct structural excitation;

E
V0

qFai dV, direct sound field excitation,

~A1!

where

hai
c 5hai1

~Asr0c0!2v

Maivai
2 (

j 51

M Bj ,i
2

hs jvs jMs j
S 1

«s j
2 11D , ~A2!

«s j52~vs j2v!/hs jvs j . ~A3!

The negligence of the cross-coupling terms has been jus-
tified for an analysis above low frequencies and away from
the first few low-order normal modes of the system,4,25

which is of concern here. It was also shown to be well-
adapted for light fluid coupling.19 On the other hand, the
effect of acoustic–structural modal coupling on the shift of
resonance frequency was shown to be significant only for the
first few acoustic modes.3 The same conclusion was obtained
for the shift of resonance frequencies of structural modes.6

In Eq. ~A1!, the hai
c vai

2 term is dominant over the
vai

2 2v2 term for an excitation frequency within the half-
power bandwidth of the coupled acoustic mode, but
uvai

2 2v2u@hai
c vai

2 at other excitation frequencies. There-
fore, an averaged term ofhai

c defined over the half-power
bandwidth can be used to replacehai

c in Eq. ~A1!. This av-
eraged term is the loss factor of the mode (h̄ai

c ) that has a
physical meaning only within the half-power bandwidth. In
order to obtainh̄ai

c , Eq. ~A2! is used where three conditions
are considered. The first condition isTs j<1.0 s, where the
half-power bandwidth of thej th uncoupled structural mode
is quite broad. In this case, 1/(«s j

2 11) in Eq. ~A2! varies
slowly with v in the half-power bandwidth of the acoustic
mode, so it can be evaluated atvai . Equation ~A2! then
yields

h̄ai
c 5hai1

~Asr0c0!2

Maivai
(
j 51

M Bj ,i
2

hs jvs jMs j
S 1

« j ,i
2 11D , ~A4!

« j ,i52~vs j2vai!/hs jvs j . ~A5!

WhenTs j.1.0 s, the half-power bandwidth of the uncoupled
structural mode is very narrow, and it can be shown that
1/(«s j

2 11) varies by an order of magnitude or more withv
aroundvs j . In this case, the evaluation of 1/(«s j

2 11) atvai

may not be sufficient to produce an accurate expression for
h̄ai

c . Thus, it is necessary to establish accurate expressions
from Eq. ~A2!, where the remaining two conditions are con-
sidered, namely,Tai'1.0 s or below, andTai@1.0 s. When
Tai'1.0 s or below, the half-power bandwidth of the acous-
tic mode is broad so a large portion of the response curve of
the structural mode betweenvai and vs j lies in the band-
width if vs j is in the vicinity of vai . So, an averaged value
of hai

c over the full @vai ,vs j# interval can be used as an
approximation toh̄ai

c , i.e.,

1

vs j2vai
E

vai

vs j
1/~«s j

2 11!dv

that holds for bothvs j.vai and vs j,vai . After the inte-
gration, Eq.~A2! yields

h̄ai
c 5hai1

~Asr0c0!2

2Maivai
(
j 51

M Bj ,i
2

Ms j~vs j2vai!
tan21 « j ,i .

~A6!

In the case wherevs j is far away fromvai , only a small
portion of the response curve of the structural mode between
vai andvs j lies in the half-power bandwidth of the acoustic
mode. Although the full@vai ,vs j# interval is used, the above
integral is negligibly small and its effect onh̄ai

c is insignifi-
cant. WhenTai@1.0 s, the portion of the response curve ly-
ing within the half-power bandwidth is also small, even
thoughvs j is very close tovai , because the bandwidth is
now very narrow. However, this can be accounted for by
reducing the integration interval where half of the@vai ,vs j#
interval on thevai side is used as an approximation. The
above integral then becomes

2

vs j2vai
E

vai

~vs j1vai!/2
1/~«s j

2 11!dv.

Hence, Eq.~A2! yields

h̄ai
c 5hai1

~Asr0c0!2

Maivai
(
j 51

M Bj ,i
2

Ms j~vs j2vai!

3S tan21 « j ,i2tan21
« j ,i

2 D . ~A7!

h̄ai
c given by Eqs.~A4!, ~A6!, and~A7! can be written in the

form of Eq. ~3! and then expressed in terms of a frequency-
matching factor (V j ,i), where Eq.~6! is obtained.

The time- and space-averaged mean-square sound-field
pressure is given by
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^p2&5
1

2V0
E

V0
S (

i 51

N

PiFaiD S (
i 51

N

PiFaiD *
dV,

5
1

2r0V0
(
i 51

N

Pi Pi* Mai , for orthogonal conditions.

~A8!

The second term in Eq.~A8! is derived from the first term by
using the properties of orthogonality for all the acoustic
modes,13,23,24i.e.,

E
V0

FaiFa j dV5H 0, if j Þ i ;

Mai /r0 , for j 5 i .
~A9!

Upon substitutingPi from Eq. ~A1! ~with hai
c replaced by

h̄ai
c ) into the second term of Eq.~A8! and arranging math-

ematical terms, Eq.~1! is obtained. By an analogy to the case
of a direct sound-field excitation.4

Fi
D andFi

C , given by Eqs.~9! and~10! for the case of a
direct structural excitation, are smooth functions ofv and
their values are comparable ifMs.1 or Tp!1.0 s. There-
fore, these forcing functions can be approximately evaluated
at vai , where the response of the acoustic mode is large and
most important. Then, it can be shown thatFi

D(vai)
1Fi

C(vai)5KiKi* /Mai , whereKi is given by Eq.~13!. Sub-
sequently, a band-limited sound pressure is obtained by inte-
grating Eq.~1! over @vL ,vU# and dividing it byDv:

^p2&Dv5
r0

3c0
4

2V0Dv (
i 51

N KiKi*

Mai
E

vL

vU
j i~v!dv. ~A10!

If the condition ofMs.1 or Tp!1.0 s is not satisfied, then
by an analogy to the case of a direct sound-field excitation
again,4 Fi

C is negligibly small compared toFi
D . Thus, Fi

'Fi
D and by using Eq.~9!, the band-averaged sound pres-

sure derived from Eq.~1! can be written as

^p2&Dv5
r0

3c0
4

2V0 Dv (
i 51

N As
2

Mai
(
j 51

M Bj ,i
2 @*As

pextFs j dA#@*As
pext* Fs j dA#

Ms j
2

3E
vL

vU v4

@~vs j
2 2v2!21~hs jvs j

2 !2#@~vai
2 2v2!21~ h̄ai

c vai
2 !2#

dv. ~A11!

Equations~A10! and ~A11! are shown in Eq.~12!, whereJj ,i in the latter denotes the frequency integral in Eq.~A11!. The
analytical solution to the integral in Eq.~A10! is obtained asI (vU)2I (vL), where

I ~v!5
~caiAai1daiBai!

2~Aai
2 1Bai

2 !
lnF ~v1Aai!

21Bai
2

~v2Aai!
21Bai

2 G
1

~caiBai2daiAai!

2~Aai
2 1Bai

2 !

3tan21F 4Baiv~v22Aai
2 2Bai

2 !

~v22Aai
2 2Bai

2 !22~2Baiv!2G , ~A12!

Aai5vai
A~11A11h̄ai

c2!/2, ~A13!

Bai5vai
A~A11h̄ai

c221!/2, ~A14!

cai520.5, ~A15!

dai50.5/h̄ai
c . ~A16!

On the other hand, the analytical solution to the frequency
integral in Eq. ~A11! is obtained as I 1(vU)2I 1(vL)
1I 2(vU)2I 2(vL), where

I 1~v!5
~cj ,iAs j1dj ,iBs j!

2~As j
2 1Bs j

2 !
lnF ~v1As j!

21Bs j
2
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21Bs j
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2 !
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2 2Bs j
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2 !2

22vai
2 vs j

2 @2~vai
2 2vs j

2 !212~ h̄ai
c2vai

4 1hs j
2 vs j

4 !

1vai
2 vs j

2 ~12h̄ai
c2!~12hs j

2 !#%,

'2h̄ai
c hs jvai

8 ~ h̄ai
c22hs j

2 !2, if vs j'vai . ~A27!

The values of the arctangent terms in Eqs.~A12!, ~A17!, and
~A18! vary from 0 to 2p.

If the structure is directly excited by a steady-state har-
monic mechanical point force, thenpext5Fpd(s
2s0)ej (vt1u), whered is a Dirac delta function and has a
unit of m22. If the sound field is directly excited by a steady-
state harmonic monopole, thenq5Qpd(r 2r 0)ej (vt1g)

whered has a unit of m23 in this case. By using these ex-
pressions, the product of integrals in Eqs.~9!–~11!, respec-
tively, becomes Fp

2Fs j
2 (s0), Fp

2Fs j(s0)Fsk(s0), and
Qp

2Fai
2 (r 0). By applying orthogonal conditions for all the

structural modes,13,23,24i.e.,

E
As

Fsi Fs jdA5H 0, if iÞ j ;

Ms j /rsh, if i 5 j ,

the first term subsequently becomesFp
2Ms j /rshAs when in-

tegrated with respect to the position of the point force and
divided byAs , while the second term vanishes. On the other
hand, by applying Eq.~A9!, the third term becomes
Qp

2Mai /r0V0 when integrated with respect to the position of
the monopole and divided byV0 . If these results are used for
the product of integrals in Eqs.~9!–~11!, then a space-
averaged forcing function (^Fi&) shown in Eq.~15! is ob-
tained. Hence, Eq.~16! can be obtained from Eq.~14! when
one multiplies the expression forj i given by Eq.~2! with
those of^Fi&, integrating over@vL ,vU# and then, dividing
by Dv.
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A time–frequency representation~TFR! is used to analyze the interaction of a multimode and
dispersive Lamb wave with a notch, and then serves as the basis for a correlation technique to locate
the notch. The experimental procedure uses a laser source and a dual-probe laser interferometer to
generate and detect Lamb waves in a notched plate. The high fidelity, broad-bandwidth, point-like
and noncontact nature of laser ultrasonics are critical to the success of this study, making it possible
to experimentally measure transient Lamb waves without any frequency biases. A specific TFR, the
reassigned spectrogram, is used to resolve the dispersion curves of the individual modes of the plate,
and then the slowness-frequency representation~SFR! of the plate is calculated from this reassigned
spectrogram. By considering the notch to be an additional~second! source, the reflected and
transmitted contributions of each Lamb mode are automatically identified using the SFRs. These
results are then used to develop a quantitative understanding of the interaction of an incident Lamb
wave with a notch, helping to identify mode conversion. Finally, two complementary, automated
localization techniques are developed based on this understanding of scattering of Lamb waves.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1593058#

PACS numbers: 43.20.Mv, 43.35.Cg@YHB#

I. INTRODUCTION

Our objective in this research is to develop an automated
methodology that uses multimode and dispersive Lamb
waves to locate a notch. The experimental procedure uses a
laser source and a dual-probe laser interferometer to generate
and detect Lamb waves in both notched and perfect plates.
The high fidelity, broad-bandwidth, point-like, and noncon-
tact nature of laser ultrasonics are critical to the success of
this study, making it possible to measure transient Lamb
waves without any frequency biases. Experimentally mea-
sured time–domain Lamb waves are first transformed into
the time–frequency domain by calculating the reassigned
spectrogram, a time–frequency representation~TFR!; this
TFR resolves the individual modes of the plate and generates
its dispersion curves. The reassigned spectrogram is then
normalized with respect to propagation distance by convert-
ing it to a slowness-frequency representation~SFR!—this is
a quick and simple calculation.

A procedure is then developed to identify the reflected
and transmitted contributions of each Lamb mode by consid-
ering the notch to be an additional~second! source. The
SFRs from each of the interferometric probes~and in both

the perfect and notched plates! are compared, and modes are
automatically classified into different cases, depending on
their interaction with the notch. These results are used to
develop a quantitative understanding of the interaction of an
incident Lamb wave with a notch, helping to identify mode
conversion.

Finally, two complementary, automated localization
techniques are developed based on this understanding of the
scattering of Lamb waves. One technique isolates the contri-
butions of the signal reflected from the notch by performing
a correlation of a series of SFR spectra, each calculated with
different, assumed propagation distances. This correlation
technique uses an understanding of Lamb wave scattering—
for example, the knowledge such as which modes are re-
flected, but not mode converted~and through which frequen-
cies! helps refine the proposed correlation localization
procedure. The second technique uses a goodness-of-fit met-
ric when allocating~identifying! the transmitted, and mode
converted wave field to determine the notch location. These
two complementary techniques can be combined to provide
two independent predictions~and thus increase accuracy!, or
can be used separately. Considering the arbitrary nature of
the geometric relationship between the notch, the source, and
each of the receivers in a real application, this robustness is
especially important; the effectiveness of the proposed local-

a!Author to whom correspondence should be addressed. Electronic mail:
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677J. Acoust. Soc. Am. 114 (2), August 2003 0001-4966/2003/114(2)/677/9/$19.00 © 2003 Acoustical Society of America



ization procedure is not dependent on the notch being located
between the laser source and the receivers.

Previous researchers have used Lamb waves for material
characterization~see Chimenti1 for details!, but a Lamb
wave’s multimode and dispersive nature makes an interpre-
tation of time–domain signals difficult. In contrast, TFRs
operate on time–domain signals, are capable of resolving the
individual modes of a plate, and naturally lead to the
slowness-frequency representation. TFRs are well known in
the signal processing community~see Cohen2 for a review of
TFRs!. Previous research has shown that TFRs based on the
short-time Fourier transform~STFT!—spectrogram, reas-
signed spectrogram3—and the ~pseudo! Wigner–Ville
distribution4 are particularly well suited for representing
Lamb waves. The spectrogram is effective in this application
because of its constant time–frequency resolution over all
times and frequencies.3 Lemistre et al.5 and Wilcox et al.6

used the TFRs of Lamb waves for the damage detection in
composite plates, while Valleet al.7 used time-of-flight infor-
mation calculated from a reassigned spectrogram to locate
notches in cylinders. Hurlebauset al.8 used the TFRs of
Lamb waves and a correlation of the reflected contribution to
localize notches in plates, but their research does not require
~nor was it developed with! an understanding of the scatter-
ing of a Lamb wave by a notch.

Previous researchers have studied the interaction of
guided Lamb waves with a crack. Liuet al.9 investigated
transient scattering of Lamb waves by a surface-breaking
crack, while Cho and Rose10 applied the boundary element
method to determine the transmission and reflection coeffi-
cients from a surface breaking defect. Lowe and Diligent,11

and Diligent et al.12 examined the scattering of the lowest
symmetric (s0) mode from both a rectangular notch, and
from a through thickness hole, respectively. Castaingset al.13

used modal decomposition and an air-coupled ultrasonic re-
ceiver to model the interaction of Lamb waves with a crack;
this study used the noncontact and high fidelity nature of
air-coupled ultrasound, and generated selected modes
~through a limited frequency bandwidth! with an interdigital-
like ~IDT! transmitter. This is in contrast to the current re-
search that generates a broadband, multimode Lamb wave,
and then relies on signal processing~the reassigned spectro-
gram! to resolve the individual modes of the plate. Note that
an alternative approach is to use the two-dimensional Fourier
transform~2D-FT!14,15 to develop the dispersion curves. The
2D-FT is robust, but has the disadvantage that it requires
multiple, equally spaced waveforms. In contrast, the current
approach only requires a single waveform, while the process-
ing involved in transforming this single time–domain Lamb
wave to a SFR is computationally straightforward, and can
be easily automated.

II. EXPERIMENTAL PROCEDURE, TIME–FREQUENCY
AND SLOWNESS-FREQUENCY REPRESENTATIONS

The experimental procedure makes high fidelity,
resonance-free, point-like noncontact measurements of Lamb
waves over a wide frequency range~100 kHz to 10 MHz!.
Broadband Lamb waves are generated with an Nd:YAG laser
source~see Scruby and Drain16 for details on laser ultrason-

ics!. Laser detection of these waves is accomplished with a
dual-probe, heterodyne laser interferometer originally devel-
oped by Bruttomessoet al.,17 and extended by Hurlebaus18

to be a dual-probe receiver. This instrument uses the Doppler
shift to simultaneously measure out-of-plane surface velocity
~particle velocity! at two points on the surface of the plate.
The Nd:YAG laser fires~at t50) and generates a Lamb
wave at the source location~ablation source!. This Lamb
wave is independently measured by each of the interferomet-
ric probes~as a transient, time–domain signal!, discretized
using a digital oscilloscope with a sampling frequency of 100
MHz, low-passed filtered~a linear phase analog Bessel filter!
at 10 MHz, and averaged over 60 Nd:YAG shots~to increase
the signal-to-noise ratio!.

Two different plate specimens are considered in this re-
search. One plate specimen has no defects and is identified as
the ‘‘perfect plate,’’ while the second has a single milled
notch and is referred to as the ‘‘notched plate’’—the plates
are identical otherwise, made of 3003 aluminum, with di-
mensions of 305 mm3610 mm30.99 mm. The notch has a
depth of 0.560.1 mm, a width,w, of 1.660.1 mm, a length
of 305 mm~full plate width! and is located on the centerline
of the 610 mm dimension of the plate. The relatively large
plate size (305 mm3610 mm) is needed to minimize the
interference of reflections from the plate edges and all mea-
surements are made in the center of the plate. Figure 1 shows
the notched plate specimen, together with the location of the
laser source and each of the two interferometric probes—the
source and probe 1 are always on one side of the notch,
while probe 2 is on the opposite side of the notch. Note that
the source and both receiving probes are on the same face of
the plate, while the notch is on the opposite~inaccessible!
face. d1 is the distance from source to probe 1,d0 is the
distance from probe 1 to the centerline of the notch, andd2 is
the distance from the centerline of the notch to probe 2.
Define d35d11d0 , d45d31d2 , andd55d112d0 . Lamb
waves are measured at a variety of propagation distances~for
comparison and verification purposes! by holdingd0 andd2

fixed ~30 mm each, which is approximately 30 plate thick-
nesses! for all experiments, and varyingd1 from 50 to 85
mm ~in 5 mm increments!.

A time–domain Lamb wave signal is transformed into
the time–frequency domain using the STFT, essentially
chopping the signal into a series of small overlapping pieces.
Each of these pieces is windowed and then individually Fou-

FIG. 1. Experimental setup~dimensions in mm!.
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rier transformed.2 The STFT of a time–domain signal,s(t),
is defined as

S~v,t !5
1

2p E
2`

`

e2 ivts~t!h~t2t !dt, ~1!

where h(t) is the window function andv is angular fre-
quency. The energy density spectrum of a STFT is defined as

Ed~v,t !5uS~v,t !u2, ~2!

and is called a spectrogram.
TFRs such as the spectrogram suffer from the Heisen-

berg uncertainty principle, making it impossible to simulta-
neously have perfect resolution in both time and frequency.2

The resolutions in time and frequency are related to each
other, and limited by the inequality,s t

2sw
2 >0.25, wheres t

and sw are the standard deviations for time and frequency,
respectively. The equality holds for a Gaussian window
@h(t) in Eq. ~1!#; the current research uses a Hanning win-
dow to compute the STFT because it allows for relatively
small signal distortion, while ensuring smoothness of the
windowed signal.19 The time–frequency resolution of a spec-
trogram is solely controlled by the window size and type,
and is independent of frequency. Choosing a narrow window
provides for good resolution in time, but poor resolution in
frequency, whereas a wide window leads to better frequency
resolution and worse time resolution. This study uses a 384-
point window for the time–domain signals measured at a 100
MHz sampling frequency~see Niethammeret al.3 for de-
tails!.

An improvement in the time–frequency resolution of a
spectrogram is achieved by applying the reassignment
method, developed by Auger and Flandrin.20 The reassign-
ment method reduces the time–frequency spread of a spec-
trogram by relocating ‘‘energy’’ from its old position, coor-
dinates~t, v!, to new, reassigned coordinates, (t̂ ,v̂).

The reassigned spectrogram transforms an experimen-
tally measured time–domain Lamb wave signal into the
time–frequency domain. This transformation enables a more
quantitative interpretation of the Lamb wave,3 but it is still
difficult to compare reassigned spectrograms of measure-
ments made with different propagation distances. This diffi-
culty is due to the fact that arrival time is a function of
propagation distance, which causes different time shifts for
different propagation distances. It is possible to normalize
these Lamb waves with respect to propagation distance by
considering either the group velocity–frequency representa-
tion, or the slowness-frequency representation~SFR!. Define
group velocity,cg , for any propagation distance,d, and time,
t ~for each frequency! as cg5d/t, while ~energy! slowness,
sle , is defined assle5t/d.

The calculation of group velocity from a TFR~like the
reassigned spectrogram! with a fixed propagation distanced
is a nonlinear operation int that transforms an equally
spaced time grid to an unequally spaced grid in group veloc-
ity, cg . This is in contrast to the slowness transformation,
which is a linear operation int—the equally spaced time grid
is transformed to an equally spaced grid in~energy! slow-

ness,sle . Transformation nonlinearities are avoided by se-
lecting the SFR to represent the experimentally measured
time–domain Lamb wave signals.

III. EXPERIMENTAL INTERACTION OF A LAMB WAVE
WITH A NOTCH

Figure 2 shows the square root~for better visibility! of
the energy density spectrum of the SFR~obtained from the
reassigned spectrogram! measured in the perfect plate for a
propagation distance of 70 mm, together with the theoretical
Rayleigh–Lamb solution,21 presented as solid lines and iden-
tified as either symmetric,si , or antisymmetric,ai , modes.
There is excellent definition of seven experimentally mea-
sured modes (s02s2 anda02a3) and all these experimental
modes match the theoretical solution~no experimental
modes are unaccounted for!. Interference during the reas-
signment procedure causes some ‘‘fuzziness’’ in the vicinity
of the intersection of modes.3 Note that Fig. 2 is also a rep-
resentation of the propensity of a particular mode to be ex-
cited by the laser source~and noting that the laser interfer-
ometer used in this study only measures out-of-plane
motion!, meaning that not all portions of a mode~e.g., a1

below 2 MHz! can be considered in this study. However, Fig.
2 can be thought of as the SFR of the Lamb wave that is
incident on the notch~in the notched plate specimen!.

Now consider SFRs for the notched plate. Note that the
notch location is now assumed to beknownin order to study
the scattering phenomena; this knowledge will then be used
to determine an unknown notch location in Sec. IV. Figures
3~a!–~b! show the SFRs for propagation distances of 70 mm
(d1) and 130 mm (d4)—simultaneously measured by probes
1 and 2, respectively—together with the theoretical solution
for theperfect plate, presented as solid lines. Modes above a
slowness of about 650ms/m in Fig. 3~b! that do not match
any theoretical mode lines are due to reflections from the
plate edges, are spurious, and are not included in the follow-
ing discussions. A comparison of SFRs of the perfect plate
and the notched plate shows that a significant portion of the

FIG. 2. SFR of perfect plate.
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energy in the notched plate still corresponds to the theoreti-
cal solution of the perfect plate. However, the notched plate
SFRs show additional modes that are not present in the per-
fect plate SFR, and these additional modes do not fit any
theoretical mode lines.

First, compare the probe 1 signal of the notched plate
@Fig. 3~a!# with the perfect plate~Fig. 2!. The SFR of the
notched plate has additional modes for slownesses larger
than 500ms/m that are the contribution of the Lamb wave
that is reflected from the notch. The perfect plate SFR con-
tains only the incident signal, while the probe 1 notched plate
SFR contains both the incident and reflected~from the notch!
signals. The reflected signal occurs at a later time~higher
slowness! because it has a longer propagation distance. If the
probe 1 TFR was transformed with a propagation distance,d,
that corresponds to the source to notch to receiver distance,
d5 , instead of the source to receiver distance@d1 of 70 mm
used to calculate the SFR in Fig. 3~a!#, the resulting SFR

would highlight the reflected modes.19 The reflected~and
nonconverted! modes in this SFR would coincide with the
theoretical modes. This ‘‘reflected’’ SFR would also contain
modes that do not fit the theoretical solution—referred to as
extraneous modes—which will be discussed in detail later.

Now, compare the probe 2 signal for the notched plate
@Fig. 3~b!# with the perfect plate~Fig. 2!. The probe 2 SFR
only contains the transmitted portion of the signal, and Fig.
3~b! shows modes that do not fit the theoretical solution.
These modes~e.g., between 300–500ms/m, 2–4 MHz! are
also identified as extraneous modes, and are due to the inter-
action of the incident Lamb wave with the notch.

An explanation of extraneous modes is based on a hy-
pothesis that treats the notch as an additional~second! source
that ‘‘creates’’ the reflected and transmitted modes. In addi-
tion, this development recognizes that these reflected and
transmitted modes all propagate within the same plate, so
they should all be able to be represented as the theoretical
modes of the perfect plate—all modes must satisfy the
Rayleigh–Lamb equations of the perfect plate. These extra-
neous modes violate this requirement~they do not fall on a
theoretical mode line! because the SFRs are calculated under
the ~possibly incorrect! assumption that the same mode
propagates from the laser source to the notch, and then from
the notch to the receiver~either probe 1 or probe 2!. If this
were truly the case, then there would be no extraneous
modes present.

The scattering of Lamb waves by a notch is a compli-
cated process, with mode conversion, and a number of other
phenomena possible. Mode conversion in this context means
that the energy propagates with modei during the propaga-
tion from the laser source to the notch, and with a different
mode, j, during the propagation from notch to receiver. In-
ternal reflections ~within the notch!,11 nonpropagating
modes,13 and local frequency~or phase! shifts are additional
phenomena that can also be part of this scattering process.
Instead of approaching this problem from an energy conser-
vation approach, this research develops a systematic proce-
dure to identify which modes~and through which frequen-
cies! are transmitted and reflected, with or without mode
conversion. Note that the proposed procedure does not con-
sider internal reflections or local frequency shifts, but the
success of the proposed localization technique~presented in
Sec. IV! shows that these contributions are probably rela-
tively small.

Consider a nomenclature where signals measured in the
notched plate with probe 1 are classified as case P1a, inci-
dent; case P1b, reflected and non-mode-converted; and case
P1c, reflected and mode converted. Signals measured in the
notched plate with probe 2 are classified as case P2b, trans-
mitted and non-mode-converted; and case P2c, transmitted
and mode converted.

Since both the incident and the reflected signals are
present in probe 1 measurements, case P1 is inherently more
complicated, so examine case P2~transmitted only! first.
Consider a procedure that is used to accentuate the modes
that coincide with the theoretical solution. This procedure
entails multiplying a SFR with atheoretical mode matrix,
T(sle , f )—this theoretical mode matrix is a three-

FIG. 3. ~a!. SFR of notched plate, Probe 1, source to receiver distance (d1)
of 70 mm. ~b! SFR of notched plate, Probe 2, source to receiver distance
(d4) of 130 mm.
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dimensional representation of the Rayleigh–Lamb equations
that accounts for possible measurement uncertainties.
T(sle , f ) equals unity on the set of slowness-frequency pairs
that correspond to the solution of the Rayleigh–Lamb equa-
tions, and is smoothed out by Gaussian filtering in the slow-
ness and frequency directions. Each mode is filtered indi-
vidually, the respective maxima~the ridge values! are set
equal to unity, and the individual modes are combined by
taking the maximum over all modes~this guarantees a value
of unity at mode intersections!. The inverse theoretical mode
matrix—a value of zero at the theoretical mode values
~Gaussian curve!, unity everywhere else—is obtained by
subtracting the theoretical mode matrix from a matrix com-
pletely populated with ones.

Modes that belong to case P2b are comparatively easy to
identify; modes that lie close to the theoretical mode lines in
the SFR of the probe 2 signal, calculated with propagation
distanced4 , are not mode converted at the notch. Thus, the
SFR of Fig. 3~b! is multiplied by the theoretical mode ma-
trix, and Fig. 4 shows the result—modes that are transmitted
and not mode converted.

Modes not assigned to case P2b are considered to be
extraneous and portions of these modes are systematically
identified as belonging to case P2c. First, remove case P2b
modes from the signal measured by probe 2 by multiplying
the SFR in Fig. 3~b! with the inverse theoretical mode ma-
trix. Define the propagation time from source to probe 2 as
time t4 , and express this time as the sum of the time from
source to notch,t3 , plus the time from notch to probe 2,t2 ,
or t45t31t2 . The slowness associated with the propagation
over distanced3 , from source to notch, is defined assle3

5t3 /d3 , and the slowness associated with the propagation
from notch to probe 2 issle25t2 /d2 . Finally, the slowness
from source to probe 2 issle45t4 /d4—this is the slowness
shown in the SFR of Fig. 3~b!. These slownesses are com-
bined, and, after some simple algebra,

sle35
d4sle42~d42d3!sle2

d3
. ~3!

Equation~3! relates theunknownslowness from source to
notch (sle3), to theknownslowness from source to receiver
(sle4), and anassumedslowness from notch to receiver
(sle2). The unknown slownesssle3 can be calculated for ev-
ery possible slowness-frequency combination through the
relevant slowness range and frequency bandwidth. Consider
only six modes—a0 , a1 , a2 , s0 , s1 , ands2—these modes
carry most of the experimentally measured energy. Six new
SFRs are calculated~one for each of these six modes!, each
assuming all of the energy propagates from the notch to
probe 2 with that particular mode. The slowness-frequency
values for these modes are obtained from the theoretical
solution21 and go into Eq.~3! as the assumedsle2 . All dis-
tances andsle4 areknownand thus the slownesssle3 can be
calculated for each frequency.

An algorithm that follows this procedure is programmed
into MATLAB to develop an automated and objective way to
~possibly! allocate the extraneous modes into one of these six
possible transmitted modes. First, separate the modes that
belong to case P2c, and then pick any point on the P2c SFR
and do the following.

~1! Computesle3 for this point for each of the six pos-
sible modes:a02a2 ands02s2 .

~2! Next, compare the magnitude of the theoretical mode
matrix, T(sle3 , f ), at each of the six slowness-frequency
pairs calculated in step 1. Select the slowness-frequency pair
that has the largest magnitude. This defines the mode type
propagating from laser source to notch. This is a modified
probabilistic approach that searches for the mode that is most
likely to be the match, sinceT(sle3 , f ) is similar to a two-
dimensional probability distribution function, although not in
the strict mathematical sense.

~3! The entire propagation path is now defined—from
laser source to notch with the slowness corresponding to the
mode selected in step~2!, and then from the notch to the
receiver~probe 2!, by looking at the mode that it is mapped
from.

For example, Fig. 5~a! shows the subset of the original
extraneous modes, at their new slowness-frequency coordi-
nates, which fit the theoretical solution, assuming that mode
a0 propagates from the notch to probe 2. The two circled
regions show where significant energy matches the theoreti-
cal mode matrix—these regions propagate as modes0 from
laser source to notch, and are converted at the notch toa0

~and propagate asa0 from notch to probe 2!. Figure 5~b!
shows the same modes as Fig. 5~a!, but at their original
slowness-frequency coordinates. Note that the energy of the
incidents0 mode below 1 MHz is much lower than the inci-
dent energy in thea0 mode in the same frequency range, so
this incidents0 contribution is not obvious in Fig. 2. Figure 6
is a summary of the contributions of all six possible modes,
and represents case P2c, with the circles specifying how the
original incident Lamb wave is mode converted at the notch.

Now consider the probe 1 measurements that contain the
incident and reflected signals. The incident modes~case P1a!
are the SFR of probe 1, normalized with propagation dis-

FIG. 4. SFR of modes belonging to case P2b, transmitted and non-mode-
converted.
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tanced1 and shown in Fig. 3~a!. The modes in Fig. 3~a! that
are close to the theoretical mode lines can be accentuated by
multiplying this SFR with the theoretical mode matrix and
the resulting SFR is almost identical to Fig. 2, the SFR for
the perfect plate.19 The reflected and non-mode-converted
portion ~case P1b! of the probe 1 signal is identified by cal-
culating a SFR with the propagation distanced5 , and multi-
plying with the theoretical mode matrix~to accentuate the
modes coinciding with the theoretical solution!. These case
P1b modes are shown in Fig. 7.

In a procedure similar to case P2c, extraneous modes
that cannot be allocated to case P1a~incident modes! or case
P1b ~reflected, non-mode-converted! are extracted by multi-
plying the SFR of the reflected signal with the inverse theo-
retical mode matrix. An automated algorithm similar to the
one used for case P2c is developed for case P1c, using a
modified version of Eq.~3!. The SFR that shows the modes
belonging to case P1c, including their converted mode as-
signment~notch to probe 1! is shown in Fig. 8.

The non-mode-converted, transmitted, and reflected
SFRs~Figs. 4 and 7! are very similar to each other and do
not appear to show any definite pattern that can be associated
with notch width or depth. There are subtle differences—
such as modea1 from 2–3 MHz and modes1 below 4 MHz
are reflected but not transmitted—but it is difficult to make a
quantitative interpretation as to how the incident Lamb wave
is scattered into reflected and transmitted portions without a
predictive theoretical model. However, this comparison is
not an objective of this research. More importantly, note that
the mode conversion at the notch for both the transmitted
and reflected cases are very similar to each other—compare
Figs. 6 and 8. This behavior validates the hypothesis that the
notch acts as an additional source. Finally, note that a vast
majority of the extraneous mode energy is identified with
mode conversion,19 so the amount of incident signal energy
that is scattered at the notch as a local frequency shift or as
an internal reflection is probably small in comparison.FIG. 5. ~a!. Subset of extraneous modes~transmitted! assuming mode con-

version to modea0 , new coordinates.~b! The subset of extraneous modes
~transmitted! assuming mode conversion to modea0 , original coordinates.

FIG. 6. SFR of modes belonging to case P2c, transmitted and converted.

FIG. 7. SFR of modes belonging to case P1b, reflected and non-mode-
converted.
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IV. LOCALIZATION OF THE NOTCH

An automated localization methodology is now devel-
oped based on the understanding of the interaction of a Lamb
wave with a notch—note that the notch location is now as-
sumed to be unknown. Previous research8 formulated a cor-
relation technique that uses the non-mode-converted parts of
the reflected modes to locate a notch in a plate. This corre-
lation procedure does not require~nor was it developed with!
an understanding of the scattering of a Lamb wave by a
notch, and this procedure identifies the position where the
non-mode-converted portions~and only these portions! of
the reflected modes coincide with the incident modes. The
current research uses an understanding of scattering to ex-
tend this technique, using, for example, a targeted frequency
bandwidth to help refine the localization procedure.

Up until this point, the current research has neglected
the width of the notch~the notch is treated as being infinitely
thin!, and has defined the location of the notch by its center-
line ~see Fig. 1!. The proposed localization technique will be
more accurate if the finite width of the notch is taken into
account. Introduce three new distances (d̂0 ,d̂3 ,d̂5) that are
based on the near edge~in relation to the laser source! of the
notch:d̂05d02w/2, d̂35d32w/2, andd̂55d52w, wherew
is the notch width. Note that there is no difference in the
visual appearanceof a SFR that is calculated withd̂i instead
of di—this small change in propagation distance has no vis-
ible effect on the SFRs presented in Figs. 2–8.

First, localize the notch with the reflected wave field by
considering the probe 1 signal. Assume thatDd̂0 is the un-
known distance from probe 1 to the notch. By systematically
varying Dd̂0 ~and the associated propagation distanced

5d112Dd̂0), SFRs are calculated for each distance. Next,
correlate each of these SFRs with the incident modes~the
SFR calculated with distanced1), or

Corr~d!5(
sle

(
f

SFR~sle , f ,d1!3SFR~sle , f ,d!, ;d.

~4!

Obviously, this correlation reaches its maximum for a repre-
sentation calculated withDd̂050 ~the correlation of two
identical signals!, but reflections~from both the notch and
any plate edges! will introduce local maxima in the correla-
tion curve at certainDd̂0’s. These local maxima occur when
the reflected modes within the SFR coincide with the inci-
dent modes—which, in turn, provides a measure of the re-
ceiver to notch distance. AtDd̂0 equal to the exact receiver
to notch distanceDd̂05d̂0 , the reflected~but not mode con-
verted, case P1b! contribution matches the incident wave
field.

Figure 9 shows the correlation of the SFRs of the
notched plate~the dot–dashed line! for Dd̂0 varying between
0 and 120 mm with an increment step of 0.2 mm. Each of
these SFRs~calculated with a propagation distanced5d1

12Dd̂0) are correlated with the same SFR, calculated with
d5d1 , as defined by Eq.~4!. This procedure is repeated for
the perfect plate~correlated with the incident modes of the
perfect plate! and shown as the dashed line in Fig. 9. The
solid line in Fig. 9 represents the ratio of the notched plate
correlation curve divided by the perfect plate correlation
curve. This ratio curve emphasizes the local maxima caused
by features that exist in the notched plate, but not in the
perfect plate; maxima in the perfect plate can only be caused
by the edges, while maxima in the notched plate can be
caused by the notch or the edges. As a result, the maximum
of the ratio curve represents the reflection from the notch—
the ratio curve has a single dominant peak atDd̂0529 mm
~the actual distance isd̂0529.2 mm). This correlation proce-
dure calculates the receiver to notch distance with outstand-
ing accuracy, and the error~0.2 mm! is on the order of the
tolerance of the width of the notch.

Further improvement in localization accuracy is
achieved using a frequency-limited bandwidth~such as from
0–2 MHz! of the SFRs for the correlations—the results are
shown in Fig. 10. Note that the correlations in Fig. 9 use the

FIG. 8. SFR of modes belonging to case P1c, reflected and converted.
FIG. 9. Correlation curves for the perfect plate, notched plate, and a division
of both curves, 0–10 MHz frequency bandwidth, reflected contribution.
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entire frequency bandwidth, 0–10 MHz. This particular
~limited-! frequency bandwidth is selected because the case
P1b~reflected and non-mode-converted! SFR in Fig. 7 shows
significant energy in the frequency bandwidth from 0–2
MHz—the same is also true for the SFR of the incident
modes. The peak of the curve representing the ratio of
notched/perfect plate in Fig. 10 is still at the same location,
but it is now even sharper and its value is almost five times
higher than in Fig. 9—the sharpness and value of the maxi-
mum are measures of the preciseness of the results. The sig-
nificance of this frequency bandwidth~0–2 MHz! becomes
more evident when correlation curves for the remaining
bandwidth~2–10 MHz! are considered, which results in a
much wider peak, on the order of 8 mm.19 Note that the
correlation curves in Figs. 9 and 10 are more accurate and
definitive than the results presented in Hurlebauset al.8

These improvements are due to the use of the reassigned
spectrogram in this study~as opposed to the unreassigned
spectrogram in Hurlebauset al.8! as the basis for the SFRs,
and the ability to identify a targeted frequency range that
contains significant P1b energy.19

Now, consider a second localization technique that uses
the transmitted wave field of probe 2. Unfortunately, a cor-
relation technique in terms of the case P2b transmitted, non-
mode-converted modes is not possible, because the case P2b
SFR is calculated with distanced4 , which is independent of
notch location. Instead, consider a technique based on the
goodness-of-fit when allocating the extraneous modes to case
P2c, transmitted and mode converted. Assume thatDd̂3 is
the unknown source to notch distance; varyingDd̂3 can be
used to define a measure~as a function of distance! of how
well portions of the extraneous modes can be allocated to
case P2c. For eachDd̂3 , a modified version of the allocation
algorithm for case P2c@that uses Eq.~3! and is described in
the previous section# is performed on the transmitted signal.
Specifically, the goodness-of-fit for anyDd̂3 is given by
summing the maximum possible magnitudes of the theoreti-
cal mode matrix,T(sle , f ), for the mapping of all the

slowness-frequency pairs specified by the extraneous P2c
modes being classified. Dividing this value by the number of
slowness-frequency pairs to be mapped is the goodness-of-fit
measure. A value of 100% means perfect mapping, with all
the extraneous modes mapped perfectly to the theoretical so-
lution. In reality, lower percentages will be obtained because
of experimental uncertainties and the possibility that an ex-
traneous mode is mapped to, but not exactly on top of the
theoretical Rayleigh–Lamb solution.

Figure 11 shows the curve representing the percentage
of energy that is allocated to the extraneous modes, as a
function of source to notch distance,Dd̂3—there is a clear
peak near the correct distance,Dd̂35d3599.2 mm. Note
that this technique does not require an experimental signal
from the perfect plate, but it does need the theoretical solu-
tion of Lamb modes in a perfect plate. Additionally, the suc-
cess of this technique validates the accuracy of the assign-
ment of the extraneous modes into case P2c in Sec. III.

V. CONCLUSION

This research establishes the effectiveness of combining
laser ultrasonic techniques with a SFR to locate a notch in a
plate. The high fidelity, broad-bandwidth, point-like, and
noncontact nature of laser ultrasonics are critical to the suc-
cess of this study. The dual-probe laser interferometer allows
for the simultaneous interrogation of both the reflected and
transmitted wave fields. The distance invariance of a SFR
enables a quantitative interpretation of the scattering of a
broadband, incident Lamb wave by a notch. The systematic
~and unbiased! mode allocation procedure developed in this
research establishes which modes are transmitted and re-
flected by the notch~and through which frequencies!, and
identifies which modes are mode converted.

Two automated localization methodologies are devel-
oped using this understanding of the scattering of Lamb
waves. One technique isolates the contributions of the signal

FIG. 10. Correlation curves for the perfect plate, notched plate, and a divi-
sion of both curves, 0–2 MHz frequency bandwidth, reflected contribution.FIG. 11. Goodness-of-fit~as a function of percent allocated! of the alloca-

tion of extraneous modes to case P2c, used to locate the notch with a trans-
mitted contribution.
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reflected from the notch by performing a correlation of a
series of SFR spectra, each calculated with different, as-
sumed propagation distances. This correlation technique is
refined with an understanding of which modes are reflected,
but not mode converted~and through which frequencies!. A
second localization technique uses a goodness-of-fit metric
when determining how the transmitted extraneous modes are
mode converted. A combination of these two localization
techniques is very robust, because it can use either the re-
flected or transmitted wave fields, or both—this allows for
two independent measures of notch location, and can inter-
rogate a variety of source, receiver, and notch, geometric
relationships.
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Determination of unsteady heat release distribution
from acoustic pressure measurements: A reformulation
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An integral method is developed to solve the inverse problem of determining the oscillatory heat
release distribution from the knowledge of the acoustic pressure field within a combustor. Unlike
earlier approaches, in which the problem is formulated in terms of Fredholm integral equation, the
inverse problem is reformulated in terms of Volterra integral equation. This reformulation, valid for
low Mach numbers (M2!1), facilitates the recovery of heat release at all frequencies. The resulting
Volterra integral equation is solved using both direct numerical method and implicit least-squares
method. The results show that the implicit least-squares method is superior to the direct numerical
method and yields accurate determination of heat release at all frequencies. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1592524#

PACS numbers: 43.28.Kt@MSH#

I. INTRODUCTION

The occurrence of combustion instabilities has been a
plaguing problem in the development of combustors for
rockets, jet engines, and power generating gas turbines.1 Pre-
dicting and controlling combustion instability requires an un-
derstanding of the interactions between the combustion pro-
cess and the acoustic waves. In this context, the knowledge
of oscillatory heat release distribution and its relation with
the oscillatory pressure is very essential for the understand-
ing of any combustor.

To develop a thorough understanding of these
combustion–acoustic interactions, the quantification of vari-
ous physical processes occurring in the combustion zone is
needed. This would require measuring unsteady pressures,
velocities, temperatures, and species concentrations along
the length of the combustor. In practice, it is very difficult to
measure these unsteady quantities with the currently avail-
able techniques. However, with the existing techniques, it is
fairly easy to measure the oscillatory pressure. Therefore, the
possibility of recovering oscillatory heat release distribution
using acoustic pressure measurements alone needs to be con-
sidered. This is referred to as the inverse problem of deter-
mining the oscillatory heat release distribution and it belongs
to a general class of inverse problems.

In such inverse problems, we try to recover the sources
by measuring the effect produced by the sources. Some of
the other applications include digital tomography, detection
of tumors using ultrasound techniques, geological/
oceanographic analysis using seismography/sonar tech-
niques, inverse heat conduction problem, etc. The character-
istic of most of the inverse problems is that they are likely to
be stiff or even ill posed. The solution of the problem is very

sensitive to the actual data values, i.e., small errors in the
measured data values can produce very large errors in the
solution. The inverse problems have been a subject of exten-
sive study in recent times due to their application in various
engineering disciplines.2

The inverse problem of acoustic radiation was first ad-
dressed by Ramachandra and Strahle.3 They attempted to
recover the heat release distribution in open premixed turbu-
lent flames from acoustic pressure measurements. This was
done by neglecting the mean flow effects and using linear
acoustic theory. The inverse problem was then reduced to
solving a Fredholm integral equation of the first kind. The
resulting equation was solved using the augmented Galerkin
method, where two constraints had to be artificially adjusted.
The accuracy of the results was assessed by comparison with
C2 radical emission studies. They concluded that in principle
the oscillatory heat release can be successfully recovered
from acoustic pressure measurements.

Chao4 attempted to extend the inverse formulation to
recover the heat release distribution in a gas turbine combus-
tor. Unlike the Galerkin method, where two artificial con-
straints have to be specified, he used a parameter free im-
plicit least-squares method. In this method, the solution is
approximated by a linear combination of a set of known
functions referred to as basis functions. The coefficients of
these basis functions are evaluated by minimizing the error
function. He showed that this is one of the best linear esti-
mations of the ill-posed problem and is equivalent to the
pseudo-inverse method.5 He found that the condition number
~which gives an indication of stiffness of the problem! of the
resulting matrix is less than that obtained by the direct inver-
sion process. Therefore, this method gives more accurate
predictions than the Galerkin method for open premixed
flames. However, in the case of confined systems such as a
gas turbine combustor, he was able to recover heat release
successfully only in certain frequency bands. In other fre-
quency bands the recovery was of poor accuracy. This, he
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concluded was due to high sensitivity of the solution to the
noise in the boundary condition.

Subsequently, Lieuwenet al.6 addressed this problem
and gave a plausible explanation for the poor accuracy in
certain frequency bands. Using an example, they illustrated
that the frequency bands that rendered poor results corre-
sponded to the natural acoustic modes of the combustor.
When formulated as a Fredholm integral equation of the first
kind, they argued that the minimum and maximum sensitiv-
ity of the solution occurs at off-resonant and resonant fre-
quencies, respectively. Since in ducted systems, combustion
instabilities generally occur when the combustion process
excites the natural modes, they concluded that it is not fea-
sible to recover the oscillatory heat release from acoustic
pressure measurements in these systems using the investi-
gated technique.

Clearly, to recover the heat release distribution for all
frequency bands, it is necessary to adopt a different approach
for the problem. This paper explores the possibility of refor-
mulating the inverse problem in terms of Volterra integral
equations. In Sec. II, the governing differential equation for
an inviscid, nonheat conducting, and perfect gas is derived in
the presence of oscillatory heat release. In Sec. III, two ap-
proaches are presented to formulate the inverse problem in
terms of an integral equation for unknown heat release dis-
tribution. First, the differential equation is transformed to a
Fredholm integral equation of the first kind using Green’s
function approach and the nonfeasibility of the method at
resonance frequencies is discussed. As an alternative ap-
proach, the inverse problem is reformulated in terms of the
Volterra integral equation. Next, a numerical method is de-
scribed to solve this integral equation and the stability and
sensitivity issues are discussed in detail. In Sec. III B 2, an
implicit least-squares method is described to solve the Volt-
erra integral equation. In Sec. III B 3, the implicit least-
squares formulation is generalized to include the effects of
variable Mach number. In Sec. IV, the application of the
above-mentioned methods to recover heat release distribu-
tion in a combustor is illustrated using examples, and the
superiority of the implicit least-squares method in yielding
accurate determination of the heat release distribution is es-
tablished.

II. THEORY

This section describes the theory and the derivation of
the required governing equations. For the sake of simplicity,
the following assumptions are made:

~a! All the physical variables are assumed to be functions
of the axial distance alone.

~b! The variation of the cross-sectional area along the
length of the combustor is neglected.

~c! Inviscid, nonheat conducting, and perfect gas is as-
sumed in the combustor.

With the aid of the above assumptions, the one-dimensional
conservation equations and the equation of state can be writ-
ten in the following form.7

Momentum:

r
]u

]t
1ru

]u

]x
52

]p

]x
. ~1!

Energy~in modified form!:

]p

]t
1u

]p

]x
1gp

]u

]x
5~g21!q. ~2!

State:

p5rRT, ~3!

wherer, u, p, T, qare the density, axial velocity, pressure,
temperature, and rate of heat addition per unit volume, re-
spectively. Expressing any physical variablev(x,t) as the
sum of a mean quantity,v̄(x), and a fluctuating quantity,
v8(x,t), @wherev8(x,t)/ v̄(x)!1], one can write

r~x,t !5 r̄~x!1r8~x,t !, ~4!

p~x,t !5 p̄~x!1p8~x,t !, ~5!

u~x,t !5ū~x!1u8~x,t !. ~6!

Substitution of the above-noted expressions in Eqs.~1!–~3!
yields the steady conservation equations and equation of
state as

p̄~11gM2!5constant, ~7!

ū
dp̄

dx
1g p̄

dū

dx
5~g21!q̄~x!, ~8!

p̄5 r̄RT̄, ~9!

where M5u/c is the Mach number. For very low Mach
numbers,M2!1, the steady momentum equation implies a
negligible variation of mean pressure along the length of the
combustor. Therefore, from Eq.~9! we can write
(1/r̄)dr̄/dx52(1/T̄)dT̄/dx. Instead of solving the steady
state energy equation with chemical reactions and wall heat
transfer taken into account, a corresponding mean tempera-
ture distribution can be prescribed along the length of the
combustor.

The first-order acoustic momentum and energy equa-
tions can then be reduced to

r̄
]u8

]t
1 r̄ū

]u8

]x
1 r̄u8

dū

dx
1r8ū

dū

dx
52

]p8

]x
, ~10!

]p8

]t
1ū

]p8

]x
1g p̄

]u8

]x
1gp8

dū

dx
5~g21!q8. ~11!

It has been shown by Karthiket al.7 that the ratio between
r8ū dū/dx and]p8/]x is of the order of square of the mean
Mach number. Therefore, the termr8ū dū/dx in Eq. ~10! can
be neglected for low Mach numbers. Assuming a harmonic
dependence of each unsteady quantity, we can write

p8~x,t !5P~x!eivt, ~12!

u8~x,t !5U~x!eivt, ~13!

q8~x,t !5Q~x!eivt. ~14!
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With the aid of Eqs.~12!–~14!, the acoustic equations can be
simplified to

S iv1
dū

dxDU1ū
dU

dx
1

1

r̄

dP

dx
50, ~15!

S iv1g
dū

dxD P1ū
dP

dx
1g p̄

dU

dx
5~g21!Q. ~16!

Using Eqs.~15! and~16!, U and its derivativedU/dx can be
eliminated. This leads to the following second-order differ-
ential equation for the acoustic pressure amplitude

@12M2#
d2P

dx2 1F ~12~31g!M2!
2

M

dM

dx

2g~M !~12M2!22ikM G dP

dx
2F8gS dM

dx D 2

1 ik~g21!Mg~M !12ik~21g!
dM

dx
2k2GP

52
g21

c̄ FM
dQ

dx
1S ik12

dM

dx
1Mg~M ! DQG , ~17!

where

g~M !52

d2M

dx2 1
1

M S dM

dx D 2

ik12
dM

dx

,

M5ū/ c̄ is the mean Mach number, andk5v/ c̄ is the wave
number. In order to obtain the oscillatory heat release from
Eq. ~17!, numerical derivatives of the acoustic pressure and
the mean velocity need to be computed. This differentiation
process always amplifies the errors in the experimental data.
Hence, the differential equation is transformed into an inte-
gral equation.

III. ANALYSIS

In this section the governing differential equation is
transformed to an integral equation in the heat release distri-
bution. To reduce the complexity, a constant mean flow ve-
locity in the combustor is initially assumed. In Sec. III B 3,
the formulation will be generalized to account for an arbi-
trary mean flow variation in the domain. Under the constant
mean flow velocity assumption, the governing equation sim-
plifies to

~12M2!
d2P

dx2 22iKM
dP

dx
1k2P

52
g21

c̄ S ikQ1M
dQ

dx D . ~18!

It should be noted that though the validity of Eq.~17! is
limited to low Mach number (M2!1) flows, Eq. ~18! is
exact and valid for all Mach numbers. Equation~18! can be
solved exactly forQ(x) by multiplying both sides byeikx/M

and then integrating Eq.~18! from 0 to x. This results in an
integral representation forQ(x) in terms of the pressure
P(x), and its first derivativeP8(x). In order to compute the

heat release from the above-mentioned representation, the
values of acoustic pressure and its derivative need to be pre-
scribed at various locations along the length of the combus-
tor. In reality, the acoustic pressure measurements can only
be performed at a finite number of locations in the combus-
tor. Therefore, computation of the derivative of acoustic
pressure at these locations involves differentiation of the ex-
perimental data that always amplifies the errors in the data.
The highly sensitive nature of the solution to the exact
acoustic pressure values makes this method impractical in
this case. Moreover, the above-mentioned method does not
provide any information about the sensitivity of the solution
to the exact pressure values. To overcome these difficulties,
the inverse problem is formulated in terms of integral equa-
tions. The differential equation~18! can be transformed into
an integral equation forQ(x) in two ways:

~1! The governing differential equation can be transformed
to a Fredholm integral equation of the first kind, using
the Green’s function approach.

~2! The equation can be transformed to a Volterra integral
equation of the first kind by repeated integration.8

A. Method „1…: The Green’s function approach

In this section the governing differential equation is
transformed to a Fredholm integral equation. This method
will be referred to as the Green’s function approach. Previ-
ously, Ramachandra and Strahle3 used this method to recover
the heat release distribution for open premixed turbulent
flames. Chao4 attempted to use this technique to recover the
heat release distribution in a gas turbine combustor. How-
ever, with this method he was able to recover the heat release
successfully only at certain frequencies. He remarked that
the reason for the poor recovery at other frequencies is not
fully understood. The reason for this problem is investigated
in this section.

The governing differential equation can be rewritten as

d2P

dx2 1Z1

dP

dx
1Z2P5Z3S ikQ1M

dQ

dx D , ~19!

where

Z152
2ikM

12M2 , Z25
k2

12M2 , Z352
g21

c̄~12M2!
.

To construct the Green’s function for this problem, the
above-mentioned differential equation is transformed to its
self-adjoint form. Multiplying Eq.~19! with the factoreZ1x

leads to the standard self-adjoint form:9

d

dx S r ~x!
dP

dx D1q~x!P5 f ~x!, ~20!

where r (x)5eZ1x, q(x)5Z2eZ1x, and f (x)5Z3eZ1x( ikQ
1M (dQ/dx)).
The self-adjoint operatorL can be defined such that

LP~x!5 f ~x!.

Therefore, the Green’s function satisfies the differential
equation
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LG~x,j!5d~x2j!. ~21!

It is well known9 that for any two arbitrary functionsu and
v, the following relation is satisfied:

E
a

b

~vLu2uLv !dj5@r ~j!~vu82uv8!#a
b . ~22!

If u, v are chosen such thatu5G(x,j) and v5P(j), then
Eq. ~22! simplifies to the Fredholm integral equation of the
first kind,

P~x!5@r ~j!~vu82uv8!#a
b1E

a

b

G~x,j! f ~j!dj. ~23!

Equation~23! is usually written as

P~x!5Ph~x!1E
a

b

G~x,j! f ~j!dj, ~24!

where the homogeneous partPh(x) is the contribution due to
the boundary conditions.

It should be noted that the boundary conditions for the
Green’s function are chosen according to the boundary con-
ditions for the corresponding homogeneous problem. Once
the boundary conditions are specified, the Green’s function
can be constructed10 using the method of variation of param-
eters or the method of eigenfunction expansion.

As an illustration of eigenfunction expansion of Green’s
function, a sample problem is considered. For simplicity, the
Mach number is assumed to be zero. Therefore, the differen-
tial equation~20! reduces to

d2P

dx2 1k2P5 f ~x!. ~25!

If the homogeneous boundary conditions@P(a)5P(b)50#
are assumed, the solution of the problem from Eq.~24! can
be written as

P~x!5E
a

b

G~j,x! f ~j!dj. ~26!

To find the Green’s function for the problem, bothP(x) and
f (x) are expanded in terms of eigenmodes of the problem as

P~x!5(
l 51

`

alul~x!, f ~x!5(
l 51

`

blul~x!, ~27!

whereul(x) is the solution of the eigenvalue problem

d2ul

dx2 1kl
2ul~x!50. ~28!

Using Eqs.~27! and ~28! it can be shown9 that the solution
P(x) can be obtained as

P~x!5E
a

bS (
l 51

`
ul~x!ul~j!

k22kl
2 D f ~j!dj. ~29!

Comparing Eqs.~26! and ~29!, the Green’s function of the
problem can be written as

G~x,j!5(
l 51

`
ul~x!ul~j!

k22kl
2 . ~30!

It can be seen that the Green’s function becomes indefinite at
the eigenmodes of the combustor. Therefore, any attempt to
solve the integral equation at the resonant frequencies will
induce large errors in the process. Hence, as Lieuwenet al.6

remarked, this method in general is not feasible to recover
heat release in ducted systems. To avoid this difficulty, the
problem is reformulated using a different approach in Sec.
III B.

B. Method „2…: Transformation to a Volterra integral
equation

In this section, the governing differential equation is
transformed to a Volterra integral equation and the methods
of solution of the resulting equation are discussed. The gov-
erning differential equation can be written as

d2P

dx2 1Z1

dP

dx
1Z2P5Z3S ikQ1M

dQ

dx D . ~31!

Integrating Eq.~31! from 0 to j gives

P8~j!2P8~0!1Z1~P~j!2P~0!!1Z2E
0

j

P~x8!dx8

5Z3FM ~Q~j!2Q~0!!1 ikE
0

j

Q~x8!dx8G . ~32!

Integrating Eq.~32! once again from 0 tox gives

P~x!1Z1E
0

x

P~j!dj1Z2E
0

xE
0

j

P~x8!dx8 dj

2~11Z1x!P~0!2xP8~0!

5Z3FME
0

x

Q~j!dj1 ikE
0

xE
0

j

Q~x8!dx8dj2MxQ~0!G .
~33!

Using the identity,

E
0

xE
0

j

f ~x8!dx8 dj5E
0

x

~x2j! f ~j!dj,

Eq. ~33! can be simplified as

P~x!1Z1E
0

x

P~j!dj1Z2E
0

x

~x2j!P~j!dj

2~11Z1x!P~0!2xP8~0!

5Z3FME
0

x

Q~j!dj1 ikE
0

x

~x2j!Q~j!dj2MxQ~0!G .
~34!

Equation~34! is a Volterra integral equation of the first kind
for unknown heat release distribution. It can be recast into
the standard form9 as

f @P~x!#1Z3MxQ~0!5E
0

x

k~x,j!Q~j!dj, ~35!

where the kernelk(x,j)5Z3(M1 ik(x2j)).
Equation~34! can be solved sequentially for heat release

along the length of the combustor starting from the initial
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point x50. However, it has to be supplemented with a
boundary condition in terms of heat release. The mixing of
fuel and air in a gas turbine combustor takes a finite amount
of distance. Therefore, most of the combustion region is dis-
tributed about the center of the combustor and usually the
pressure measurements are done at all locations along the
length of the combustor. Therefore, the appropriate boundary
condition would be a Neumann boundary condition, i.e.,
Q8(0)50.

1. Numerical method

In this section a numerical scheme is discussed to solve
the governing integral equation at discrete points located at
equally spaced intervals along the length of the combustor.
This will be referred as the direct numerical method~DNM!.
The distance between any two grid points, referred as step
size, ish5L/n, whereL is the length of the domain. Each
step is denoted by the indexj, wherej ranges from 1 toN.
The starting and the ending coordinates of thej th step are
designated byxj 21 andxj , respectively, wherexj5 j * h. Us-
ing the above-given notation, Eq.~34! can be written in dis-
cretized form as

Pj1(
l 51

j E
xl 21

xl
@Z11Z2~xj2j!#P~j!dj

2~11Z1xj !P~0!2xj P8~0!

2Z3F(
l 51

j E
xl 21

xl
@M1 ik~xj2j!#Q~j!dj2MxjQ~0!G

50 for j 51 to N. ~36!

Here Pj refers to the value of pressure amplitude atxj . To
evaluate the integrals, a linear shape function for the pressure
and heat release in the step is assumed, i.e.,

P~x!5Pj 211S Pj2Pj 21

h D ~x2xj 21!

for xj 21<x<xj

and ~37!

Q~x!5Qj 211S Qj2Qj 21

h D ~x2xj 21!

for xj 21<x<xj .

Using the above-given relations, Eq.~36! can be simplified
as

Pj1Z1(
l 51

j

0.5h~Pl 211Pl !1Z2(
l 51

j

h2FPl 21S j 2 l

2
1

1

3D
1Pl S j 2 l

2
1

1

6D G1~11Z1 jh !P02 jhP08

5Z3F(
l 51

j

0.5Mh~Ql 211Q1!1 ikh2FQl 21S j 2 l

2
1

1

3D
1Ql S j 2 l

2
1

1

6D G2 jhQ0G for j 51 to N. ~38!

Equation ~38! is equivalent toN linear equations in
terms of N unknown values of the heat release along the
length of the combustor. It can be written in the matrix form
as AQ5B, whereA is an N3N matrix, Q is an N dimen-
sional column vector containing the unknown heat release
valuesQj ( j 512N), and B is a function of experimental
pressure values. It can be seen that the matrixA is a lower
triangular matrix. Therefore, the system ofN equations can
be solved sequentially forQj values starting from the index
j 51.

a. Stability analysis.The stability of the method can be
analyzed by computing the amplification of the error in the
heat release from (j 21)th step toj th step. IfQ is the exact
solution to Eq.~36! andQd is the solution obtained by dis-
cretization, then the errordQ is defined asdQ5Q2Qd . As
the equation is linear, the errorsdQ in the heat release obey
the same governing equation as the exact quantityQd so that

(
l 51

j

0.5Mh~dQl 211dQl !1 ikh2FdQl 21S j 2 l

2
1

1

3D
1dQl S j 2 l

2
1

1

6D G5known terms. ~39!

Collecting the coefficients ofdQj and dQj 21 in Eq. ~39!
leads to

~0.5Mh1 ikh2/6!dQj1~Mh1 ikh2!dQj 21

1(
l 51

j 22

f ~dQj !5known terms. ~40!

The amplification factor ‘‘g’’ in the j th step is defined as

gj5
Coefficient of ~dQj 21!

Coefficient of ~dQj !
.

From Eq.~40!, the amplification factor can be evaluated
as

gj5
M1 ikh

M /21 ikh/6
. ~41!

It can be readily seen from Eq.~41! that the amplification
factor is independent ofj. Therefore, the stability of the
method requiresgj ḡj,1, whereḡ j is the complex conjugate
of gj .

From Eq.~41!,

gj ḡj5
M21k2h2

M2/41k2h2/36
. ~42!

For all values ofM, k, andh,

gj ḡj.1.

This shows that the method is unconditionally unstable. This
also means that any deviation in the value ofQ from the
exact value would be subsequently amplified. This is unfor-
tunate in the present scenario because the experimental val-
ues of the pressure will always be contaminated by noise.
Therefore, the heat release computed from the contaminated
data could be far from the exact value. In order to make the
method stable, the following transformation is applied:
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S~x!5E
0

x

Q~j!dj. ~43!

The governing differential equation~18! reduces to

~12M2!
d2P

dx2 22ikM
dP

dx
1k2P

52
g21

c̄ S ik
dS

dx
1M

d2S

dx2D . ~44!

Integrating Eq.~44! from 0 to j and then from 0 tox yields
the following integral equation forS(x):

P~x!1Z1E
0

x

P~j!dj1Z2E
0

xE
0

j

P~x8!dx8 dj

2~11Z1x!P~0!2xP8~0!

5Z3FMS~x!1 ikE
0

x

S~j!dj2MxS8~0!G . ~45!

Equation~45! is a Volterra equation of the second kind for
unknownS(x). This can be written in the standard form as

f @P~x!#1xS8~0!5S~x!1E
0

x

k~x,j!S~j!dj, ~46!

where the kernelk(x,j)5 ik/M .
Adopting the same numerical method as discussed ear-

lier, Eq. ~45! in discretized form can be written as

Pj1(
l 51

j E
xl 21

xl
@Z11Z2~xj2j!#P~j!dj2~11Z1xj !P~0!

2xj P8~0!2Z3FMSj1 ik(
l 51

j

S~j!dj2MxjS08G50

for j 51 to N. ~47!

Using the linear shape functions@Eq. ~37!# Eq. ~47! can be
simplified as

Pj1Z1(
l 51

j

0.5h~Pl 211Pl !1Z2(
l 51

j

h2FPl 21S j 2 l

2
1

1

3D
1Pl S j 2 l

2
1

1

6D G1~11Z1 jh !P02 jhP08

5Z3FMSj1(
l 51

j

0.5ikh~Sl 211Sl !2 jhS08G
for j 51 to N. ~48!

Therefore, the equation governing the amplification of errors
can be deduced as

~M1Ikh/2!dSj1~ Ikh!dSj 211(
l 51

j 22

f ~dSj !5known terms.

The amplification factor ‘‘g’’ for this modified method is

g5
Ikh

M1Ikh/2
. ~49!

From Eq.~49!, the stability condition for the method is

k,A4

3

M

h
. ~50!

It can be readily seen that the stability of the method
increases as the Mach number increases. This obviously fol-
lows from the fact that the coefficient ofS9(x) in Eq. ~44!
facilitated the transformation of the Volterra integral equation
from the first kind to the second kind. Another important
observation from Eq.~50! is that the stability of the method
decreases gradually as the wave number increases. This type
of stability is different from the stability of the Fredholm
integral equation discussed in Sec. III A, where the method is
highly unstable at the eigenvalues of the wave number.
Clearly, the reformulation in terms of Volterra integral equa-
tions helped in improving the nature of the stability of the
inversion process.

b. Sensitivity analysis of the problem.The measured
pressure data always contain a certain amount of errors.
These errors might be caused due to errors in data acquisition
system, structural noise, flow turbulence leading to random
oscillations of pressure, etc. The objective of this section is
to estimate the error in the computed acoustic heat release
(DQ) due to a unit error in the acoustic pressure (DP). For
this purpose, we can define the sensitivity factor~SF! math-
ematically as SF5uDQ/DPu. It can be seen that the sensi-
tivity factor gives an indication of the amplification of the
errors in the process. The higher the SF, the more the ampli-
fication of noise would be. Therefore, any small change in
the data will produce a large change in the solution. Higher
SFs are typical of stiff inverse problems. From Eq.~48!

dPj1Z1(
l 51

j

0.5h~dPl 211dPl !

1Z2(
l 51

j

h2FdPl 21S j 2 l

2
1

1

3D1dPl S j 2 l

2
1

1

6D G
1~11Z1 jh !dP02 jhdP08

5Z3FMdSj1(
l 51

j

0.5ikh~dSl 211dSl !2 jhdS08G
for j 51 to N. ~51!

To get a rough estimate of SF, the following simplifica-
tions are made. The noise in the measured pressure is as-
sumed to have zero mean. So, the contribution of the second
and third terms on the left-hand side of Eq.~51! involving
summation of the noise in pressure data would be negligible.
Moreover, it should be noted that these terms involve multi-
plication byh andh2, respectively, which would further re-
duce their contribution. The coefficient ofdSj can be evalu-
ated as Z3(M1Ikh/2). From Eq. ~43!, dQj'dSj /h.
Therefore, the sensitivity factor becomes

SF5UDQ

DPU'U c̄~12M2!

h~g21!~M1 ikh/2!
U. ~52!

For typical values ofc̄51000 K, M50.1, k50.5, andh
50.1 m the sensitivity factor evaluates to SF'53105. This
shows that the noise in the experimental data gets amplified

691J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Bala et al.: Determination of unsteady heat release



by a huge factor even though the method is stable. To avoid
these problems a parameter free implicit least-squares
method discussed by Chao4 is used.

2. Implicit least-squares method

This method will be referred to as ILSM. In this method,
the oscillatory heat release distribution is approximated by a
set of known basis functions. Usually these basis functions
are chosen to be polynomials. The heat release distribution in
the domain is approximated by

Q̃~j!5(
i 51

m

alF l~j!. ~53!

The governing integral equation~35! is

f @P~x!#5E
0

x

k~x,j!Q~j!dj2Z3MxQ~0!,

where the kernelk(x,j)5Z3(M1 ik(x2j)). In reality, the
function f (x) is contaminated with noise. Let the function
f (x) obtained from experimental data bef (x)expt. The mean
square error~MSE! for the problem can be defined as

E5
1

L E
0

L

@ f ~x!expt2 f ~x!calc#
2dx, ~54!

where the functionf (x)calc is obtained by substituting for
Q̃(j) in Eq. ~53! into Eq. ~35!.

The unknown coefficientsal in Eq. ~53! can be deter-
mined by minimizing the MSE with respect to each of the
coefficients. This minimum can be obtained from

¹E5
1

L E
0

L

2@ f ~x!#expt2 f ~x!calc]¹ f dx50, ~55!

where the operator¹5]/]al and l 51 to m.
Using Eq.~35!, ¹ f can be evaluated as

¹ f 5E
0

x

k~x,j!F l~j!dj2Z3MxF l~0!. ~56!

Substituting forf and¹ f in Eq. ~55! yields

¹E5E
0

LF f ~x!expt2(
j 51

m

ajE
0

x

k~x,j!F j~j!dj

2Z3MxF j~0!G S E
0

x

k~x,j!F l~j!dj

2Z3MxF l~0! D dx50. ~57!

Equation~57! can be written in a compact form as

E
0

L

f ~x!exptRl~x!dx5(
j 51

m

ajE
0

L

Rj~x!Rl~x!dx,

1< l<m, ~58!

whereRl(x)5*0
xk(x,j)F l(j)dj2Z3MxF l(0).

The above-given expression is a set ofm linear equa-
tions in terms ofm unknown coefficientsal . It can be easily
solved using Gaussian elimination or standardLU decompo-

sition techniques. In the present method,Q̃(j) is assumed to
be a third-order polynomial. In general, any analytic form for
basis functions can be assumed. Usually, the sinusoidal func-
tions with highly oscillatory behavior are not appropriate for
the method because they fit more into noise than the signal.
For the same reason, higher powers ofx are also not recom-
mended.

3. Integral formulation including the effects of
variable Mach number

In a real combustor the occurrence of chemical reactions
would induce nonzero temperature gradients along the length
of the combustor. This would result in the corresponding
axial variation in the Mach number. In this section, the im-
plicit least-squares method will be extended to the general
case where the Mach number varies along the length of the
combustor. The steady state conservation of mass is repre-
sented as

ṁ5 r̄ū~const!. ~59!

Using Eq.~59!, Eq. ~9!, and the definition of the mean Mach
number, i.e.,M5ū/ c̄, the governing differential equation
~17! can be rewritten in terms of mean velocity as

F ū22
g p̄ū

ṁ G d2P

dx2 1F S ~31g!ū2
g p̄

ṁ D dū

dx

2 f n~ ū!S ū22
g p̄ū

ṁ D12ivūG dP

dx
1F2gS dū

dxD
2

1 iv~g21!ū f n~ ū!12iv~21g!
dū

dx
2v2GP

5~g21!F ū
dQ

dx
1S iv12

dū

dx
2ū f n~ ū! DQG , ~60!

where f n(ū)5(d2ū/dx2)/( iv1dū/dx).
Unlike Eq. ~18!, Eq. ~60! has variable coefficients. It is

interesting to note that all the coefficients are functions of
mean velocity, mean pressure, and mass flow rate. The latter
two being constant along the length, it would be sufficient to
specify the mean velocity profile to evaluate all the coeffi-
cients. Equation~60! can be written concisely as

d2P

dx2 1C1~x!
dP

dx
1C2~x!P~x!5C3~x!

dQ

dx
1C4~x!Q~x!,

~61!

where

C1~x!5S S ~31g!ū2
g p̄

m D dū

dx
2 f n~ ū!S ū22

g p̄ū

m D
12ivūD Y S ū22

g p̄ū

m D ,

C2~x!5S 2gS dū

dxD
2

iv~g21!ū f n~ ū!

12iv~21g!
dū

dx
2v2D Y S ū22

g p̄ū

m D ,
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C3~x!5~g21!ūY S ū22
g p̄ū

m D ,

C4~x!5~g21!S iv12
dū

dx
2ū f n~ ū! D Y S ū22

g p̄ū

m D .

The differential equation~61! is transformed into an integral
equation by integrating the above equation from 0 toj and
then from 0 tox and using the relations

C1~x!
dP

dx
5

d

dx
~C1~x!P!2P

dC1

dx
,

C3~x!
dQ

dx
5

d

dx
~C3~x!Q!2Q

dC3

dx
,

P~x!1E
0

xS C1~j!1~x2j!S C2~j!2
dC1

dj D D P~j!dj

2~11C1~0!x!P~0!2xP8~0!

5E
0

xS C3~j!1S ~x2j!C4~j!2
dC3

dj D DQ~j!dj

2xC3~0!Q~0!. ~62!

Equation~62! is a Volterra integral equation for the unknown
heat release distribution. It can be solved by the implicit
least-squares method discussed in Sec. III B 2. Equation~62!
can be written in a simpler form as

f @P~x!,ū~x!#5E
0

x

k~x,j!Q~j!dj2xC3~0!Q~0!, ~63!

where the kernel k(x,j)5C3(j)1((x2j)C4(j)2dC3 /
dj). The left-hand side of Eq.~63! is a function of acoustic
pressure amplitude and the mean velocity. Therefore, it is
known in advance from the experimental values. Using Eq.
~53! and the definition of MSE, minimization ofE with re-
spect to each of the unknown coefficient’sal yields

¹E5
1

L E
0

L

2@ f ~x!expt2 f ~x!calc#¹ f dx50, ~64!

where the operator¹5]/]al and l 51 to m.
Using Eq.~63!, ¹ f can be evaluated as

¹ f 5E
0

x

k~x,j!F l~j!dj2xC3~0!F l~0!. ~65!

Substituting forf and¹ f in Eq. ~64! yields

¹E5E
0

LF f ~x!expt2(
j 51

m

ajE
0

x

k~x,j!F j~j!dj

2xC3~0!F j~0!G S E
0

x

k~x,j!F l~j!dj

2xC3~0!F l~0! D dx50. ~66!

Equation~66! can be written in compact form as

E
0

L

f ~x!exptRl~x!dx5(
j 51

m

ajE
0

L

Rj~x!Rl~x!dx,

1< l<m, ~67!

where

Rl~x!5E
0

x

k~x,j!F l~j!dj2xC3~0!F l~0!.

In reality, the acoustic pressure and the mean velocity are
known only at discrete locations along the length of the com-
bustor. Therefore, the integrals in Eq.~67! can be approxi-
mated by the summation over all thex locations. This re-
duces Eq.~67! to

(
k
E

xk21

xk
f ~x!exptRl~x!dx

5(
j 51

m

aj(
k
E

xk21

xk
Rl~x!Rj~x!dx, 1< l<m, ~68!

where the indexk spans all the axial locations at which the
experimental data are known. The piecewise integrals in Eq.
~68! can be evaluated by using the trapezoidal rule. There-
fore, Eq.~68! simplifies to

(
k

0.5~ f ~xk21!exptRl~xk21!1 f ~xk!exptRl~xk!!Dxk

5(
j 51

m

aj(
k

0.5~Rl~xk21!Rj~xk21!

1Rl~xk!Rj~xk!!Dxk , 1< l<m. ~69!

In Eq. ~69!, the coefficientsRl are also evaluated using the
trapezoidal rule. With the aid of Eq.~69!, all the unknown
coefficientsal can be determined from them linear equa-
tions. Again, it should be noted that the choice of the basis
functions is critical. As discussed earlier, higher powers ofx
and oscillatory functions are not advisable.

IV. RESULTS

The validity of the preceding theory is assessed with the
aid of some numerical examples discussed in the following.
In all the examples, the methodology adopted by Lieuwen
et al.6 is closely followed to construct the test problems.
First, the mean flow quantities, viz., pressure, temperature,
and mass flow rate together with the appropriate boundary
conditions are specified in the combustor. In addition, the
fluctuating heat release distributionQ(x) is assumed in order
to solve for the acoustic pressure. In all the cases, the gov-
erning differential equation for oscillatory pressure is solved
using a fourth-order Runge–Kutta scheme. The resulting
pressure distribution in the combustor is assumed to be ex-
act. Random noise is then added to this exact pressure dis-
tribution to simulate the experimental values. The contami-
nated pressure data is fed as input to solve the integral
equation for the unknown heat release distribution. In all the
examples, the heat release distribution is approximated by a
third-order polynomial and the integral equation is used to
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solve for the unknown coefficients. The difference between
the recovered heat release and the exact heat release is a
measure of the accuracy of the method.

Example 1: In this example the recovery of the heat
release distribution from the direct numerical method~DNM!
and the implicit least-squares method~ILSM! at the second
natural frequency of the combustor is compared. The mean
quantities assumed for the problem are: mass flux (ṁ)
550 kg/(m2 s); mean pressure (p̄)523105 Pa; mean tem-
perature (T̄)5700 K ~assumed constant along the length of
the duct!.

It is further assumed that the exact heat release distribu-
tion in the duct obeys the functional form

Q~x!/Qmax5120.1S x

L D20.25S x

L D 2

,

whereQmax5106 J/(m3 s) andL is the length of the combus-
tor. The boundary conditions for the acoustic pressure ampli-
tude are

P~0!/ p̄50.001, P8~0!/~ p̄/L !50.

The sample calculations are done at a wave number ofk
51.5p/L. This corresponds to the second natural mode of
the combustor. Figures 1~a! and~b! show the results obtained
from DNM and ILSM, respectively. As expected, both meth-
ods yield good results in the absence of noise in the pressure
data. However, when noise is added to the exact pressure
data, the situation changed dramatically. Figures 1~c! and~d!
show the results obtained from DNM and ILSM, respec-

tively, when 0.01% random errors are added to the pressure.
As expected, in the case of DNM, the errors as small as
0.01% resulted in fluctuations as large as 25% in heat release
owing to the large sensitivity of the problem. The recovery of
the heat release from ILSM is very good and the difference
in exact and recovered heat release distribution is too small
to be observed. It is evident from the results that the implicit
least-squares method is far superior compared to the direct
numerical method. It should be noted that the reformulation
helped in the successful recovery of heat release even at the
natural frequency. Extensive calculations show that the heat
release can be recovered successfully at all frequencies.

Example 2:In this example, the recovery of heat release
by ILSM is discussed. The mean quantities and the boundary
conditions are same as those assumed in Example 1. The
calculations are done at a frequency ofv5300 rad/s. Noise
is added to the exact pressure data with varying amplitude
according to

P~xj !expt5P~xj !exact10.01d~Rj20.5!P~0!,

where the indexj spans all thex locations, the noise ‘‘size’’d
takes the values 1, 5, and 10 andRj is obtained from a
random number generator which returns values uniformly
distributed between 0 and 1. Figures 2~a!–~c! show the re-
sults obtained for different values ofd. The results are quite
satisfactory and the mean error in the recovered heat release
is less than 10% even in the presence of noise levels as high
as 10%. It is important to note that with such noise levels,
DNM would yield completely erroneous results.

FIG. 1. ~a! Recovery of heat release by DNM with 0.0% errors in the pressure; exact distribution~---! and recovered distribution~—!. ~b! Recovery of heat
release by ILSM with 0.0% errors in the pressure; exact distribution~---! and recovered distribution~—!. ~c! Recovery of heat release by DNM with 0.01%
errors in the pressure; exact distribution~---! and recovered distribution~—!. ~d! Recovery of heat release by ILSM with 0.01% errors in the pressure; exact
distribution ~---! and recovered distribution~—!.
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Example 3:In this example, the recovery of heat release
in the presence of axial temperature gradients and mean flow
is considered. As discussed earlier, the corresponding inte-
gral equations have to be numerically integrated to solve for
the oscillatory heat release distribution. So, the numerical
integration using trapezoidal rule will introduce additional
errors in the process. This would lead to increased sensitivity
of the solution to the actual pressure data. To assess the qual-
ity of the results, a model problem is solved. The following
parameters for the problem are assumed: mass flux (ṁ)
550 kg/(m2 s); mean temperature is assumed to obey the
functional form

FIG. 2. ~a! Recovery of heat release by ILSM with 1% errors in the pres-
sure; exact distribution~---! and recovered distribution~—!. ~b! Recovery of
heat release by ILSM with 5% errors in the pressure; exact distribution~---!
and recovered distribution~—!. ~c! Recovery of heat release by ILSM with
10% errors in the pressure; exact distribution~---! and recovered distribution
~—!.

FIG. 3. ~a! Temperature profile along the length of the combustor.~b! Re-
covery of heat release by ILSM with 10% errors in the pressure; exact
distribution ~---! and recovered distribution~—!.

FIG. 4. ~a! Recovery of heat release without domain decomposition; exact
distribution ~---! and recovered distribution~—!. ~b! Recovery of heat re-
leases with domain decomposition; exact distribution~---! and recovered
distribution ~—!.
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T̄~x!/T05120.1~x/L !20.25~x/L !220.25~x/L !3,

whereT051000 K andL the length of the combustor; mean
pressure (p̄)523105 Pa ~assumed constant becauseM2

!1).
It is further assumed that the exact heat release distribu-

tion in the duct obeys the functional form

Q~x!/Qmax5120.25S x

L D20.5S x

L D 2

10.25S x

L D 4

,

whereQmax5106 J/(m3 s). The boundary conditions for the
acoustic pressure amplitude areP(0)/p̄50.001 and
P8(0)/(p̄/L)50.0110.01i .

The sample calculations are performed at a frequency of
v5500 rad/s. Figure 3~a! shows the temperature distribution
along the length of the combustor. Figure 3~b! shows the
recovery of heat release in the presence of 10% errors in the
pressure data. It should be noted that while the exact heat
release distribution is a fourth-order polynomial, the present
method approximates it by a third-order polynomial. Even in
the presence of such approximation the results are quite sat-
isfactory.

Example 4: In all the examples discussed so far, the
pressure measurements are assumed to be confined to the
combustion region, i.e., the region in which oscillatory heat
release is nonzero. The mixing of fuel and air in a gas turbine
combustor takes a finite amount of distance. Therefore, most
of the combustion occurs in a region distributed about the
center of the combustor. Ideally one would want to perform
the pressure measurements at all axial locations along the
length of the combustor. Therefore, a more appropriate pro-
file of heat release distribution would be

Q~x!/Qmax5expS 22S x

L
20.375D 2D ,

whereQmax5106 J/(m3 s). All the other parameters are the
same as those assumed in Examples 1 and 2. As discussed
earlier, in the implicit method, the exact heat release distri-
bution ~which is in the form of a Gaussian profile! is ap-
proximated by a third-order polynomial. Figure 4~a! shows
the recovery of heat release distribution. It can be noticed
that the results are quite unsatisfactory because the Gaussian
profile cannot be approximated by a third-order polynomial
over the entire domain. To overcome this difficulty, the do-
main is subdivided into two parts and the integral equation is

solved separately. Figure 4~b! shows that the recovery is
quite good when the domain decomposition is adopted.

V. CONCLUSIONS

In the existing literature, the inverse problem of deter-
mining the oscillatory heat release distribution from the
knowledge of the acoustic pressure field within a combustor
is formulated in terms of Fredholm integral equation. In this
formulation, it is observed that the sensitivity of the solution
to the exact pressure data is very high at the resonant fre-
quencies of the combustor. Since the combustion instabilities
usually occur when the combustion process excites one or
more resonant modes, it is concluded that this technique in
general is not feasible for ducted systems. To avoid this prob-
lem, the inverse problem is reformulated in terms of Volterra
integral equation. The resulting Volterra integral equation is
solved using the direct numerical method and the implicit
least-squares method. The sensitivity analysis shows that the
direct numerical method yields poor results in the presence
of errors in the pressure data. Therefore, it is more appropri-
ate to use implicit least-squares method to solve the inverse
problem. The results show that the recovery of the heat re-
lease by implicit least-squares method is quite satisfactory
even in the presence of errors as high as 10%. Therefore, it is
concluded that this reformulation helps in recovering the
heat release distribution successfully at all frequencies.
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Line-integral approximations to the acoustic path integral have been used to estimate the magnitude
of the fluctuations in an acoustic signal traveling through an ocean filled with internal waves. These
approximations for the root-mean-square~rms! fluctuation and the bias of travel time, rms
fluctuation in a vertical arrival angle, and the spreading of the acoustic pulse are compared here to
estimates from simulations that use the parabolic equation~PE!. PE propagations at 250 Hz with a
maximum range of 1000 km were performed. The model environment consisted of one of two
sound-speed profiles perturbed by internal waves conforming to the Garrett–Munk~GM! spectral
model with strengths of 0.5, 1, and 2 times the GM reference energy level. Integral-approximation
~IA ! estimates of rms travel-time fluctuations were within statistical uncertainty at 1000 km for the
SLICE89 profile, and in disagreement by between 20% and 60% for the Canonical profile. Bias
estimates were accurate for the first few hundred kilometers of propagation, but became a strong
function of time front ID beyond, with some agreeing with the PE results and others very much
larger. The IA structure functions of travel time with depth are predicted to be quadratic with the
form uv

2c0
22(dz)2, wheredz is vertical separation,c0 is a reference sound speed, anduv is the rms

fluctuation in an arrival angle. At 1000 km, the PE results were close to quadratic at smalldz, with
values ofuv in disagreement with those of the integral approximation by factors of order 2. Pulse
spreads in the PE results were much smaller than predicted by the IA estimates. Results imply that
acoustic tomography of internal waves at ranges up to 1000 km can use the IA estimate of
travel-time variance with reasonable reliability. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1587732#

PACS numbers: 43.30.Cq, 43.30.Ft, 43.30.Re@WLS#

I. INTRODUCTION

It has long been known that the full wave equation is not
necessary to describe propagation through sufficiently weak
variability in a medium. Tatarskii, for example, used an ap-
proximate, parabolic wave equation to analytically character-
ize optical propagation through atmospheric turbulence in
the 1960s.1 The parabolic approximation also permits an ac-
curate description of acoustic propagation through ocean in-
ternal waves.2,3 Hardin and Tappert first applied what has
come to be called the standard parabolic equation to the
problems of ocean acoustics and presented a practical com-
puter algorithm for solving it.4,5 The use of the parabolic
equation in numerical simulations of acoustic propagation
through ocean internal waves was first described by Flatte´
and Tappert.6 They investigated the fluctuations in a 100 Hz
signal propagating to a range of 250 km.

The parabolic equation is analogous to the Schro¨dinger
equation,7 so it can be formally solved with the path-integral
technique. It was shown in the 1970s that the path integral
for propagation through a random media that is characterized
by inhomogeneity, anisotropy, and a deterministic
waveguide—as in the case of ocean acoustics—could be ap-
proximately solved in terms of line integrals along determin-
istic rays.8,2,9 In order to determine the accuracy of the ap-

proximate integrals, they must be compared with computer-
intensive parabolic-equation~PE! results. A systematic
approach to this comparison has not been previously carried
out. Our goal in this paper is to present a comparison of four
quantities calculated from the integral approximations~IA !
to corresponding results from simulations using the parabolic
equation. The standard PE is used here because the integral
expressions discussed below are approximations to the stan-
dard PE rather than the full wave equation. That is because
the path integral can be done only if the quantity in the phase
of the exponential is quadratic. The quantities compared in-
clude the following: the root-mean-square~rms! travel-time
fluctuation ~t!, the internal-wave-induced travel-time bias
(t1), the induced spread in time of the acoustic pulse (t0),
and the rms arrival-angle fluctuation, which characterizes the
coherence of the acoustic signal at different depths (uv). An
important motivation for an investigation into the accuracy
of these approximations is their computational efficiency and
the relative simplicity of subsequent analysis. Calculations
using both techniques were performed with two different
sound-speed profiles—a Munk Canonical profile10 and a pro-
file from the SLICE89 experiment11—for an acoustic fre-
quency of 250 Hz. Three different internal-wave strengths—
0.5, 1, and 2 times the reference Garrett–Munk~GM!
level—were employed in both the integral approximations
and PE simulations for each situation. For the parabolica!Electronic mail: smf@pacific.ucsc.edu
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simulations, 50 different realizations of the stochastic
internal-wave field were used for cases with 2 GM internal
waves, 20 realizations were used for 1 GM, and 10 realiza-
tions were used for 0.5 GM. Information was recorded from
all calculations at every 100 km interval to a maximum
propagation range of 1000 km.

In Sec. II we present the ocean model used in the calcu-
lations. The PE simulations are discussed in Sec. III. In Sec.
IV we describe the method of integral approximations. The
comparison is made in Sec. V and the results are discussed in
Sec. VI.

II. OCEAN MODEL

The simulations described in the following treat the
ocean environment as an average sound-speed profile in
depth perturbed by internal gravity waves that conform to the
Garrett–Munk~GM! spectral model. Two different profiles
were used, each possessing features appropriate to the tem-
perate latitudes. The Munk Canonical profile10 is an analytic
model that takes the following form:

c~z!5caxis@11e~eh2h21!#, ~1!

h52~z2zaxis!/B. ~2!

The parameters used here aree55.731023, caxis

51490 m/s, zaxis521000 m, andB51000 m. The other
sound-speed profile used in this work was measured during
theSLICE89 experiment that took place in the North Pacific.11

The two sound-speed profiles are displayed in Fig. 1.
Both aspects of the simulated ocean—the deterministic

profile and the stochastic perturbations—are expressed in the
sound-speed equation,2

c~x,t !5c0@11U0~z!1m~x,t !# ~3!

whereU0(z) represents the dependence of the background
profile c(z)5c0@11U0(z)# on depth andm(x,t) contains
the effect of internal waves on the speed. A useful definition
of c0 is the average ofc(z) over depth. For internal-wave
vertical displacements, the value ofm can be expressed,2

m~x,t !5@]zU0~z!#pz~x,t !, ~4!

where z(x,t) is the magnitude of the displacement and
@]zU0(z)#p is the fractional potential gradient of the sound-
speed profile.

The Garrett–Munk~GM! spectrum of internal-wave ver-
tical displacement as a function of vertical mode numberj
and horizontal wave numberk is

Sz~ j ,k!5
2B2E

pM

N0

N

1

~ j 21 j
*
2 !

kjk
2

~k21kj
2!2 , ~5!

whereE56.331025 ~for the reference internal-wave energy
referred to as one GM!, N053 cph andj * 53 are empirical
constants,kj[pv i j /N0B, v i is the inertial frequency from
the Earth’s rotation at the latitude of the internal waves, and
M is the normalization constant for the sum over mode num-
ber, M5( j 51

` ( j 21 j
*
2 )21.12–14 The latitude~used to define

the inertial frequency! was taken as 30°. The Munk Canoni-
cal profile is derived using the assumption of an exponential
buoyancy frequency,10 N(z)5Nse

z/B. The values used here
are Ns53 cycles per hour andB51000 m. For simulations
that use theSLICE89 sound-speed profile, a smoothed experi-
mental buoyancy profile is used. Both buoyancy frequency
functions are shown in Fig. 2.

For the analytic integrals, three derived moments of the
spectrum are needed: variance of fractional sound-speed
fluctuation ^m2(z)&, with m2 from Eq. ~4!, and where^ &
means average over time; the correlation length parallel to a

FIG. 1. The sound-speed profiles,c(z), used in this paper. TheSLICE89
~Canonical! profile is the solid~dashed! curve. At depth, their gradients are
very close even though their sound speeds are different.

FIG. 2. Buoyancy frequency profiles. TheSLICE89 ~Canonical! profile is the
solid ~dashed! curve.
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given ray with depthz and horizontal angleu, called
Lp(u,z); and $kv

2%, wherekv is the vertical wave number,
and $kv

2% is kv
2 averaged over the internal-wave spectrum.

~The internal-wave correlation length in the vertical is much
shorter than in the horizontal.!

From Eq.~4!,

^m2&5^z2&@]zU02gA#2'z0
2 N0

N~z!
@]zU02gA#2, ~6!

wherez0 is the rms vertical fluctuation in an isodensity sur-
face at the depth where the buoyancy frequencyN(z) is
equal to the reference valueN0 ; andgA , called the adiabatic
gradient, is the effect of pressure on the gradient of the sound
channel,U0(z).

The following empirical expression forLp has been
shown to be sufficiently accurate:15,16

Lp~u,z!5Lp0

@12exp@2~sc /scurv!
p##q

11~rs /rc!
qa~sc /scurv!

pa
, ~7!

whererc53.5, sc50.0204,p50.385,pa50.5, q51.3, and
qa52.0 are dimensionless constants, andLp0512.7 km. The
quantity rs is a measure of the anisotropy of the internal
waves given byrs5N(z)tanu/vi . The quantityscurv is a
dimensionless measure of the ray curvature, obtained by di-
viding the real ray radius of curvature by about 1000 km.
Typical internal-wave correlation lengths are a few kilome-
ters in the horizontal direction andO(100) m in the vertical.

The quantity $kv
2% follows directly from the GM

spectrum.14 Details are given in the reference; the result is

$kv
2%5 l o

22FN~z!

N0
G2

, ~8!

and l o'1000 m.

III. PARABOLIC-EQUATION SIMULATIONS

The standard parabolic equation is used:

2iq0

]c

]r
1

]2c

]z2 22mq0
2c50, ~9!

wherec is the acoustic field function~demodulated pressure,
with the 1/Ar from cylindrical spreading removed!, q0

5s/c0 , and s is the acoustic angular frequency. Any PE
equation has the critical advantage that it can be advanced
through a series of range steps without recourse to costly
iterative or relaxation methods.2,3,5,17

Simulations with the Canonical profile had a source
depth of 1000 m; the source in theSLICE89 simulations
was located at a depth of 800 m. A total of 1024 frequen-
cies spanned the 100 Hz bandwidth. The step size in range
was 25 m and the number of vertical grid points spanning
the water column from the surface to the bottom,zb

525118.75 m, was 2048. In order to implement the reflect-
ing surface boundary condition, an image ocean was con-
structed above the surface for a total of 4096 vertical points.
The bottom was flat with an absorbing boundary condition.
The numerical internal-wave field for the parabolic simula-
tions was constructed using a technique of Colosi and
Brown.18

The simulated acoustic time fronts display the expected
effects of internal-wave perturbations. The entire arrival,
shown in Figs. 3 and 4, shows the reshaping of the transmis-
sion finalé.19 Figures 5 and 6 show magnified sections of
individual time fronts, showing the expected effects of
internal-wave fluctuations.11 A quantitative analysis of the
simulation results requires the identification of the intensity
peak for each examined depth and time front ID number.
Only specified time front ID segments in the early-arriving
portion of the front—sometimes referred to as ‘‘ray-like’’—
are considered in this analysis. The selected regions, in the
SLICE89 case at a 1000 km range, have travel times between
673.7 and 674.6 s. The corresponding time interval in the
Canonical case is from 668.6 to 669.6 s. Within each of these
segments, a depth region was selected to avoid the caustic
folds at the greatest and shallowest depths of each segment,
and the points where segments cross. This was done in order
to ensure an unambiguous connection between an intensity
peak and a time front ID number.

The process of selecting intensity peaks begins with the
construction of a time front using the rays of the
geometrical-acoustics approximation. This series of ray ar-
rivals was used as a template in locating intensity peaks in
PE simulations for each profile in the absence of internal

FIG. 3. A sample time front from a 250 Hz, Canonical-profile, parabolic-
equation~PE! simulation with 2 GM internal waves. Significant front dis-
tortion is evident.

FIG. 4. A sample time front from a 250 Hz,SLICE89-profile, PE simulation
with 2 GM internal waves. Significant distortion is evident, especially in the
transmission finale´.
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waves. These peaks were then, in turn, used as a template in
the analysis of the simulations performed with the internal-
wave model in place.

Parabolic-equation simulations performed without
internal-wave effects for each profile were compared with
ray arrivals at each 100 km range interval. First, each local
maximum in intensity greater than a small threshold intensity
was examined for proximity to the ray arrivals. Whenever
multiple candidate peaks existed for the same depth and
ID—a relatively rare occurrence in the absence of internal
waves—that candidate with the highest value of the follow-
ing quality function was selected:20

Q5I candS 12A2Utcand2t tmplt

tQ
U D . ~10!

This function depends on both the intensity of the candidate
peak,I cand, and its travel time,tcand. The difference between
that travel time and the time on the line connecting adjacent
ray arrivals at the depth of the candidate peak,t tmplt , influ-
encesQ as a fraction oftQ , wheretQ5160 ms. This process
is influenced both by a peak’s intensity and its proximity to
the template front in determining an intensity maximum that
will represent the simulation results for a given depth and
time front ID.

The simulated time fronts altered by internal waves were
analyzed similarly, except for the following. No intensity
threshold was implemented; all local maxima in intensity
were considered. The value oftQ was reduced to 80 ms,
placing a greater emphasis on the proximity to the template.
Because both sets of PE simulations were performed on the
same depth grid,t tmplt is simply the travel time of the tem-
plate peak at the same depth and ID as the candidate. The
need for the quality function,Q, arises much more often in
this selection process as the presence of internal-wave distur-
bances frequently leads to multiple, local intensity maxima
in the vicinity of the template segments; a few doubles can
be seen, for example, in Figs. 5 and 6.

The selection of intensity peaks from the simulations
both with and without intervening internal waves yields the
travel timeTi(z,ID) for the acoustic signal at each relevant
combination of realizationi, depthz, and time front ID num-
ber.

The investigation into the fluctuationst, t1 , anduv in-
volve the difference in travel timesTi8(z,ID) caused by the
speed disturbances,

Ti8~z,ID!5Ti~z,ID!2Tnoiw~z,ID!, ~11!

where the subscript noiw indicates the time without internal
waves. Values ofTi8(z,ID) were calculated at every 100 km
range interval over the 1000 km propagation range. These
values are then averaged over the examined depth interval
according toTi8(ID) 5(1/Nz)(zTi8(z,ID). This process was
repeated for each combination of sound-speed profile and
internal-wave strength.

The internal-wave biast1 is given by the average of
these values,

t1~ ID!5
1

Ni
(

i
Ti8~ ID!. ~12!

The rms travel-time fluctuation,t, is given by

t~ ID!5F( i@Ti8~ ID!2t1~ ID!#2

Ni21 G1/2

. ~13!

When an average value oft or t1 at a given range was
necessary, the values corresponding to each ID segment were
averaged.

The structure functionSz(dz) of travel time with depth
is determined from differences in travel time at depths sepa-
rated bydz. The structure function is given by averages of
differences inTi8(z,ID),

FIG. 5. The effect of internal waves on a time front segment~ID—36! from
a 250 Hz, Canonical-profile, PE simulation. The internal-wave strengths are
~from left to right! 0, 0.5, 1, and 2 GM.

FIG. 6. The same as the previous figure, but for an ID of237 and the
SLICE89 profile.
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Sz~dz,ID!5
1

Ndz
(
i

(
z

„Ti8~z,ID!2Ti8~z1dz,ID!…2, ~14!

whereNdz is the total number of available elements in the
sum that are separated bydz. Finally, the structure function
as used in this discussion is calculated by summing the
Sz(dz,ID) from the different ID segments,

Sz~dz!5
1

NID
(
ID

Sz~dz,ID!. ~15!

Thus, the value ofSz(dz) begins at 0 fordz50 and in-
creases with increasing depth separation. The value ofuv is
determined by a quadratic fit toSz(dz). @See Eq.~25!.# Note
that previous work has discussed the vertical coherence of
travel time in terms of the product of travel times at different
depths.20,19,11 In order to compare PE results with integral
approximations, the structure function is used instead.~See
Sec. V.!

The mean pulse shape was constructed for each time
front ID at each range, using intensity information from a
200 ms window centered on each selected peak. Each such
I i(t,z,ID) was translated by the time of the intensity maxi-
mum so that its highest value occurs att2Ti50, thus form-
ing I i(t2Ti ,z,ID). Finally, all of these pulse shapes were
averaged over depth and internal-wave realization number to
generate the mean pulse shape,^I (t2Ti ,ID) &, for each time
front ID number. This method of looking at the pulse shape
does not have the extra broadening due to the convolution of
a pulse with itself that occurs with the intensity autocorrela-
tion function.2 These mean pulse shapes have a greater tem-
poral width than those generated by simulations without in-
ternal waves. The characteristic scale of this internal-wave-
induced spread ist0 .

Estimates fort, t1 , uv , andt0 are thus derived from the
PE simulations using the above formulas. In Sec. IV, the
same quantities are estimated by approximations generated
by integrals along ray paths. In Sec. V, the PE and IA esti-
mates are compared with each other.

IV. INTEGRAL-APPROXIMATION TECHNIQUE

The integral approximations presented here begin with
the calculation of ray trajectories, subject only to the influ-
ence of the depth-dependent sound-speed profile. The results
of the analytic approximations take the form of weighted
integrals over the deterministic ray from the source to the
receiver. It is our purpose in this work to investigate the
accuracy of the statistical quantities calculated, relative to PE
simulation results, so that the range of validity of these cor-
rections to geometrical ray theory can be estimated for given
accuracy requirements.

These integral expressions provide estimates of param-
eters in the second moments of the acoustic field function.
The second moment for changes in depth can be expressed as

^c* ~dz!c~0!&'exp@2 1
2 ~uv

2q2dz2!#, ~16!

whereuv is a constant that is equal to the rms arrival-angle
fluctuation if intensity variations can be neglected.~See Sec.
V C.!

Similarly, for changes in frequency,

^c* ~ds!c~0!&'exp@2 1
2 ~dst!21 idst12 1

2 ~dst0!2#,
~17!

wheres is the acoustic angular frequency,t2 gives the vari-
ance of travel time,t1 is the internal-wave bias~the average
difference in travel time caused by the presence of the speed
disturbances!, andt0 describes the spreading of an intensity
peak in time due to internal waves.21,9

The variance of travel time,t2, is calculated from the
properties of internal waves in the following way:2

t25c0
22E

0

R

dx^m2~z!&Lp~u,z!. ~18!

As previously stated, the integral is performed along the ray
trajectory. The sound speed variance,^m2(z)&, is a profile in
depth given in Eq.~6!. The quantityLp(u,z) expresses the
correlation length of the internal waves along the ray direc-
tion @see Eq.~7!#. This is the simplest of the integral approxi-
mations.

The integrals in the following expressions involve the
depth separation of nearby unperturbed rays that differ by
defined amounts at the source or receiver. For the ray,
zray(x), and a nearby ray,z(x), this separation is

j~x!5z~x!2zray~x!. ~19!

The behavior of the vertical separation in the sound channel,
when assumed small, is governed by2,15

]xxj~x!1U09j~x!50. ~20!

Of particular interest is the solution,j1 , that yields the ver-
tical separation as a function of range for two rays that begin
at the same source location and arrive at the receiver with
unit separation. This function appears in the depth-coherence
integral. The Green’s function generated by the related equa-
tion, ]x8x8g(x,x8)1U09g(x,x8)5d(x82x), is another neces-
sary component of the acoustic integrals to be performed.

The variance of the acoustic arrival angle can be ex-
pressed as an integral along the ray trajectory in the follow-
ing way:

uv
25 ln~st!E

0

R

dx^m2&Lp~u,z!$kv
2%@j1~x!#2, ~21!

where the quantity$kv
2% is the average over the internal-wave

spectrum of the internal-wave vertical wave number squared,
from Eq.~8!, with l 0 calculated as in Ref. 14. Note thatuv

2 is
nearly independent of frequency; the logarithm is a very
slow function of frequency.

The internal-wave bias,t1 , is the average change in
travel time caused by the presence of sound-speed fluctua-
tions. It is calculated according to

t15
ln~st!

2c0
E

0

R

dx^m2&Lp~u,z!$kv
2%g~x,x!. ~22!

Analytic integral techniques also offer an estimate of the
pulse spreading due to internal-wave fluctuations,t0 . This
quantity characterizes the additional width in time of the
intensity peak for a time front ID segment, at the ray’s arrival
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depth, caused by the presence of internal-wave fluctuations.
The pulse spreading is given by

t0
25

1

2 S ln~st!

c0
D 2E

0

R

dx^m2&Lp~u,z!$kv
2%E

0

R

dx8^m2&8

3Lp~u8,z8!$kv
2%8@g~x,x8!#2. ~23!

These integral approximations were implemented using
a computer code package referred to as ‘‘CAFI’’ ~Computa-
tion of Acoustic Fluctuations from Internal waves! prepared
by Flattéand Rovner.15 The profiles of̂ m2& that are needed
by CAFI were generated according to Eq.~6!. The weighting
functions that enter into the integrals from the internal-wave
spectrum depend on depth and not range. They are therefore
periodic with range when evaluated along a ray. However,
the weighting functions that are geometric in nature, that is
j1(x) andg(x,x8), are not periodic in range. Nevertheless,
the nature of these geometrical weighting functions is such
that great gains in computational speed are achievable com-
pared with straightforward integration.15 Approximately
6500 ray paths were followed in each case at launch-angle
intervals of 0.04°, and the integral approximations were per-
formed for each one.

V. COMPARISON OF RESULTS FROM INTEGRAL
EXPRESSIONS AND THE PARABOLIC EQUATION

In the following sections, four quantities calculated from
integral approximations have been compared to correspond-
ing results from simulations using the parabolic equation:t,
t1 , t0 , anduv .

A. Root-mean-square travel-time variability t

Results fort as a function of range, averaged over ID,
are displayed in Fig. 7. The values for individual time front
ID segments at a range of 1000 km are shown in Fig. 8. This
quantity is among the most frequently used in the analysis of
experimental data.11 As can be seen in Eq.~18!, the integral
approximation is not a function of the acoustic frequency.
The predicted magnitude oft increases as the square root of
range, increases with internal-wave strength, and also varies
somewhat with the choice of sound-speed profile and time
front ID number. The statistical uncertainty in the PE values
was approximately 10% for the cases employing 50 realiza-
tions.

SLICE80 analytic values oft were within statistical un-
certainty of the 1000 km simulation results. Canonical values
were within the statistical error of the simulation results in a
few cases, at low time front ID numbers and internal-wave
strengths. In other cases they overestimated by between 20%
and 60%.

B. Internal-wave-induced travel-time bias t1

The calculated travel-time bias due to internal waves,
t1 , is displayed in Fig. 9. The integral approximation is a
very slow function of acoustic frequency in this case~in fact
logarithmic, and only as an overall factor that is a very slow
function of range!. The choice of sound-speed profile signifi-
cantly affects the result, particularly for long ranges and

strong internal waves. The approximations and the PE results
agree up to a range of 400–500 km. At 500 km, theSLICE89
analytic approximations are within the statistical uncertainty
of the simulations. Except for the case with 2 GM internal
waves, the Canonical approximation is within the simulation
error at 400 km. At larger range the IA results for the Ca-
nonical profile diverge slowly from the PE results, differing
at 1000 km by close to a factor of 10. At larger range for the
SLICE89 profile the IA results begin to differ drastically be-
tween IDs. A few of the IDs havet1 very close to the PE
result while others havet1 extremely large. Previous work in
this area has included a comparison of theSLICE89 experi-
mental results with integral approximations tot and t1 ,
showing reasonable agreement.19 However, later work
showed that the approximation in the 1994 paper used an
incorrect formula forLp ; the later work was more in agree-
ment with our results.22,23

C. Root-mean-square acoustic arrival-angle
fluctuation uv

Equation~16! involves the product of two acoustic field
functions. An appropriate approximation in cases in which
the time front is easily identified, and the intensity varies
slowly relative to the phase, is to approximate the product as

^c* ~dz!c~0!&'exp@2 1
2 s2Sz~dz!#, ~24!

FIG. 7. The rms travel-time fluctuationt for a 250 Hz acoustic signal as a
function of range for different combinations of internal-wave strength and
profile. Integral-approximation~IA ! and PE-simulation results are shown as
lines and points, respectively.
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where Sz is the structure function of the arrival time as a
function of depth.

Hence, a comparison of Eq.~16! with Eq. ~24! results in
a relation betweenSz(dz) anduv

2:

Sz~dz!5uv
2c0

22dz2. ~25!

Structure-function results from both the simulations and
integral techniques are displayed in Fig. 10 for an acoustic
frequency of 250 Hz and a range of 1000 km. The IA results
use Eq.~25! with uv determined from Eq.~21! averaged over
ID, which are shown in Table I. The PE points, equally
spaced at 2.5 m, are shown averaged over all ID segments in
each case; these are calculated as in Eq.~15!. Also shown are
quadratic fits to the PE points from each profile that have
dz,20 m; these fits are evidently good from the figure, and
they yield the PE values ofuv shown in Table I. Immediately
beyond 20 m, the fits diverge from the points because the
points continue nearly as straight lines, at least todz
5100 m, rather than as continuations of the parabolic fits.
The fact that the PE points behave quadratically neardz
50 is in agreement with the prediction of the IA formula.

IA uv values are not greatly affected by the choice of
speed profile; they are so close~within 10%! as to be indis-
tinguishable, except for the 2 GM case, in Fig. 10. The IA
values are also very close for the six different IDs that go
into making the average. The internal-wave strength has a
significant effect onuv , with values at 2 GM typically more
than twice as large as the corresponding values at 0.5 GM.

The PE results foruv are typically of order twice the IA
values; they are also dependent on the specific ID, with dif-
ferent IDs varying by as much as factors of order two from
each other. This is the reason for the larger uncertainties
in the uv values from the PE versus the IA calculations in
Table I.

Reported results from theSLICE89 experiment~which
used a 250 Hz source, and a range of 1000 km! include a
range of coherence lengths from 60 m to 1 km~which trans-
lates touv values of 0.05°–1°!, though a different type of
analysis was done and a different set of time front IDs was
examined.11 An analysis of the experiment suggests an
internal-wave strength of 0.5 GM.20,19 For those conditions,
the PE estimate ofuv is 2.060.7° and the IA estimate is
0.6260.06°.

D. Internal-wave-induced pulse spreading t0

The investigation into the accuracy of the integral ap-
proximation for the pulse spreading caused by the presence
of internal waves,t0 , is based on a comparison of the mean
pulse shapes,̂ I (t2Ti ,ID) &, from parabolic simulations
with internal waves to those without internal waves. The
construction of these mean pulses is discussed in Sec. III.
Pulses are pictured in Fig. 11 for each speed profile, an
acoustic frequency of 250 Hz, and an internal-wave strength
of 1 GM at a range of 1000 km. The IA pulse-spread ap-
proximations, calculated according to Eq.~23! and averaged
over each time front ID, are given in the figure caption.

FIG. 8. The rms travel-time fluctuationt for a 250 Hz acoustic signal as a
function of time front ID number at 1000 km. The circles are the IA esti-
mates and the squares result from the PE simulations. Solid~open! symbols
correspond to positive~negative! ID numbers.

FIG. 9. The internal-wave biast1 ~the average difference from the travel
time in the absence of internal waves! for each ID, for a 250 Hz acoustic
signal, as a function of range. The IA values for each ID~circles! and the PE
results ~points! differ substantially at long ranges, particularly for high
internal-wave strengths. TheSLICE89 results at long range are highly vari-
able between IDs.

703J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 S. M. Flatté and M. D. Vera: Comparison between ocean-acoustic fluctuations



In the PE simulations, internal-wave-influenced mean
pulses are often nearly indistinguishable from those without
internal-wave disturbances. The IA-predicted spreads are
much greater than those seen in the PE curves. When the
effects of internal waves on the mean pulse shape can be
seen at all, it is intriguing that they often consist of an in-
crease in intensity at early times. This early time signal is
similar to that observed and predicted in the AFAR experi-
ment at much shorter ranges.2,24 The AFAR prediction re-
quired a calculation that could not be done at 1000 km. As
mentioned above, even when the pulses at 1000 km display
the sort of spreading that could potentially be explained in
terms of a Gaussian function with a width increase given by
a single t0 parameter, the IA value greatly exceeds the
spreading seen in the PE results, sometimes by an order of
magnitude.

Similar findings for the integral approximation of pulse
spreading were reported for the 3250 km, 75 Hz Acoustic
Engineering Test~AET!, part of the Acoustic Thermometry
of Ocean Climate~ATOC! project.22,23 It was found that the
t0 approximation was too large by more than an order of
magnitude. It was also reported that the effects of internal
waves on the mean pulse shape are more accurately charac-
terized as increases in the mean intensity at times away from
the maximum, rather than as spreading of the central peaks
themselves.

VI. DISCUSSION AND CONCLUSIONS

A. Summary

The comparisons that have been made have serious im-
plications for the usefulness of some of the analytic integral
expressions in providing accurate estimates of their related
fluctuation quantitiesat long range. Long-range acoustic to-
mography of internal waves has, up until now, depended on
the comparison in the regime of identified rays of observed
travel-time variance to a calculation of travel-time variance
that depends on internal-wave strength. It has been suggested
that the use of additional observed fluctuation quantities such
as pulse spread, rms arrival-angle fluctuation in the vertical,

FIG. 10. The depth structure function of travel timeSz(dz) as a function of
vertical separationdz; IA and PE results are shown, averaged over ID, at
1000 km. TheSLICE89 ~Canonical! PE results are the closed~open! squares,
with the solid~dashed! parabolic fits. The IA values ofuv are so close that
the IA curves forSLICE89 ~solid! and Canonical~dashed! lie on top of each
other except for the 2 GM case. The PE results behave close to quadratically
at smalldz as predicted by the integral approximations. The fitted PE values
of uv are typically twice that of the IA values. Values ofuv for both PE and
IA calculations are shown in Table I.

TABLE I. Values of rms arrival-angle fluctuationuv , in degrees, calculated
from PE simulations and IA calculations for both Canonical andSLICE89
sound-speed profiles. The first column is the internal-wave energy level in
units of the Garrett–Munk reference level. The uncertainty values are equal
to the rms spread over ID~not divided by the square root of the number of
IDs, which is about 6!.

GM level

Canonical SLICE89

PE IA PE IA

0.5 1.160.5 0.660.09 2.060.7 0.6260.06
1.0 1.960.5 0.960.1 2.960.3 0.9660.08
2.0 2.660.5 1.460.2 3.560.3 1.560.1

FIG. 11. Mean PE pulse shapes as a function of time for a 250 Hz acoustic
signal at 1000 km for both theSLICE89 and Canonical profiles. The dashed
curve in each panel is the pulse without internal waves present; the solid
curves correspond to different IDs in simulations with 1 GM internal waves.
The internal-wave-induced spreadt0 from IA estimates for these IDs are
much larger than seen in the PE curves; the IA values are between 9.4 and
12.7 ms for the Canonical cases and 12, 12, 16, 19, 25, and 71 ms for the
SLICE89 cases.
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and travel-time bias may be useful in extending the power of
long-range, internal-wave tomography, if they can be com-
pared with calculations based on integral approximations.25

For rms travel-time fluctuation, the results in this paper
confirm that calculations of the appropriate integral approxi-
mation are reliable up to 1000 km for theSLICE89 profile, but
differ by 20%–60% for the Canonical profile. For the depth
structure function, PE results show close to quadratic behav-
ior, allowing the calculation of a rms arrival-angle fluctua-
tion. The IA values are typically about one-half of the PE
values of the rms arrival-angle fluctuation. For the biast1 ,
the approximation is accurate up to between 400 and 500
km; thereafter the IA results vary widely between IDs, while
the PE results behave smoothly. No increase of pulse width
due to internal waves could be observed in the PE results,
while IA values should have been easily seen. It should be
emphasized that previous work at a range of 35 km has
shown remarkable agreement between these integral approxi-
mations and observed fluctuations.9,24 The results in this pa-
per extend this agreement for the bias to a few hundred ki-
lometers; the results at 1000 km for rms arrival-angle
fluctuation show factors of 2 disagreement, but for the pulse
spread there is strong disagreement.

B. Reasons for success or failure

In this section, the reasons for the success or failure of
each quantity are discussed. From the point of view of acous-
tic tomography of internal waves, the use of travel-time fluc-
tuations for determining the distribution of internal-wave
spectral strength is well borne out. These results offer addi-
tional support for the utility oft as a fundamental parameter
in tomographic measurements of internal-wave strength.
There are several levels of acoustic tomography oft: ~1! The
travel-time variance averaged over all identifiable timefront
segments determines the internal-wave energy~E! averaged
over depth and range;~2! a separate measurement for each
identifiable time front segment provides some information
about the distribution in depth of the range-averagedE; ~3!
the specific deterministic ray corresponding to a given depth
on a timefront segment offers some information about the
combined depth and range dependence ofE. In the work
described here, the analytic integral representation oft for
each ID, at 1000 km, is found to be within the statistical
uncertainty~'10%! of PE simulation results for theSLICE89
profile, and between 20% and 60% for the Canonical profile,
depending on which ray is estimated.

Thus, the fundamental quantityt is found to be success-
ful, supporting the correctness of the basic assumptions in-
volved in that analytical integral expression. The quantityuv
represents the behavior of the PE-calculated depth structure
function of travel time; however, the PE values are about
twice those of the IA values. Thus, they can be used only
semi-quantitatively. The quantitiest1 and t0 from the ana-
lytic integral expressions do not correspond to the PE results
over the entire propagation range. The speculations below
attempt to explain this failure and have a reasonable physical
basis.

In doing these evaluations of success or failure, it has
been assumed that the PE simulation results are accurate

within the statistical measures of accuracy that are known.
That assumption depends only on the accuracy of the para-
bolic equation, and on the numerical representation of the
internal-wave field. The PE code accuracy is not in question.
The particular internal-wave code used is appropriate in that
it makes the same assumptions as the analytical integral ex-
pressions. Though the internal-wave models are sufficient for
the purposes of this comparison, another approach might be
more fruitful in an attempt to compare to actual experimental
data. One example is the repeated ‘‘patching’’ of short-range
~16 km! segments of sample internal waves.19 This technique
does not result in internal-wave components that are coher-
ent over the entire propagation range; physically, damping
and scattering of internal-wave components would be ex-
pected over shorter distances.

The rms arrival-angle fluctuation has the most simple
analytic expression beyond the travel-time variance. The cal-
culation of uv depends on a simple geometrical ray-tube
quantity that to first order does not depend on frequency, as
well as on$kv%

2, which is an estimate of the curvature of the
internal-wave sound-speed fluctuation in the vertical direc-
tion. Note that this curvature is dominated by internal-wave
vertical modes with numbers of about 50, whose vertical
wavelengths are of order 20 m.25 When dz is above 20 m,
approximating the internal-wave sound-speed fluctuation
transverse to the ray by a curvature is not going to be accu-
rate. This explains why the PE results do not follow a pa-
rabola abovedz520 m. Why the accuracy is no better than a
factor of 2 below 20 m is not clear.

Both t1 andt0 involve the Green’s function, and there-
fore require that$kv

2% provide a valid estimate of the sound-
speed curvature over a Fresnel length. For an acoustic fre-
quency of 250 Hz, this distance is of order several hundred
meters. From the discussion ofuv above, these expressions
are not expected to be accurate.

Finally, note that the analytic integral expressions have
been derived under the assumption of a single acoustic fre-
quency at the source. The PE simulations are done with a
bandwidth of 100 Hz, for the simple reason that individual
pulses cannot be distinguished in long-range propagation
otherwise. Thus, single-frequency expressions are being
compared with broadband numerical simulations. It is not
clear how to test whether this is an important factor or not,
but it seems likely this would affect the pulse-spread behav-
ior.

C. Other methods

Experiments and PE simulation have already demon-
strated that there is another useful measurement that does not
depend on analytic integral estimates of the type considered
here. The behavior of the finale´ of the pulse, within which
one cannot identify time fronts, has yielded clear measure-
ments of the internal-wave strength.19 Thus, there are at least
two useful experimental measurements of internal-wave
strength at a range of 1000 km~and presumably farther, for
the reasons discussed above!; some of the integral approxi-
mations discussed above for other quantities provide semi-
quantitative results. There is always the possibility of using
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PE simulations to compare with experiment, but this would
be extremely computer intensive. Other analytic approaches
to long-range internal-wave tomography may in the future
lead to making the quantities discussed above, or others,
more useful. The possibility of using intensity within the
pulse has not been investigated.23
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High-frequency volume and boundary acoustic backscatter
fluctuations in shallow water
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Volume and boundary acoustic backscatter envelope fluctuations are characterized from data
collected by the Toroidal Volume Search Sonar~TVSS!, a 68 kHz cylindrical array capable of 360°
multibeam imaging in the vertical plane perpendicular to its axis. The data are processed to form
acoustic backscatter images of the seafloor, sea surface, and horizontal and vertical planes in the
volume, which are used to attribute nonhomogeneous spatial distributions of zooplankton, fish,
bubbles and bubble clouds, and multiple boundary interactions to the observed backscatter
amplitude statistics. Three component Rayleigh mixture probability distribution functions~PDFs!
provided the best fit to the empirical distribution functions of seafloor acoustic backscatter. Sea
surface and near-surface volume acoustic backscatter PDFs are better described by Rayleigh mixture
or log-normal distributions, with the high density portion of the distributions arising from boundary
reverberation, and the tails arising from nonhomogeneously distributed scatterers such as bubbles,
fish, and zooplankton. PDF fits to the volume and near-surface acoustic backscatter data are poor
compared to PDF fits to the boundary backscatter, suggesting that these data may be better described
by mixture distributions with component densities from different parametric families. For active
sonar target detection, the results demonstrate that threshold detectors which assume Rayleigh
distributed envelope fluctuations will experience significantly higher false alarm rates in shallow
water environments which are influenced by near-surface microbubbles, aggregations of
zooplankton and fish, and boundary reverberation. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1588656#

PACS numbers: 43.30.Gv, 43.30.Vh, 43.30.Re@DLB#

I. INTRODUCTION

Validating statistical reverberation models is difficult be-
cause reverberation fluctuations are so strongly influenced by
the sonar’s beam pattern and spatial distribution of
scatterers.1–6 The former is usually known through system
calibration, but the latter is more difficult to characterize.
Acoustic and optical imaging methods have been used for
this purpose, mostly for studies of the seafloor,7–9 although
some studies of the volume10 and sea surface11 have been
performed. To the best of our knowledge, no such study has
been conducted as a function of angle with a high resolution
multibeam sonar measuring simultaneously seafloor, sea sur-
face, and volume acoustic backscatter and reverberation.
Such a study is warranted because rarely can reverberation
be considered a single component process. Here, ‘‘single
component scattering process’’ refers to a process dominated
by acoustic backscatter from one type of scatterer, such as
the sea floor, whereas ‘‘two-component scattering process’’
refers to a process dominated by acoustic backscatter from
two types of scatterers, such as both boundaries, or a single
boundary and biologic scatterers in the volume. Similarly, a
three-component process refers to a process dominated by
three types of scatterers, such as both boundaries and near-
surface bubbles, etc.

A recent study of seafloor reverberation process was per-
formed by Lyons and Abraham,7 who found the three-
component Rayleigh mixture distribution to be the most ro-
bust in describing observed fluctuations in seafloor acoustic
backscatter amplitude data from a wide variety of seafloor
types identified with optical andin situ sampling techniques.
Here, we perform a similar study, but add to their results by
~1! also including the log-normal probability distribution in
the model-data comparisons,~2! analyzing data collected on
a moving platform, thereby incorporating the influence of
spatial variability on the backscatter amplitude fluctuations,
~3! analyzing data from both boundaries and the volume, and
~4! using coincident multibeam acoustic backscatter imagery
to link the spatial distributions of various scatterers to the
observed fluctuation statistics.

The data used in this study were collected by the Toroi-
dal Volume Search Sonar~TVSS!, a 68 kHz cylindrical array
which was deployed on a towfish at a depth of 78 m in
waters 200 m deep, 735 m astern of a towship during engi-
neering tests conducted by the U.S. Navy’s Coastal System
Station~CSS!, Panama City, Florida~Fig. 1!. The multibeam
acoustic data collected by the TVSS were processed to con-
struct boundary12,13 and volume14 acoustic backscattering
strength images in horizontal and vertical planes around the
towfish ~Fig. 2!. Here, we examine the statistics of, and fit
probability distributions to the backscatter amplitudes corre-
sponding to these data. The multibeam acoustic backscatter
imagery provides the means for discriminating between vari-

a!Present address: Center for Coastal and Ocean Mapping, University of
New Hampshire, 24 Colovos Road, Durham, NH 03824.
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ous reverberation components and directly attributing nonho-
mogeneous spatial distributions of scatterers, such as
bubbles, zooplankton, and multiple boundary interactions to
non-Rayleigh backscatter amplitude distributions.

A useful model for understanding the statistical proper-
ties of acoustic reverberation is the point scattering
model,15–20which assumes that the total backscattered signal
is the sum ofn replicas of the transmitted signals(t) back-
scattered from a homogeneous distribution of point reflectors

F~ t !5(
i 51

n

aiB~ t i !s~ t2t i ,j i !, ~1!

wheret i is the time of arrival from thei th scatterer,ai is the
stochastic amplitude which corresponds to that scatterer’s
acoustic cross section,B(t i) describes the sonar’s acoustic
geometry and gain, andj i is a set of stochastic parameters
defining the characteristics of the scattered signals, which
may depend upon the relative motion between the acoustic
array and the scatterers, their physical properties, and their
spatial distribution.

In general,F(t) will fluctuate around some time-varying
mean value, and the quadrature components of the fluctuat-
ing part may be expressed as16

VI ,Q~ t !5F~ t !/g~ t !, ~2!

whereg(t) is the transient function whose reciprocal trans-
forms the nonstationary reverberation sum in Eq.~1! to the
stationary formVI ,Q(t). This fluctuating signal, and its cor-
responding envelope are important because their probability
density functions~PDFs! are used as the noise models
against which target detection algorithms must operate.21

The model in~1! and ~2! assumes that the numbern is
governed by a Poisson distribution, where the scatterers pro-
ducing the resulting reverberation are discrete, statistically
independent in position, and homogeneously distributed
within the sonar’s resolution cell. If the number of scatterers
in a single resolution cell is very large, and their scattering

coefficient distribution (ai) is such that no small number of
them contributes significantly to the reverberation energy,
application of the central limit theorem results in a Gaussian
distribution forVI ,Q(t), with a Rayleigh distributed envelope
and uniformly distributed phase.

In typical shallow water environments, the distributions
of scatterers can rarely be assumed to be homogeneous, and
different types of scatterers distributed on different spatial
scales tend to produce more extreme reverberation values,
depending upon the density of scatterers relative to the so-
nar’s resolution cell size. For envelope fluctuation distribu-
tions, these may appear as multiple modes and/or large tails,
deviating significantly from the traditional Rayleigh
PDF.7,8,22–24

The distribution models considered in this study are the
Rayleigh,K, Weibull, log-normal, and Rayleigh-mixture dis-
tributions. We chose these because~1! they are commonly
used in underwater acoustics,~2! they have been observed in
previous studies of volume and boundary backscatter and
reverberation, and~3! some have been analytically related to
the physical scattering mechanisms which produce them. Al-
though a number of probability distribution models have
been developed for specific boundary or volume reverbera-
tion conditions,1,3,10,25,26 our objective is to determine
whether there is a common model flexible enough to de-
scribe both boundary and volume backscatter arising from
nonhomogeneous, or patchy scatterer distributions that are
typical in shallow water.

We begin in Sec. II with a description of the PDF mod-
els used in this study. Section III describes the TVSS signal
processing methods and the data preparation steps. The re-
sults are described in Sec. IV, and we assess in Sec. V the
physical mechanisms influencing these results and their im-
plications for target detection.

II. PROBABILITY DISTRIBUTION MODELS

Each of the distribution functions discussed here may be
represented as a function of one or several parameters that

FIG. 1. Depiction of the TVSS de-
ployment of 9 November 1994. Al-
though each of the three parallel runs
consisted of over 800 pings, the data
presented in this paper are processed
from only 100 pings in each of the
three runs. The environmental condi-
tions are summarized in the text, and
more complete descriptions and analy-
ses are presented in Refs. 12–14.
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must be estimated from the observed amplitude data,A
5$A1A2¯AN%, whose samples are assumed to be indepen-
dent and identically distributed. For parameter estimation,
we use maximum likelihood estimation and the method of
moments as described and implemented by Abraham.27

We start with the Rayleigh PDF for acoustic reverbera-
tion of amplitudeA>0:

pR~A!5
2A

lR
e2A2/lR, ~3!

and its cumulative distribution function~CDF!

PR~A!512e2A2/lR, ~4!

wherelR5^A2&, with ^ & representing the expected value. It
describes reverberation whose in-phase and quadrature com-
ponents are normally distributed with zero mean, and results
from enough scatterers in the sonar’s resolution cell for the
central limit theorem to hold.16 The Rayleigh distribution has
been observed for high frequency backscatter and reverbera-
tion from the seafloor,7 sea surface,28 and volume,10,29 and is

FIG. 2. TVSS-derived acoustic backscattering strength images displayed in coordinates relative to the towfish~a!–~d! and their corresponding along-track
averages~e!–~h!. ~a! Bottom acoustic backscattering strength (SB): The normal incidence return extends along-track near the center in the seafloor image and
results from the natural angular dependence function of the silt and sand sediments in the region~Ref. 12!. ~b! Sea surface acoustic backscattering strength
(SS): The feature near the track center extending along-track in the sea surface backscattering strength image is influenced by vertical attenuation through
bubbles in the towship’s wake~Fig. 1! ~Ref. 13!. The moderately high backscattering strength features 50–100 m to the right and left of the track centerline
are due to resonant scattering from bubble clouds generated by breaking ship waves. The two across-track lines nearY5120 m and 235 m in this image and
the vertical lines in~c! at the same along-track locations are corrupted data and were excluded from the analysis.~c!, ~d! Volume acoustic backscattering
strength (SV): The vertical volume backscattering strength image~c! formed by using the upward looking beams shows that the bubble layer associated with
the towship’s wake varies in scattering strength and depth along-track. The vertical volume image~d! formed in the vertical plane 47 m to the right of the
TVSS shows the presence of volume scattering layers in the mixed layer and upper thermocline~Ref. 14!.
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a limiting case of the Ricean distribution in which scattering
is primarily incoherent.30 Stanton30 has related the Rayleigh
PDF of seafloor acoustic backscatter amplitude to the rms
roughness and correlation area of the bottom.

TheK distribution may be represented as the product of
a rapidly fluctuating, Rayleigh-distributed random variable,
and a slowly varying, chi-distributed variable.31–33 Its PDF
is27

pK~A!5
4

AaG~n!
S A

Aa
D n

Kn21S 2A

Aa
D , ~5!

and its CDF is

PK~A!512
1

G~n!2n21 S 2
A

Aa
D n

KnS 2A

Aa
D , ~6!

with A>0. Kn21 is then21 order modified Bessel function
and G( ) is the gamma function. When the scale 1/An is
applied toA, the Rayleigh distribution with powera is ob-
tained, in the limit asn tends to infinity, from theK
distribution.27 The K distribution has been used to describe
radar sea surface clutter because it has a direct physical in-
terpretation: the Rayleigh component, with relatively short
correlation widths, results from the many scattering contri-
butions within the resolution cell that arise from small scale
facets on the sea surface, whereas the chi-distributed compo-
nent, with relatively long correlation widths, arises from the
larger scale, mean sea surface tilt~e.g., swell!. TheK distri-
bution also has been used to describe signal envelope fluc-
tuations in wireless channels34 and seafloor acoustic back-
scatter in sidescan sonar images.8,22

The Weibull distribution also is related to the Rayleigh
distribution and has been used to describe seafloor backscat-
ter amplitude distributions.7 The two-parameter Weibull PDF
is27

pW~A!5abAb21e2aAb
~7!

for A>0, with its CDF given by

PW~A!512e2aAb
, ~8!

where it can be seen that the Rayleigh distribution results
whenb52 anda51/lR .

Whereas theK and Weibull distributions may be related
to physical scattering mechanisms through their relationships
with the Rayleigh distribution, the log-normal distribution
has yet to reveal such analytical connections. Nevertheless,
the log-normal distribution has been observed in studies of
underwater acoustic backscatter and propagation,23,35,36radar
clutter from the sea surface,37 and signal envelope fluctua-
tions in wireless channels.34,38 The two-parameter log-
normal PDF is39

pLN~A!5
1

A2paA
e2~ ln A2b!2/2a2

~9!

for A.0. It has the property that ln(A) is normally distrib-
uted with meanb and variancea2. The log-normal CDF is

PLN~A!5FS ln A2b

a D , ~10!

where

F~u!5
1

A2p
E

2`

u

e2w2/2 dw ~11!

is the CDF of a standard normal random variableu. Another
property of the log-normal distribution is that ifA is log-
normally distributed, so isA2; i.e., if the echo amplitude
PDF has the form of Eq.~9!, so will the PDF of the echo
intensity.39

In typical shallow water environments, acoustic back-
scatter and reverberation result from several independent
scattering mechanisms, such as bubbles, bioacoustic scatter-
ers, and boundary roughness, and each of these may be char-
acterized by different spatial scales. For high resolution, nar-
row beam sonars used in bioacoustic studies, multibeam
bathymetric surveys, studies of near surface physical pro-
cesses, and mine-countermeasures, the echo from a given
resolution cell typically, though not necessarily, contains
only one type of scatterer. Therefore, it is reasonable to con-
sider that reverberation in such a scenario might be repre-
sented by a mixture ofm Rayleigh random variables, each
with a component probability« i and powerlR,i . The result-
ing Rayleigh mixture PDF is27

pRM~A!5(
i 51

m

« i

2A

lR,i
e2A2/lR,i, ~12!

and its CDF is

PRM~A!512(
i 51

m

« ie
2A2/lR,i, ~13!

where

(
i 51

m

« i51 ~14!

is required to ensure a valid CDF.
Although the component densities in a mixture distribu-

tion need not be Rayleigh, or even members of the same
parametric family,40 Rayleigh-mixture distributions have
been fit successfully to seafloor acoustic backscatter.7,24,27

Because mixture distributions have yet to be evaluated for
reverberation from both boundaries and the volume, we shall
test them below with data collected by the TVSS. We begin
by describing the TVSS, the data, and aspects of the acoustic
geometry that help in understanding the results.

III. TVSS DATA

A. TVSS data collection

The TVSS includes separate cylindrical projector and
hydrophone arrays, with the same 0.53 m diameter, mounted
coaxially on a cylindrical tow body. The projector array has
32 elements equally spaced 11.25° apart around the cylinder
and designed to produce a ‘‘toroidal’’ beam pattern that is
meant to be omni-directional in the plane perpendicular to
the cylinder’s axis~usually across-track! and 3.7° wide at23
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dB in any plane containing the cylinder’s axis~usually
along-track!. The hydrophone array consists of 120 elements
equally spaced every 3° around the cylinder. In the work
presented here, split aperture beamforming of the hydro-
phone array yielded 120 receive beams, each 4.95° wide at
23 dB and spaced 3° apart to cover the full 360° around the
array in the plane perpendicular to the array’s axis. Details of
the data processing are available in Refs. 12–14 and 41, 42.

The acoustic data were collected by the TVSS in a 2 nm2

area 65 nm southeast of Panama City, Florida, in the north-
eastern Gulf of Mexico. The TVSS was towed approximately
735 m aft of the towship MR. OFFSHOREat a nearly constant
depth of 78 m~Fig. 1!. Three runs of 100 consecutive pings
of acoustic backscatter data, from 200ms CW pulses of 68
kHz transmitted once a second, were obtained while the tow-
ship speed was nearly constant at 4.1 m/s. Towfish attitude
and motion data were sampled at 1 Hz~once per ping! and
included roll, roll rate, pitch, heading, speed, and depth. The
environmental data collected during the experiment included
a single CTD cast, which revealed the presence of an isother-
mal mixed layer with a temperature of 24.8 °C extending to a
depth of 49 m, a thermocline between 49 m–150 m depth,
and a nearly isothermal layer above the bottom with a tem-
perature of 15.6 °C. The surface salinity was 35.1 ppt, and
the surface sound speed was 1534 m/s. The wind speed re-
corded at 0658AM onboard MR. OFFSHOREwas 6 knots~3
m/s!, and the sea state was 1.5.

B. TVSS acoustic geometry

The statistical results are best interpreted with an under-
standing of the TVSS acoustic geometry, which may be ob-
tained from Figs. 1–3. Figure 3 depicts a vertical slice of
volume scattering strength (SV) perpendicular to the towfish
axis, formed by displaying the acoustic data in each of the

120 TVSS receive beams in a single ping around the TVSS
in coordinates of depth vs horizontal range. In this represen-
tation, echoes from the sea surface and seafloor appear as the
high backscatter, horizontal features above and below the
towfish. Scattering from resonant microbubbles in the tow-
ship’s wake and from bubble clouds formed by breaking ship
waves are responsible for the high backscattering strength
features near the sea surface. The circular features result
from boundary reflections received in the sidelobes of beams
directed away from the boundary.

The angular sample spacing in this figure is the spacing
between maximum response axes of adjacent beams:us

53°. The quadrature sampling time increment ofts

5160ms results in a 12 cm slant range sample spacing as-
suming a sound speed in seawaterc51500 m/s. With the
TVSS pulse lengthtp5200ms, the bandwidth isW
50.88/tp54.4 kHz, which yields a range resolutionDR
5c/2W517 cm.

The volumetric resolution in each ping is determined by
the spatial dimensions of the volume ensonified by the TVSS
transmit pulse within each receive beam. We approximated
the ensonified volumes (V) in Table I as the ellipsoidal shell
formed from the intersection of the transmitted pulse bound
by the transmit beam pattern, and the receive beam. Thus,
the dimensions ofV increase with slant range from the
TVSS, and ensonified volumes at equal ranges from the
TVSS in adjacent beams overlap by 39.4%. The towfish’s
speed,VTVSS54.1 m/s, and the relatively narrow fore–aft
transmit beamwidth resulted in overlap between ensonified
volumes in the same beam angle for consecutive pings,
which increased with range beyond 62 m.

On the boundaries, resolution is defined by the area~A!
ensonified by the transmitted pulse within each receive
beam. The area is approximated by an ellipse near normal
incidence, and by an annulus sector away from normal inci-
dence. Thus, the maximum ensonified areas on the bound-
aries are at the towfish’s zenith and nadir~Table I!, where the
horizontal resolution is poorest. Expressions for these and
other characteristics of the TVSS acoustic geometry are
given in Refs. 12–14.

C. Data partitioning and description

Applying sidescan imaging techniques to the TVSS data
collected over multiple pings, we constructed seafloor, sea
surface, and horizontal and vertical volume backscattering
strength images, which are analyzed in Refs. 12–14. Four of
these images are shown in Fig. 2 with their along-track av-
erages. Whereas the seafloor image appears fairly homoge-
neous away from the track centerline@Fig. 2~a!#, the sea
surface and volume images exhibit significant spatial vari-
ability due to bubbles and bubble clouds@Figs. 2~b! and~c!#
and aggregations of volume scatterers@Fig. 2~d!#.

The acoustic backscatter amplitude data corresponding
to these and other images were then partitioned into data sets
which encompassed the analysis regions defined in Table I.
The locations of the centers of these regions are indicated in
Fig. 3. For 14 of the 15 analysis regions in Table I, three
separate runs of 100 pings were used, and for one region

FIG. 3. Center locations of the analysis regions used in this study for a
single TVSS ping. The data sets for each region consisted of 100 pings and
spanned the horizontal and vertical dimensions listed in Table I.
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~NS1!, two runs of 100 pings were used. Thus, the partition-
ing formed a total of 44 data sets.

Ideally, we would analyze the data collected in each
grazing angle/depth/across-track distance location separately.
However, this would have resulted in less than 100 samples
per analysis region, and the PDF models and parameter esti-
mation methods used here require much larger sample sizes
to perform well.27 Therefore, we grouped data into the re-
gions defined in Table I. To ensure that the data did not vary
significantly over the range of grazing angles within each
region, they were tested for homogeneity across both grazing
angles and pings, as discussed below.

The partitioned data corresponding to the seafloor analy-
sis regions span three different grazing angle regimes: nor-
mal and near normal incidence~SF1!, moderate to high graz-
ing angles~SF2!, and moderate to low grazing angles~SF3!.
Bathymetry constructed from the TVSS backscatter data re-
vealed a relatively flat bottom, with a 3 m/km south west
slope, and an average depth of 198 m. Seafloor acoustic
backscattering strength imagery indicated a homogeneous
spatial distribution of sediments, and the angular dependence
function estimated from the acoustic backscattering strength
is consistent with the silt–sand mixture of sediments previ-

ously surveyed in the region@e.g., Fig. 2~a!#.12

The sea surface analysis regions were influenced only
slightly by sea surface roughness produced by the ambient 3
m/s winds. Because of the vertical extent of the transmitted
acoustic pulse intersecting the sea surface, the sea surface
data were more strongly influenced by clouds of resonant
mircobubbles which were characterized by different spatial
dimensions and scattering characteristics that depended upon
their generating mechanisms. These included~1! very dense
bubble clouds generated primarily by propeller cavitation
within the towship’s wake~SS1!, ~2! large-scale@O(102) to
O(103) m2] bubble clouds generated by breaking ship waves
~SS2!, and ~3! sparsely distributed, small scale@O~1! to
O~10! m2# bubble clouds generated by the ambient sea~SS3!
@e.g., Fig. 2~b!#. The SS3 region also was influenced strongly
by bottom reverberation received in the sidelobes after the
first bottom echo arrival. Although we did not havein-situ
bubble size and density data, we used the resonant bubble
approximation to estimate the densities of bubbles in the
analysis regions from the surface and near-surface acoustic
backscattering strength data in Ref. 13.

The near-surface volume regions were influenced by the
same processes that influenced the sea surface backscatter.

TABLE I. Analysis regions for the TVSS data set. Negative across-track distances are left of the towfish’s track. Grazing angles in regions VL1 and VL2 are
defined with respect to the vertical along-track plane 47 m to the left of the towfish’s track. Grazing angles in regions NS1–NS5 are defined with respect to
the horizontal plane at 3 m depth. Ensonified areas~boundary regions SF, SS! and ensonified volumes~volume regions NS, VL! are listed in the last column.

Analysis
region

Primary acoustic scattering and
reverberation features

Across-track
distance~s!

~m!
Depth~s!

~m!
Grazing
angles

Areas or
volumes
~m2,m3!

SF1 seafloor backscatter 235–135 192–202 72°–90° 4.5–73
SF2 seafloor backscatter1surface reverberation after first surface echo 250–2100 192–202 48°–66° 2.6–4.0
SF3 seafloor backscatter1surface and bottom reverberation after

surface-bottom multiple
2150–2200 192–202 29°–37° 2.6–3.1

SS1 sea surface backscatter1attenuation from bubbles in towship’s wake 230–130 0 68°–90° 2–40
SS2 sea surface backscatter1backscatter from bubble clouds generated

by ship and ambient waves
40–80 0 44°–66° 2

SS3 sea surface acoustic backscatter1backscatter from bubble clouds
generated by ship and ambient waves1bottom reverberation from
first bottom echo

100–150 0 27°–38° 2

NS1 near-surface volume and sea surface backscatter1backscatter from
bubbles in towship’s wake generated during previous runs1surface
and bottom reverberation after bottom-surface multiple

180–220 and
2180–2220

3 18°–23° 37–52

NS2 near-surface volume backscatter from bubbles within the towship’s
wake1surface reverberation after first surface echo

230–130 3 68°–90° 5–6

NS3 near-surface volume and surface backscatter from bubble clouds
generated by ship waves1surface reverberation after first surface
echo

40–80 3 42°–62° 6–12

NS4 near-surface volume backscatter from bubble clouds generated by
ship and ambient waves1surface and bottom reverberation after first
surface and bottom echoes

100–150 3 26°–37° 15–27

NS5 surface and bottom reverberation after bottom-surface multiple 200–250 and
2200–2250

3 16°–20° 44–66

VL1 volume backscatter from densely distributed zooplankton in mixed
layer and upper thermocline

247 40–70 50°–81° 2–4

VL2 volume backscatter from sparsely distributed zooplankton in middle
and lower thermocline

247 90–120 47°–76° 2–4

VL3 volume backscatter from sparsely distributed zooplankton in lower
thermocline

0 125–140 89°–90° 2–4

VL4 volume backscatter below thermocline from sparsely distributed fish
1surface reverberation after first surface echo

0 165–180 89°–90° 7–10
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Clouds of resonant microbubbles in the towship’s wake con-
tributed to the backscatter in both the NS1 and NS2 regions,
but these clouds were denser in NS1 than in NS2 because the
wake in NS2 was about 20 minutes old, whereas the wake in
NS1 was only 3 minutes old@Fig. 2~c!#. In the same across-
track location as the SS2 region, the NS3 region at 3 m depth
was also affected by large scale bubble clouds generated by
breaking towship waves. Similarly, the NS4 region was in
the same across-track location as the SS3 region, and was
also influenced by bottom reverberation and smaller scale
bubble clouds generated by the ambient sea. The NS5 region
was influenced by both near-surface bubbles and multiple
boundary reflections occurring after the first bottom-surface
multiple arrival. The NS1, NS3, NS4, and NS5 regions were
influenced somewhat by surface roughness, due to the verti-
cal extent of the ensonified volume.

Three of the volume regions were influenced by aggre-
gations of zooplankton whose density generally decreased
with depth from the base of the mixed layer~VL1!, through
the upper~VL2! and lower thermocline~VL3! @e.g., Fig.
2~d!#.14 The VL4 region near the bottom was influenced
slightly by a sparse distribution of small fish, but more
strongly by surface reverberation received in the sidelobes
after the first surface echo arrival. As with the near-surface
data, we lacked thein-situ data to characterize absolute den-
sities and sizes of organisms in the volume, so we have in-
ferred the relative densities from the corresponding volume
acoustic backscattering strength data in Ref. 14. Although
several dense fish schools were observed near the bottom, the
backscatter data in these regions could not pass statistical
independence tests, so they were not included in the analysis.

D. Data preparation

After grouping the TVSS acoustic backscatter amplitude
data according to the analysis regions in Table I, data con-
taminated by noise spikes were removed. Because statistical
analyses require independent and identically distributed data,
the amplitudes were decimated by taking only those samples
separated by at least a correlation width across grazing
angles and pings. The correlation widths were estimated as
the horizontal or vertical lags corresponding to the first null
of the normalized spatial autocovariance. In cases where the
autocovariance dropped sharply to a low value~,0.1!, and
then fell gradually to zero, we used the distance for which it
decreased to 0.1.

As we are interested in reverberation fluctuations, we
removed nonstationarities resulting from backscatter angular
dependence and angular variations in the TVSS transmit and
receive beam patterns by grouping the amplitude data in each
analysis region into bins 1° wide according to grazing angle
and angle with respect to the TVSS, and then normalizing by
the mean in each group. The normalized data were then re-
grouped into each analysis region~Table I!, and inspected to
ensure that all nonstationarities due to beam pattern varia-
tions and grazing angle dependence were adequately re-
moved.

To ensure that the samples in each analysis region were
statistically independent and identically distributed across
pings and grazing angles, we performed the one sample runs

test43 for randomness and the Mann–WhitneyU test for
homogeneity:44 ~1! to the normalized samples in each graz-
ing angle across pings, and~2! to the normalized samples in
each ping across grazing angles. Most of the data in the
seafloor~SF! and volume~VL ! regions passed the tests at the
95% confidence level, but 20%–50% of the sea surface~SS!
and near-surface~NS! data failed the tests. In studies of data
collected on fixed platforms, the approach is to simply re-
move data which do not pass the tests at the specified confi-
dence level.21 Doing so in our study was not possible be-
cause the TVSS data were collected from a moving platform.
Therefore, for each analysis region, we selected only those
samples within the largest contiguous regions~across pings
and grazing angles! which passed both tests at the 95% con-
fidence level. We verified that the retained samples included
contributions from the various backscattering and reverbera-
tion features in Table I by analyzing backscattering strength
images formed from these data~e.g., Fig. 2!.

IV. RESULTS

A. Backscattering strength, amplitude and intensity
statistics

The data in each of the analysis regions depicted in Fig.
3 were first characterized by averaging statistical estimates of
the corresponding backscattering strength (SB,S,V), ampli-
tude~A!, and intensity (A2) over the three TVSS runs~Table
II !. Expressions for the mean (mA), variance (sA

2), skewness
(g3,A), and kurtosis (g4,A) are given in the Appendix. The
scintillation index, which is the variance of the intensity fluc-
tuation scaled by the square of the mean intensity, was com-
puted as

sA2
2

5
^~A22lR!2&

lR
2 . ~15!

We include this quantity because it generally indicates the
extent to which the data depart from a Rayleigh distribution,
as Rayleigh-distributed amplitudes result in a scintillation
index of one.

Table II shows that the scintillation indices for the sea-
floor regions are the closest to one, suggesting that they de-
part the least from Rayleigh distributions. In addition, the
amplitude variance, skewness, and kurtosis values are lower
for the seafloor regions. Mean backscattering strengths de-
crease away from the nadir region~SF1! @e.g., Fig. 2~a!#,
which is consistent with composite roughness model predic-
tions for the silt-sand sediment type in the region and ex-
pected for rough-surface models of relatively smooth
seafloors.12 The region at nadir also exhibits the highest vari-
ance, skewness, and kurtosis of the three seafloor regions.

Statistics for the sea surface regions differ significantly
from those for the seafloor regions. The region at zenith
~SS1! has the highest mean backscattering strengths of all
regions, but these are attenuated approximately 22 dB below
model predictions by resonant microbubbles in the towship’s
wake @e.g., Figs. 2~b! and ~f!#.13 Backscattering strength de-
creases with grazing angle, but scintillation indices, skew-
ness, and kurtosis increase with decreasing grazing angle.
This trend is opposite that of the bubble densities inferred
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from backscattering strength imagery@Fig. 2~b!#,13 as the
highest densities occurr near the towfish zenith~SS1!, lower
densities occurr in the regions influenced by large scale
bubble clouds produced by breaking ship waves~SS2!, and
the lowest bubble densities are observed farther across track
~SS3! where the near-surface bubble population consists pri-
marily of bubbles generated by small scale breaking of the
ambient sea waves.

Statistics for three of the near-surface regions~NS2–
NS4! exhibit a grazing angle dependence similar to that of
the sea surface regions~SS1–SS3!, with mean backscattering
strength decreasing, and skewness, kurtosis, and scintillation
index increasing away from the towfish’s zenith. For the NS1
and NS5 regions, backscattering strength increases with de-
creasing grazing angle as a result of the bottom-surface mul-
tiple echo. For the NS1 region, backscattering from mi-
crobubbles in the decaying towship’s wake@Figs. 1 and 2~b!#
also increases the mean volume backscattering strength
above that for the higher grazing angle region~NS4!. Al-
though the NS1 and NS5 regions are at similar across-track
locations and have the largest ensonified volumes of all the
analysis regions~Table I!, their statistics are dramatically
different. The skewness, kurtosis, and the scintillation index
values for the NS5 region are among the highest values of all
the analysis regions, and result from sparsely distributed
bubbles generated by small scale breaking of ambient sea
waves. The corresponding values for the NS1 region are sig-
nificantly lower, and are the result of scattering from the
denser distribution of bubbles in the towship’s wake from the
previous run.

The statistics for the volume regions are similar to those
for the near-surface and sea surface regions in that they are
mostly influenced by the density of scatterers. For the VL1–
VL3 regions, mean backscattering strength decreases, and
skewness, kurtosis, and scintillation index increase with

depth, resulting from the decrease in zooplankton density
with depth @e.g., Fig. 2~d!#. Statistics for the VL4 region
depart from this trend, and this may be related to the influ-
ence of surface reverberation after the first surface echo.

Before fitting the various PDF models to the TVSS data,
we evaluated their potential suitability for describing back-
scatter fluctuations by comparing plots of the skewness and
kurtosis descriptors (b1 ,b2) of the normalized backscatter
amplitude data with the possible values for each PDF family
~Fig. 4!, whereb15g3,A

2 , and b25g4,A13. The Appendix
describes the basis for this figure, which is taken from
Abraham,27 and Johnsonet al.45 Although matching skew-
ness and kurtosis does not imply that distributions are iden-
tical or even a good approximation to one another, estimates
of b1 andb2 from data can provide an indication of which
PDF families are appropriate to consider. Except for the log-
normal distribution, all PDF models appear suitable for de-
scribing the seafloor backscatter data, which is closer to be-
ing Rayleigh distributed than the amplitude data in the other
regions. Skewness and kurtosis descriptors estimated from
the sea surface, near-surface, and volume backscatter ampli-
tude data are spread among all the PDF models, but only the
Rayleigh mixture model is flexible enough to encompass all
the measurements.

B. Probability distribution functions

Rayleigh,K, Weibull, log-normal, and Rayleigh mixture
distributions were fit to the empirical distribution functions
corresponding to the backscatter amplitude data in each run
and TVSS analysis region. Figures 5–8 show results of rep-
resentative runs for the seafloor, sea surface, near-surface,
and volume displayed as probabilities of false alarm (PFA
51-CDF). PFA is the probability that the amplitude will be
higher than or equal to a given value, and we use it to display

TABLE II. Average TVSS backscatter amplitude statistics. We calculated backscattering strengths using expressions in Refs. 12–14. The scintillation index
is computed from Eq.~15! in the text. The range is the maximum minus the minimum amplitude, and all other terms are computed from expressions in the
Appendix. Because they were computed from the normalized amplitudes, all quantities except the backscattering strength are dimensionless. The statistics
have been averaged over runs 1–3, except those for the NS1 region, which were averaged over runs 2–3.

Analysis
region

Mean
number of
samples

N

Mean
backscattering

strength
SB,S,V ~dB!

Mean
normalized
amplitude

mA Range
Variance

sA
2

Skewness
g3,A

Kurtosis
g4,A

Scintillation
index
sA2

2

SF1 1505 219.4 1.0292 3.2242 0.3115 0.9022 1.4171 1.2262
SF2 3840 222.6 1.0037 3.1795 0.2794 0.6447 0.1927 1.0156
SF3 4406 228.7 0.9962 3.4766 0.2793 0.7185 0.4448 1.0646

SS1 1330 212.9 1.0108 4.4545 0.4469 1.1528 1.6478 1.8328
SS2 2725 241.5 0.9943 7.6032 0.4834 2.0793 10.329 3.6730
SS3 3951 251.3 0.9981 13.3277 0.3479 6.2665 119.56 14.358

NS1 2500 251.7 1.0604 3.5567 0.2902 0.9185 0.9124 1.0575
NS2 1823 228.4 1.0139 5.1983 0.3963 1.6726 4.7479 2.2058
NS3 2350 250.7 1.0159 8.0735 0.5233 2.4721 14.042 4.6218
NS4 4985 260.7 0.9977 9.0243 0.2773 3.6466 38.646 4.8148
NS5 7296 259.4 1.0010 9.2410 0.1785 4.2419 61.760 3.1274

VL1 2835 265.5 1.0001 3.8499 0.2687 1.0841 1.4969 1.0282
VL2 2522 273.4 1.0094 5.1744 0.5285 1.6516 3.0865 2.5656
VL3 2732 276.3 1.0015 5.3451 0.4954 2.3111 6.9617 3.2434
VL4 2591 272.2 1.0167 3.6934 0.2919 1.3342 2.3139 1.3993
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the results because it illustrates best the non-Rayleigh nature
of the data, which is mostly seen in the tails of the distribu-
tions. Although backscatter amplitude is displayed in deci-
bels on the abscissa of each plot, the distribution fits were
obtained from the data in linear units.

We assessed the goodness of fit between the model dis-
tributions and the empirical distributions derived from the
TVSS data with the nonparametric Kolmogorov–Smirnoff
test statistic, defined as the maximum absolute difference
between the theoretical CDF@P(A)# and that formed from
the N data samples:46

Dks5maxuP~A!2FN~A!u, 2`,A,`. ~16!

When the empirical data@FN(A)# are drawn from a popula-
tion in which the random variableA has a continuous distri-
bution functionP(A), the limiting distribution ofDks de-
rived by Kolmogorov is46

lim
N→`

PS Dks,
h

AN
D 5Q~h!, ~17!

where, forh.0,

Q~h!5 (
i 52`

`

~21! ie22i 2h2
. ~18!

The KS valuep5(12Q(h)) represents the probability from
0 to 1 of observing a more extreme value ofDks under the
null hypothesis that the data are distributed according to
P(A). The closerp is to one, the more likely that the ob-
served data follow the model CDF. Although this test is
widely used to fit theoretical CDFs to empirical data,7,27 Eq.
~18! is not strictly valid when parameters for the theoretical
distribution are estimated from the empirical data.46 There-
fore, we assessed also the relative goodness of fit for the
different PDF models by computing the root mean square
difference between the model and the empirical distribution
functions

D rms5F 1

N (
i 51

N

~P~Ai !2FN~Ai !!2G1/2

~19!

and averaged values over the three TVSS runs for each re-
gion ~Table IV!. In addition, rms differences were computed
and averaged only for the samples in the distributions for
which the PFA was less than 1022 ~Table V! in order to
evaluate how well the model CDFs fit the TVSS data in the
tails of the distributions. This ‘‘tail rms difference’’ was cal-
culated because relatively high kurtosis values in the near-
surface and surface data suggested that large tails would be
present in the distributions of these data~Table II!.

Among all analysis regions and PDF model types, the
seafloor amplitude data has the lowest rms differences and
best statistical fits~KS p values!. All ranges of grazing angles
~SF1–SF3! are non-Rayleigh, but the moderate grazing angle
region ~SF2! is relatively close to Rayleigh~Fig. 5!. How-
ever,K, Weibull, and Rayleigh mixture distributions provide
good fits to the distributions~Tables III and IV! and the tails
~Table V!. The Rayleigh mixture distributions show the best
overall performance. In addition, rms differences and KSp
values indicate that no significant advantage is gained by
using more than three-components in the Rayleigh mixture.
These results are generally consistent with those in Lyons
and Abraham7 for backscatter amplitude data from mud bot-
tom types in the 40°–60° and 60°–80° grazing angle re-
gimes. The KSp values in Table III are slightly lower than
theirs, probably because of spatial variations in the bottom.
Such variations were not present in their data because they
were collected from fixed platforms.

Backscatter amplitude fluctuations from the sea surface
~Fig. 6! are more non-Rayleigh than those from the seafloor,
and depend mostly upon grazing angle and the density of
bubbles relative to the vertical extents of the ensonified vol-
umes adjacent to the sea surface. For the zenith region~SS1!,
where very high densities of bubbles in the towship’s wake
attenuated the acoustic backscatter, only the Rayleigh mix-

FIG. 4. Plot of skewness descriptor (b1) vs kurtosis
descriptor (b1) values@defined in the Appendix, Eqs.
~A1! and ~A2!# computed from the backscattered am-
plitude data collected in each run and analysis region in
Table I. The Rayleigh distribution is represented by a
point, whereas theK, Weibull, and log-normal distribu-
tions are represented by lines. The two-component Ray-
leigh mixture model is represented by the shaded re-
gion. The basis for this figure is presented in the
Appendix.
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ture models provide statistically good fits to the observed
data. Outside the wake, where bubble densities resulting
from breaking waves generated by the towship were signifi-
cantly lower than at zenith, KSp values are lower and rms

differences are higher, with Rayleigh mixture models again
showing superior overall performance.

Backscatter amplitude distributions in the lowest grazing
angle region@SS3, Fig. 6~c!# appear to be multimodal~cf.

FIG. 5. Acoustic backscattered amplitude distributions displayed as prob-
ability of false alarm~PFA! for the three different seafloor regions in run 1. FIG. 6. PFA plots corresponding to the backscattered amplitude data from

the sea surface regions in run 3.
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Ref. 40, Fig. 4.1.4!. Analysis of Fig. 3 and the sea surface
backscattering strength imagery corresponding to these data
@e.g., Fig. 2~b!# indicates that the centers of the distributions
for the SS3 regions are dominated by bottom reverberation,
and the tails are dominated by randomly distributed bubbles
within a meter of the sea surface. The log-normal model
provides the best overall fits to the data in the SS3 regions
~Tables III and IV! in terms of the KSp value and rms
difference which emphasize samples near the center of the
distribution. As indicated by Fig. 6~c! and the rms differ-
ences for PFA values less than 1022 ~Table V!, the Rayleigh
mixture models provide the best fits to the tails in the SS3
regions.

Similar to the SS3 region, most of the near-surface data
are best described by the log-normal model~Table III!, but
the Rayleigh mixture models provide the best fits to the tails

~Fig. 7; Table V!. Results for the NS1 and NS3 regions are
split, with the Rayleigh mixture and log-normal models both
providing the best fits for different data runs~Table III!.
Overall, the model-data fits are statistically poor, and char-
acterized by the highest rms differences and lowest KSp
values of all the analysis regions~Tables III and IV!. Side-
lobe returns from the bottom-surface multiple occur in the
NS1 and NS5 regions, and sidelobe returns from the bottom
echo are evident in the NS4 region. The outer edges of the
NS1 region also are influenced by sidelobe returns from the
first surface echo at the towfish’s zenith, and the NS3 region
is influenced by sidelobe returns from the first surface echo.
The best fits for the log-normal distribution are in the regions
where the boundary reverberation is the strongest~i.e., NS2,
after the first surface echo; and NS4, after the first bottom
echo!.

FIG. 7. PFA plots corresponding to the
backscattered amplitude data from the
near-surface regions in run 2.
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Analysis of backscattering strength imagery13 indicated
that the dominant mechanisms contributing to the tails of the
near-surface distributions are scattering from resonant mi-
crobubbles and bubble clouds, with bubble density control-
ling the tail shape. When the bubbles are sparsely distributed,
such as those generated by the breaking ambient sea waves,
the tail is well-separated from the distribution center, result-
ing in what appears to be a multi-modal distribution@NS4,
Fig. 7~d!; NS5, Fig. 7~c!#. When the bubbles are more
densely packed, such as in the towship’s wake~NS1,2! and
in the region affected by large scale bubble clouds generated
by ship-waves~NS3!, the distributions appear unimodal,
with the largest tails occurring in the regions with the highest
bubble densities@NS2, Fig. 7~b!#. As with the sea surface
results, little or no improvement in fitting the tails of the
distributions occurred when we increased the number of
components in the Rayleigh mixture above 3, and 2 compo-
nents were sufficient in most cases.

Results for the volume backscatter amplitude data~Fig.
8! are generally similar to those for the near-surface data:
they are best fit by the log-normal model over the center of
the distribution and the Rayleigh mixture distributions in the
tails. In addition, the fits are not statistically good, with rela-
tively low KS p values and high rms differences~Tables
III–V !. The best fits to the log-normal model are obtained
when boundary reverberation is present, i.e., in data for the

VL4 region @Fig. 8~d!# that contain sidelobe returns after the
first surface echo~Fig. 3!. When boundary reverberation is
absent, the shapes and tails of the distributions are affected
by the density of the scatterers~zooplankton!. For the highest
scatterer densities@VL1, Fig. 8~a!#, the distributions appear
to be unimodal with lower tails. As the density of scatterers
decreases, the distributions become multimodal, with heavier
tails @VL2, Fig. 8~b!; VL3, Fig. 8~c!#. These observations are
somewhat consistent with those for the surface and near-
surface regions, in that a sparse, nonhomogeneous spatial
distribution of scatterers~bubbles! results in distributions
with more complex~multimodal! shapes@cf. SS3, Fig. 6~c!;
NS4, Fig. 7~d!#.

V. DISCUSSION

A. Nonstationarity of shallow water reverberation
fluctuations

Before offering physical arguments for the observed re-
sults, we address the fact that none of the regions could be
considered stationary across all pings and grazing angles.
The primary factors contributing to the observed nonstation-
arities are the towfish’s motion through the generally nonho-
mogeneous spatial distribution of scatterers in each region,
and boundary reverberation received in the sidelobes. This is
evident in Table VI, which lists the samples sizes and percent

FIG. 8. PFA plots corresponding to the
backscattered amplitude data from the
volume regions in run 3.
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of data in each analysis region that were validated across
pings and grazing angles as stationary and homogeneous.
The lowest percentages occur in regions where multiple re-
verberation components with widely varying characteristics
are present. For example, the NS1 region has the smallest
percentage of contiguous samples satisfying stationarity and
is influenced by microbubbles within the decaying ship’s
wake, bubbles associated with breaking waves in the ambient
sea, and multiple boundary reflections received in the side-
lobes. Similarly, the NS3 region has a small percentage of

contiguous samples satisfying stationarity, and it is influ-
enced by large and small scale bubble clouds, sea surface
backscatter, and sea surface reverberation in the sidelobes.
On the other hand, the VL1 region has the largest percentage
of contiguous samples satisfying stationarity, and it is influ-
enced almost entirely by scattering from zooplankton.

Although the TVSS data set is unique in that it contains
a wide variety of backscatter and reverberation processes re-
ceived in narrow beams simultaneously, it is consistent with
data in other studies which have observed that shallow water

TABLE III. KS statisticp-values computed from the model-data PDF fits to the TVSS acoustic backscatter amplitude data in each of the analysis regions. The
highest value for each run is in bold and corresponds to the best fit.

Region run/ Rayleigh K Weibull Log-normal
Rayleigh
2-mixture

Rayleigh
3-mixture

Rayleigh
5-mixture

Rayleigh
7-mixture

SF1/01 0.466 0.886 0.708 3.0131024 0.936 0.932 0.936 0.940
/02 0.015 0.765 0.263 2.0931024 0.890 0.890 0.982 0.984
/03 0.689 0.928 9.2531024 0.689 0.518 0.503 0.500

SF2/01 0.442 0.878 0.907 1.94310221 0.443 0.901 0.939 0.939
/02 0.867 0.989 0.993 8.18310217 0.869 0.907 0.890 0.878
/03 0.868 0.913 6.02310217 0.861 0.859 0.855 0.854

SF3/01 0.055 0.329 0.241 1.16310213 0.568 0.520 0.489 0.541
/02 0.298 0.973 0.969 3.26310215 0.987 0.978 0.967 0.960
/03 0.419 0.724 0.587 3.65310225 0.432 0.769 0.424 0.788

SS1/01 2.1931029 0.739 0.392 0.002 0.819 0.942 0.973 0.969
/02 1.05310225 0.358 0.322 3.5431025 0.267 0.999 0.999 0.999
/03 6.67310213 0.666 0.764 0.013 0.901 0.998 0.998 0.998

SS2/01 2.18310267 2.4831024 7.4131029 5.1731024 0.131 0.840 0.975 0.983
/02 3.12310216 0.395 0.011 2.6931024 0.997 0.997 0.996 0.992
/03 5.81310263 1.9731027 7.27310214 0.370 0.034 0.311 0.234 0.235

SS3/01 4.53310223 3.14310223 3.64310229 0.342 7.53310211 7.52310211 7.44310211 1.56310212

/02 7.96310260 2.36310253 4.45310270 0.260 7.28310219 7.16310219 1.33310222 1.39310222

/03 3.10310264 3.58310214 0.045 5.21310273 5.21310273 5.21310273 5.20310273

NS1/02 0.031 0.043 0.038 1.1331024 0.063 0.069 0.057 0.063
/03 3.0331029 2.5831024 0.009 2.9331029 6.57310210 3.69310210 3.13310210

NS2/01 5.25310210 1.4031024 1.2931025 0.113 1.4331024 1.4431024 1.4431024 1.7331024

/02 3.15310232 2.2131026 3.02310211 0.649 0.016 6.1231024 6.2631024 6.2631024

/03 7.97310211 0.022 8.2231024 0.433 0.083 0.081 0.082 0.079

NS3/01 5.65310229 0.033 2.5531025 1.9531024 0.266 0.943 0.924 0.958
/02 5.29310225 0.029 1.1131025 0.004 0.485 0.632 0.627 0.631
/03 3.13310253 2.37310214 6.76310221 0.277 0.031 0.100 0.093 0.088

NS4/01 2.63310235 5.64310228 0.122 1.44310249 1.43310249 1.44310249 1.43310249

/02 1.01310241 1.53310244 1.07310254 0.167 3.04310225 3.03310225 3.02310225 2.92310225

/03 1.22310259 5.57310213 0.003 1.29310270 1.29310270 1.29310270 1.29310270

NS5/01 1.87310291 4.23310230 1.0331024 1.253102108 1.243102108 1.253102108 1.253102108

/02 3.29310277 2.17310219 1.9431024 1.86310284 1.86310284 1.86310284 1.86310284

/03 3.263102145 5.02310213 7.5831026 3.263102145 3.263102145 3.263102145 3.263102145

VL1/01 9.7531028 7.5931026 0.023 3.5931029 9.7431028 4.2131028 5.0831029

/02 1.56310210 6.5531026 1.1531027 0.303 1.2131027 1.4831027 1.7931027 1.6131029

/03 1.1131027 9.6731024 5.8831024 1.1131027 1.6131028 1.0731028 9.7631029

VL2/01 5.22310268 3.4431027 8.16310214 0.029 7.1631025 7.8231025 6.7631025 6.6231025

/02 7.32310289 6.25310212 2.91310219 2.2031024 1.8431025 1.8831025 1.0731025 9.0631026

/03 2.20310270 1.58310214 1.05310222 2.2931024 1.2831027 1.2831027 1.3731027 1.3631027

VL3/01 1.413102104 3.09310228 2.98310239 4.96310211 1.36310218 1.39310218 1.52310218 1.44310218

/02 3.21310226 1.14310226 3.36310235 2.0431026 2.68310225 2.68310225 2.69310225 2.71310225

/03 4.203102121 1.70310238 2.65310248 2.04310211 3.87310219 3.89310219 4.32310219 2.46310219

VL4/01 8.27310210 2.6631028 0.323 2.38310213 2.40310213 2.44310213 2.86310213

/02 4.3031029 3.0131028 0.848 1.78310214 1.78310214 1.80310214 1.86310214

/03 1.13310215 1.3931027 9.09310211 0.092 2.9231028 2.9831028 3.6231028 3.0031028
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acoustic reverberation fluctuations received by moving and
fixed platforms are often nonstationary.6,23 Consequently, our
results regarding probability distribution functions pertain to
locally stationary reverberation fluctuations embedded in
larger scale, nonstationary processes.

B. Suitability of Rayleigh mixture distributions

The Rayleigh mixture distributions provide the best fits
to the observed data in most of the boundary regions~SF1-3,
SS1-2!, and some of the near-surface regions~NS1,3!. Thus,
the Rayleigh mixture model adequately handles patchy, non-
homogeneously~non-Poisson! distributed scatterers. For ex-
ample, the seafloor in the area of the TVSS experiment has a
bimodal sediment composition of sand and silt,12 making the
mixture of two Rayleigh random variables, hence a two-
component Rayleigh mixture distribution a logical model for

the observed backscatter amplitude distributions. Three, five,
and seven component Rayleigh mixtures sometimes pro-
vided better fits probably because bottom roughness and the
spatial variability of the bottom across each run introduced
additional components.

For the sea surface and near-surface backscatter data in
the SS1, SS2, and NS3 regions, bubble clouds with varying
spatial scales are the most likely sources for the different
components of the Rayleigh mixture distributions that were
fit to the observed data. Previous analyses13 indicate that the
bubble densities in the towship’s wake~SS1! and in the
bubble clouds generated by breaking ship waves~SS2,NS3!
are relatively high, suggesting that the empirical distribution
of backscatter in these regions could be modeled by a mix-
ture of Rayleigh variables, each accounting for the different
scales of the bubble clouds and scattering from the sea sur-

TABLE IV. RMS differences (D rms) between model and TVSS-derived empirical CDFs averaged over runs
1–3. The lowest value for each region is displayed in bold and corresponds to the model with the best overall
fit to the empirical distribution function.

Analysis
region Rayleigh K Weibull Log-normal

Rayleigh
2-mixture

Rayleigh
3-mixture

Rayleigh
5-mixture

Rayleigh
7-mixture

SF1 0.0132 0.0070 0.0072 0.0359 0.0060 0.0063 0.0062 0.0063
SF2 0.0045 0.0029 0.0032 0.0425 0.0045 0.0036 0.0034 0.0034
SF3 0.0067 0.0041 0.0047 0.0395 0.0041 0.0039 0.0039 0.0039

SS1 0.0694 0.0091 0.0102 0.0287 0.0074 0.0040 0.0039 0.0040
SS2 0.0836 0.0191 0.0300 0.0180 0.0086 0.0045 0.0041 0.0041
SS3 0.0685 0.0649 0.0611 0.0096 0.0490 0.0490 0.0490 0.0490

NS1 0.0195 0.0155 0.0200 0.0192 0.0213 0.0219 0.0219 0.0219
NS2 0.0586 0.0246 0.0341 0.0091 0.0154 0.0153 0.0153 0.0153
NS3 0.0863 0.0282 0.0387 0.0164 0.0105 0.0061 0.0061 0.0061
NS4 0.0592 0.0601 0.0503 0.0099 0.0542 0.0542 0.0542 0.0542
NS5 0.0713 0.0348 0.0125 0.0744 0.0744 0.0744 0.0744

VL1 0.0291 0.0265 0.0258 0.0130 0.0237 0.0243 0.0240 0.0240
VL2 0.1142 0.0376 0.0476 0.0179 0.0203 0.0203 0.0203 0.0203
VL3 0.1164 0.0670 0.0766 0.0317 0.0459 0.0459 0.0459 0.0459
VL4 0.0411 0.0258 0.0369 0.0082 0.0322 0.0322 0.0322 0.0322

TABLE V. RMS differences (D rms) between model and TVSS-derived empirical CDFs for PFA values below
1022, averaged over runs 1–3. The lowest value for each region is displayed in bold and corresponds to the
model with the best overall fit to the empirical distribution function.

Analysis
region Rayleigh K Weibull Log-normal

Rayleigh
2-mixture

Rayleigh
3-mixture

Rayleigh
5-mixture

Rayleigh
7-mixture

SF1 0.0020 0.0012 0.0015 0.0220 0.0011 0.0010 0.0009 0.0009
SF2 0.0007 0.0006 0.0005 0.0320 0.0007 0.0006 0.0006 0.0006
SF3 0.0011 0.0004 0.0007 0.0272 0.0004 0.0006 0.0005 0.0005

SS1 0.0050 0.0018 0.0014 0.0200 0.0020 0.0014 0.0013 0.0013
SS2 0.0054 0.0009 0.0024 0.0087 0.0007 0.0007 0.0005 0.0005
SS3 0.0077 0.0043 0.0034 0.0015 0.0017 0.0017 0.0011 0.0008

NS1 0.0005 0.0005 0.0007 0.0100 0.0009 0.0008 0.0007 0.0008
NS2 0.0011 0.0006 0.0007 0.0031 0.0006 0.0007 0.0006 0.0007
NS3 0.0010 0.0007 0.0009 0.0026 0.0006 0.0002 0.0002 0.0002
NS4 0.0011 0.0012 0.0011 0.0010 0.0002 0.0002 0.0002 0.0002
NS5 0.0017 0.0011 0.0007 0.0009 0.0009 0.0009 0.0009

VL1 0.0027 0.0015 0.0030 0.0091 0.0013 0.0016 0.0011 0.0010
VL2 0.0055 0.0010 0.0020 0.0048 0.0014 0.0013 0.0012 0.0013
VL3 0.0057 0.0030 0.0041 0.0028 0.0020 0.0020 0.0020 0.0019
VL4 0.0046 0.0019 0.0041 0.00382 0.0007 0.0008 0.0008 0.0008
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face. This is supported by backscattering strength images
constructed from the data in these regions@e.g., Fig. 2~b!#
which reveal a patchy distribution of bubble clouds with
varying length scales along and across track.13

Although the Rayleigh mixture models do not fit the
observed near-surface and volume backscatter data well, they
are effective in fitting the distribution tails for every type of
analysis region~Table V!. This is most noticeable for the
regions in which bubbles contributed to the tails of the dis-
tributions @e.g., SS3, Fig. 6~d!; NS2, Fig. 7~b!; NS4#, indi-
cating that scattering from bubbles and bubble clouds could
be described as a mixture of Rayleigh distributed random
variables. These figures also suggest that acoustic backscatter
and reverberation from these regions is probably best de-
scribed by a mixture of both Rayleigh and non-Rayleigh ran-
dom variables, and that the Rayleigh mixture model is flex-
ible enough to describe that portion of the empirical
distribution resulting from a mixture of Rayleigh random
variables, even if the entire distribution does not fit such a
model.

The flexibility of the Rayleigh mixture model comes
from its unification of a number of physically based models.
On one end, a Rayleigh mixture distribution dominated by a
single component can approximate a single Rayleigh distri-
bution, a Weibull distribution withb52, and aK distribution
in the limit as n tends to infinity when the scale 1/An is
applied to the data.27 A Rayleigh mixture distribution can
also approximate theK distribution by quantizing the Ray-
leigh speckle and chi-distributed components, and equating
the latter with the mixture proportions.7 This explains why
the Rayleigh mixture model fits the data well when the
Weibull or K distributions do~e.g., SF2, Tables III and IV!.
In addition, Lyons and Abraham7 have related the Rayleigh

mixture model to other models based on physical processes,
such as Crowther’s1 and McDaniel’s3 for seafloor backscat-
ter.

C. Scattering processes approximated by log-normal
distributions

The log-normal distribution provides the best fits to
most of the near-surface and volume backscatter data, but the
fits are only good in the centers of the distributions where
boundary reverberation in the sidelobes~NS1,2,4,5; VL4! or
scattering from patchy aggregations of zooplankton
~VL1,2,3! dominated the acoustic backscatter. Here, we offer
several explanations for these results in terms of approxi-
mately log-normal distributions. Approximate results are suf-
ficient because the model-data fits were never statistically
good since KSp values were always below 0.85.

First, we consider the near surface and volume data in
which boundary reverberation in the sidelobes dominated the
distribution centers~NS1,2,4,5,VL4!. Because the amplitude
data are validated as stationary, independent, and identically
distributed across-grazing angles and pings, we can use the
model in ~1! and ~2! to express the corresponding in-phase
and quadrature components as16

VI ,Q~r !5
1

g~r ! (i 51

n

aiB~r i !s~r 2r i ,j i !, ~20!

where the generalized variabler is used in place oft to
represent the ranges of grazing angle, depth, along-track, or
across-track distance in Table I. For the TVSS data,g(r )
represents the normalization procedure. Equation~20! can be
rewritten as

VI ,Q~r !5(
i 51

n

n i~r !, ~21!

where n i(r ) is the reverberation component in the sum of
~20! made stationary byg(r ). If we assume that eachn i(r )
can be expressed in terms of a random proportion of the
preceding termn i 21(r ), then

n i~r !5n i 21~r !1z in i 21~r !, ~22!

where the random set$z i% is mutually independent and inde-
pendent of the set$n i(r )%. This assumption is reasonable if
the scattered amplitudesai and stochastic parametersj i are
random, as assumed in~1! and ~20!. Rearranging~22!, we
have

n i~r !2n i 21~r !

n i 21~r !
5z i , ~23!

so that

(
i 51

n
n i~r !2n i 21~r !

n i 21~r !
5(

i 51

n

z i . ~24!

Now, supposing the difference between successive reverbera-
tion componentsn i(r ) is small,

(
i 51

n
n i~r !2n i 21~r !

n i 21~r !
'E

n1~r !

nn~r ! dn

n
5 ln~nn~r !!2 ln~n1~r !!,

~25!

TABLE VI. Sample sizes for the TVSS analysis regions. The total number
of samples~column 2! corresponds to each region defined in Table I~col-
umn 1!, averaged across the 3 runs. The validated samples~column 3! cor-
respond to the data used to form the empirical distribution functions dis-
played in Figs. 5–8, and are the largest contiguous subsets of the regions
validated as stationary and homogeneous across-pings and grazing angles.

Analysis
region

Total
number of
samples

Number of
validated
samples

Percent of
validated
samples

SF1 2185 1505 69
SF2 5529 3840 69
SF3 9296 4406 47

SS1 2616 1330 51
SS2 6537 2725 42
SS3 8374 3951 47

NS1 10036 2500 25
NS2 2829 1823 64
NS3 6672 2350 35
NS4 11383 4985 44
NS5 12510 7296 58

VL1 3412 2835 83
VL2 3914 2522 64
VL3 3974 2732 69
VL4 4020 2591 64
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which, from ~24!, becomes

ln~nn~r !!5 ln~n1~r !!1z11¯1zn . ~26!

For large n, the central limit theorem implies that
ln(nn(r)) is normally distributed, sonn(r ) is log-normally
distributed by the properties of the log-normal distribution
discussed in Sec. II. If the minimum number for which~26!
converges to log-normal is much less than the total number
of scatterers~n!, then VI ,Q(r ) in Eq. ~20! will be approxi-
mately log-normal because the sum of log-normal variables
is approximately log-normal.38 By the same virtue, the TVSS
amplitude data that are related to the in-phase and quadrature
components by

A~r !5AVI
2~r !1VQ

2 ~r ! ~27!

are approximately log-normal because a log-normal variable
raised to a power is also log-normally distributed.39

From this development one might wonder why Eq.~26!
converges to a normal distribution, but not Eq.~20!. The
central limit theorem may be invoked for Eq.~20! whenn is
large, but the value ofn for which Eq. ~20! converges to a
normal distribution will be smaller if the variablesn i(t) are
from the same underlying distributions. This can be expected
when the total scattered signal arises from numerous scatter-
ers of the same type. The value ofn for which Eq. ~20!
converges to a normal distribution will be larger when each
n i(r ) arises from a different underlying distribution, espe-
cially those which are highly skewed or have large tails.44,47

This is likely to occur for volume backscatter received by a
moving platform and dominated by boundary sidelobe re-
turns, because each sidelobe is directed towards a different
grazing angle with respect to the boundary~see Ref. 41 for
the receive beam patterns of the TVSS!. The total reverbera-
tion will be the sum of the components arriving in each
sidelobe, where each component follows a different parent
distribution. Thus, a log-normal distribution may approxi-
mate the observed data better than a normal distribution
when the underlying distributions for the proportionsz i are
less skewed, with smaller tails, than those forn i(r ).

Perhaps the log-normal model best fits the volume back-
scatter data in and above the thermocline~VL1,2,3! because
several biological and physical factors affecting the distribu-
tion of zooplankton are log-normally distributed. In observa-
tions made by Duganet al.,48 the distribution of horizontal
temperature fluctuations in the seasonal thermocline fol-
lowed a log-normal distribution on scales from 10 cm to 1
km, whereas Campell’s49 analysis showed that a variety of
factors related to phytoplankton, such as chlorophyll concen-
tration and cell size, are log-normally distributed. The spatial
distribution of zooplankton in the northeastern Gulf of
Mexico can be related to both of these. Zooplankton have
been shown to be concentrated near the mixed layer depth,
which is influenced by both weather and mixing processes,
and also near the depth of the primary productivity maxi-
mum, which is related to phytoplankton, hence chlorophyll,
distribution.14 Because these factors influence the numbern
of scatterers in~20!, they directly influence the empirical
distributions of the backscatter amplitude fluctuations.

It is interesting to note that the log-normal distribution
has been used to describe a wide variety of physical phe-
nomena which may be indirectly related to volume acoustic
backscatter fluctuations. In theoretical biology, for example,
species abundance has been successfully described by the
log-normal model, and organism growth was the first ap-
plication that used the development in Eqs.~20!–~26!, which
is known as the law of proportional effect.50 The TVSS
volume backscatter fluctuations are influenced by the size
and species abundance distribution of sound scattering zoo-
plankton through their backscattering cross sections, which
are represented by theai terms in~20!. Although backscat-
tering strength imagery indicated that the spatial distribution
of zooplankton was nonhomogeneous@e.g., Fig. 2~d!#, we
did not collect net tow or trawl samples to verify whether
the approximately log-normal distributions of the volume
backscatter fluctuations were related to log-normal size or
species abundance distributions of volume scatterers. Never-
theless, such observations are not likely to be purely co-
incidental, and deserve further investigation, in view of other
studies in which high frequency volume acoustic backscatter
from biological sound scatterers was approximately log-
normal.29,36,51

A final observation for approximately log-normal acous-
tic backscatter and reverberation distributions is that a log-
normal distribution can be expressed as a mixture of several
physically relevant distributions. Although we do not think
this is the reason for our observations, this might explain
others’ ~e.g., Refs. 35 and 23!. For example, Titterington
et al.40 show an example in which two Gaussian distributions
are used to approximate a two-parameter log-normal
distribution.40 Thus, two Ricean distributed scattering pro-
cesses, each dominated by a coherent scattering component,
might yield a distribution which is approximately log-
normal. Similarly, the log-normal distribution may be closely
approximated by the gamma distribution,52 which has been
directly related to a variety of scattering processes by
Middleton.53 This is appropriate for shallow water reverbera-
tion, which typically includes multiple components from the
boundaries and volume. These considerations are consistent
with our previous conclusions that mixture distributions with
component densities from different parametric families may
better describe fluctuations of acoustic backscatter and rever-
beration in shallow water.

D. Implications for target detection

This study has several implications for undersea target
detection. The non-Rayleigh nature of envelope fluctuations
that arise from nonhomogeneous spatial distributions of scat-
terers is seen in large tails and/or multimodality in the distri-
butions. For a predetermined probability of false alarm
~PFA!, this implies that threshold detectors which assume
Rayleigh-distributed envelope fluctuations will experience
significantly higher false alarm rates. However, even with the
appropriate PDF model for envelope fluctuations due to the
environment, target detection is difficult for data within the
tails of the distributions. For these data, combining statistical
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techniques with analyses of multibeam imagery, as we have
done here, may be a more effective method for discriminat-
ing between targets and noise.

VI. SUMMARY AND CONCLUSIONS

In this study, we have analyzed the fluctuations of sea-
floor, sea surface, and volume acoustic backscatter data si-
multaneously collected by the Toroidal Volume Search Sonar
~TVSS! while it was towed in a shallow water region in the
northeastern Gulf of Mexico. The 68 kHz acoustic backscat-
ter data were grouped according to 15 analysis regions in
which scattering contributions from the volume and/or
boundaries were present. After normalizing for backscatter
variations due to grazing angle dependence and nonunifor-
mity in the TVSS’s beam patterns, the data were validated as
independent and identically distributed. Various moments
and statistics were estimated for the data in each region, and
Rayleigh, K, Weibull, log-normal, and Rayleigh mixture
probability distributions were fit to the empirical distribution
functions in each region. We used previously published vol-
ume and boundary acoustic backscattering strength images
constructed from the multibeam data collected by the TVSS
to interpret the observed backscatter and reverberation statis-
tics in terms of the spatial distribution of scatterers.

Rayleigh mixture models provided the best fits to the
backscatter data collected from both boundaries, and in most
cases, three-component mixtures adequately described the
observed data. For the near-surface and volume regions,
none of the models considered yielded statistically good fits.
The Rayleigh mixture distributions provided the best fits to
the larger tails in the data for these regions, which were
mostly due to sparse distributions of bubbles near the surface
or zooplankton in the mixed layer and thermocline. The log-
normal distribution best fit the centers of the distributions for
the near-surface and volume regions, particularly when
single and multiple boundary interactions were received in
the sidelobes. Together, these observations suggest that mix-
ture distributions with component densities from different
parametric families might better describe the multiple-
component reverberation that is typical of most shallow wa-
ter environments.

With mixture distributions, it is difficult to determine the
number of components required to represent the data, or
what PDF families are appropriate, particularly since several
different mixtures can be used to approximate the same dis-
tribution. This guess work can be reduced by identifying
candidate mixture components based on the spatial distribu-
tion of scattering features observed in coincident acoustic
backscatter imagery.

The results were displayed as probabilities of false alarm
~PFAs! in order to emphasize the larger tails of the non-
Rayleigh backscatter statistics. The tails corresponding to
data in the near-surface, sea-surface, and volume were much
larger than those for the seafloor. Large tails resulted mostly
from nonhomogeneous spatial distributions of bubbles near
the sea surface, and zooplankton and small fish at the base of
the mixed layer and in the thermocline. Multimodal distribu-
tions with extended tails were observed when the data were
influenced by both discrete scatterers and multiple boundary

interactions received in the sidelobes. The results demon-
strate that the dominant environmental sources of noise in
shallow water target detection applications are likely to be
resonant microbubbles near the surface, aggregations of
zooplankton and fish in the mixed layer and upper ther-
mocline, and boundary reverberation throughout the entire
water column.
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APPENDIX: SKEWNESS AND KURTOSIS
DESCRIPTORS

Expressions for the skewness and kurtosis descriptors in
Fig. 4 are given by

b15g3,A
2 , b25g4,A13, ~A1!

which are obtained from the moments

mA5E@A# ~mean!,

sA
25E@~A2mA!2# ~variance!,

~A2!

g3,A5
E@~A2mA!3#

sA
3 ~skewness!,

g4,A5
E@~A2mA!4#

sA
4 ~kurtosis!.

Skewness and kurtosis are measures of departure from nor-
mality. Skewness represents asymmetry in the PDF, and high
kurtosis indicates a relatively large number of values near the
mean of the distribution.

For the TVSS data, the sample moments were calculated
using ~A2! with

E@u#5
1

N (
i 51

N

ui , ~A3!

for the expected value.
For the PDF models, expressions forb1 andb2 in terms

of the noncentral moments

a i5E@Ak#5E
2`

`

Akp~A!dA, ~A4!

wherep(A) is the probability density function ofA, can be
obtained by using thek central moments

E@~A2mA!k#5E
2`

`

~A2mA!kp~A!dA, ~A5!

yielding27,54
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b15
~a323a1a212a1

3!2

~a22a1
2!3 ~A6!

and

b25
a424a1a316a1

2a223a1
4

~a22a1
2!2 . ~A7!

From these expressions and knowledge of the noncentral
moments of the various PDF models, one can obtain the
skewness and kurtosis descriptors plotted in Fig. 4. Thekth
noncentral moment of the Rayleigh distribution@Eq. ~3!# is45

E@Ak#5lR
k/2GS 11

k

2D , ~A8!

which can be used with~A6! and ~A7! to show that it is
represented by a single point in the (b1 ,b2) plane

b15
4p~p23!2

~42p!3 ~A9!

and

b25
3223p2

~42p!2 , ~A10!

because the Rayleigh distribution is fully represented by a
single scale parameter (lR), and skewness and kurtosis are
scale invariant descriptors.

One can use thekth noncentral moments of the two-
parameterK, Weibull, and log-normal distributions to show
that each of these is represented by a line in the (b1 ,b2)
plane~Fig. 4!. The noncentral moments of theK distribution
@Eq. ~5!# are27

E@Ak#5ak/2GS 11
k

2D GS n1
k

2D
G~n!

, ~A11!

those for the Weibull distribution@Eq. ~7!# are45

E@Ak#5a2k/bGS 11
k

b D , ~A12!

and the moments of the log-normal distribution@Eq. ~9!#
are39

E@Ak#5e~kb1~1/2!k2a2!, ~A13!

wherea, b, andn are the parameters of the various distribu-
tions as defined in the text.

The m-component Rayleigh mixture distribution@Eq.
~12!# is represented by a region in the (b1 ,b2) plane, which
can be seen by using the equation for thekth noncentral
moment:27

E@Ak#5(
i 51

m

« ilR,i
k/2GS 11

k

2D ~A14!

in ~A6! and ~A7! and by varying the proportions (« i) over
the interval @0, 1# and the powerslR,i over @0,̀ #. A two
component Rayleigh mixture distribution taken from
Abraham27 is shown in Fig. 4.
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The method of small perturbations is applied to the problem of plane-wave scattering from a soft
circular surface with sinusoidal roughness. Rayleigh-theory and extinction-theorem perturbative
solutions of arbitrary order are developed, and they are compared to each other as well as to an exact
solution. A numerical study yields quantitative information about effects associated with the use of
the Rayleigh hypothesis, about the merit of higher-order solutions, and about the reliability of the
error criteria that measurea posteriori the conformity of perturbative solutions to the boundary
condition. It is shown that the accuracy of perturbative solutions depends not only on the height, but
also on the slope, of surface corrugations. Moreover, it is shown that the Rayleigh hypothesis does
not affect the accuracy of far-field perturbative calculations. The mean extinction error is proposed
as a measure for the error of the extinction-theorem perturbative solution. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1591774#
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I. INTRODUCTION

The method of small perturbations is commonly applied
to problems of wave scattering from rough closed surfaces
with dimensions comparable to the incident wavelength.1–15

Typically, such surfaces are obtained by deterministic or ran-
dom deformation of a smooth reference surface, which is
either cylindrical1–6 or spherical,7–15 and perturbative solu-
tions are accurate to second order in a smallness parameter
that refers to the degree of deformation of the reference sur-
face.

Despite the widespread use of second-order perturbative
solutions, fundamental issues that pertain to their applicabil-
ity are still unresolved. On the one hand, there is no
consensus16,17 on whether formulations based on the extinc-
tion theorem are superior or equivalent to formulations based
on the Rayleigh hypothesis.18,19 On the other hand, it is gen-
erally not known whether and how perturbation series
converge20,21 and even if it is useful to pursue higher-order
solutions, which require considerably more effort than
second-order ones. Furthermore, exact solutions, in particu-
lar for randomly rough surfaces, are scarce and computation-
ally demanding14 and quantitative error criteria that would
allow the determination of the domain of applicability of
perturbative solutions are not available.

This paper attempts to address some of the above issues
through the study of plane-wave scattering from a simple
rough closed surface, namely a soft circular surface with
deterministic sinusoidal roughness. The simplicity of the
aforesaid problem allows formulating an exact solution as
well as Rayleigh-theory and extinction-theorem perturbative
solutions of any order. Comparisons between these solutions
provide quantitative information about~a! the effect of the

Rayleigh hypothesis on the accuracy of perturbative solu-
tions, ~b! the usefulness of higher-order terms, and~c! the
reliability of error criteria that measure the conformity of
perturbative solutions to the boundary condition used in their
formulation.

It is worth noting that related topics have been studied
extensively in the context of planar surfaces, in which case a
vast literature exists~see Refs. 16–25, 29–31, and references
cited therein!. For instance, second- and fourth-order solu-
tions were compared by Soto-Crespoet al.,22 extinction-
theorem and Rayleigh-theory perturbative formulations were
compared by Jacksonet al.20 and Roginsky;21 and the con-
nection between near field and far field error criteria was
discussed by Wirgin,23 Hugoninet al.,24 and Van den Berg.25

Nonetheless, the techniques developed in the above works
have not yet been applied to the study of rough closed sur-
faces, such as randomly rough spheres and cylinders, which
have important applications. The work presented here repre-
sents a first step in this direction: The sinusoisally rough
circular surface can be considered as a ‘‘canonical’’ rough
closed surface; conclusions drawn from its study may apply
qualitatively to more complex geometric configurations and
boundary conditions.

The analytical formulation of this paper makes use of
expansions of the incident and scattered fields into cylindri-
cal wavefunctions, which are regular and nonregular at the
origin of coordinates, respectively. These wavefunctions are
arranged in invariant subspaces by means of a group-
theoretic consideration for the periodicity of the scattering
surface. The coefficients of the outgoing-wave expansion of
the scattered field~i.e., the scattered wave amplitudes! are
the unknowns which are determined in three different ways
as described below.

The exact formulation makes use of the Helmholtz inte-
gral formula to relate the scattered wave to the normal de-
rivative of the field on the scattering surface. The latter field

a!Currently with IRCTR, Delft University of Technology, 2628CD Delft,
The Netherlands; electronic mail: N.Skaropoulos@irctr.tudelft.nl

b!Electronic mail: dpchriss@eng.auth.gr; phone/fax:130-2310-996334.
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quantity is expanded into a Fourier series and the coefficients
of that series are obtained by application of the extinction
theorem. The end-result is an infinite set of linear equations
that can be solved numerically. The methodology is analo-
gous to the one applied by Maselet al.26 to the problem of
wave scattering from a sinusoidal planar surface.

The perturbative formulations express the scattered
wave amplitudes as power series in a smallness parameter.
The Rayleigh-theory formulation yields the coefficients of
that series directly by application of the boundary condition
on the scattering surface; this solution invokes the assump-
tion, known as the Rayleigh hypothesis, that the outgoing-
wave expansion of the scattered field is valid even on the
scattering surface. The need for the aforesaid assumption is
circumvented by the extinction-theorem formulation, which
makes use of the Helmholtz integral formula and of the ex-
tinction theorem. In either case, the end-result is a recursive
relation for the general-order term of the power series expan-
sion of the scattered wave amplitudes.

The numerical study included in this paper is aimed at
assessing the Rayleigh-theory and extinction-theorem pertur-
bative solutions. First, the numerical stability of the exact
solution is investigated. This is done by means of two error
measures, namely, the boundary error, which measures the
conformity of the exact solution to the boundary condition at
a protrusion of the scattering surface, and the energy error,
which measures the conformity of this solution to the
forward-scattering theorem. Next, the expressions for the
scattered wave amplitudes of the extinction-theorem and
Rayleigh-theory perturbative solutions are compared to each
other; this is done analytically up to the third-order and nu-
merically for higher orders. Higher-order perturbative solu-
tions are also compared to second-order ones through use of
the far-field error, which is defined by reference to the exact
solution. Finally, the possibility of setting up quantitative er-
ror criteria for Rayleigh-theory or extinction-theorem pertur-
bative solutions is probed. In either case, the error measure
indicates the degree to which the perturbative solutiona pos-
teriori satisfies the boundary condition that was used for its
derivation.

The paper is organized as follows. The scattering prob-
lem is formulated in Sec. II. The group-theoretical formula-
tion of the solution is presented in Sec. III. The exact solu-
tion, the extinction-theorem perturbative solution, and the
Rayleigh-theory perturbative solution are developed in Secs.
IV A, IV B, and IV C, respectively. Numerical results and
discussions follow in Sec. V. Finally, concluding remarks are
made in Sec. VI.

II. DESCRIPTION OF THE SCATTERING PROBLEM

Let S be a sinusoidally rough circular surface in a 2-D
unbounded homogeneous medium~Fig. 1!. With regard to
the polar coordinate system (O;ru), any point onS is deter-
mined by

r S~u!5a@11« f ~u!#, ~1!

wherea is the mean radius ofS, « is the smallness parameter,
f (u)5sin(ju), and j PN is the order of sinusoidal roughness.
S is periodic with~angular! period 2p/ j ; maxima ofr S occur

at u5un
15p(114n)/2j , whereas minima occur atu5un

2

5p(314n)/2j ; n50,1,...,j 21. Examples ofS for various
values ofj are shown in Fig. 2.

A plane wave is incident uponS from the directionî
5 x̂ cosuinc1 ŷ sinuinc ~Fig. 1!; this excitation is represented
by the scalar potentialc inc(r ,u)5exp@ikr cos(u2uinc)#,
wherek is the wave number of the surrounding medium. The
time dependence of the incident wave is of the typee2 ivt

and it is suppressed throughout the analysis. The total field

FIG. 1. Geometric configuration.

FIG. 2. The sinusoidally rough circular surfacer S(u)5a@11« sin(ju)# for
a51, «50.2, and 1< j <8.
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c5c inc1csca outsideS ~i.e., for r>r s) is the sum of the
incident and scattered waves. The scalar potentialc obeys
the 2-D Helmholtz equation (¹21k2)c50. Furthermore,c
is assumed to satisfy a boundary condition of the Dirichlet
type onS; hence,@c# r 5r s(u)50.

III. GROUP-THEORETIC FORMULATION

It is convenient to express the scalar potentials of the
field in terms of a suitable set of basis functions; the latter
should be solutions to the Helmholtz equation and they
should reflect the symmetry of the scattering problem in
hand. In the remainder of this section, the basis functions are
selected by means of a group-theoretic consideration for the
periodicity of the scattering surface.

The pertinent symmetry group is the cyclic group of
order j, which is denoted asCj . The elements ofCj are
E,A,A1,...,Aj 21; E denotes the identity element andA de-
notes rotation by angle 2p/ j about an axis, normal toS,
through the origin of coordinates. The groupCj is abelian
and it hasj irreducible representations, them-th of which has
the charactersxm(An)5ei2pnm/ j , wherem,n51,2,...,j .

Let V be the vector space of square-integrable functions
on the circle. Given anyf PV, the set of operators
U(An) f (u)5 f (u12pn/ j ) defines a representation ofCj on
V, which can be used to decomposeV into a sum of sub-
spacesV5(m51

j Vm ; Vm is the irreducible invariant subspace
of V with respect to them-th irreducible representation ofCj

on V. The projection operator toVm , which is denoted by
Pm , is defined as:27

Pm5
1

j (
n51

j

xm
21~An!U~An!. ~2!

It follows that any functionf PV may be written in the
form

f ~u!5 (
m51

j

f m~u!, ~3!

where f m(u)[Pm f (u). Furthermore, it can be shown
through use of Eqs.~2! and ~3! that e2 imu f m(u) is periodic
with period 2p/ j . Hence,f m can be expanded in a Fourier
series:

f m~u!5 (
n52`

`

Fmnei ~m1 jn !u. ~4!

The scalar potential of the incident wave can thus be
decomposed into irreducible components

c inc5 (
m51

j

cm
inc , ~5!

where cm
incPVm . If Eqs. ~2! and ~4! are applied, Eq.~5!

yields

cm
inc~r,u!5 (

n52`

`

i m1 jnJm1 jn~r!ei ~m1 jn !~u2u inc!, ~6!

wherer5kr and Jn(•) is the nth order cylindrical Bessel
function of the first kind.28

The scalar potential of the scattered wave can be formu-
lated accordingly:

csca5 (
m51

j

cm
sca. ~7!

On the one hand, the azimuthal dependence ofcm
sca is iden-

tical to that ofcm
inc sincecm

scaPVm . On the other hand, the
radial dependence ofcm

sca is determined by the requirement
that it should satisfy the Helmholtz equation and the radia-
tion condition at infinity. It follows thatcm

scacan be expressed
as a sum of outgoing cylindrical waves in the region of space
beyond the outermost point onS:

cm
sca~r,u!5 (

n52`

`

i m1 jnAmnHm1 jn
~1! ~r!ei ~m1 jn !~u2u inc!.

~8!

Equation ~8! is valid for r>max$rs(u)%, where rs(u)
5krs(u); Hn

(1)(r) is thenth order cylindrical Hankel func-
tion of the first kind,28 which acquires the form of an outgo-
ing cylindrical wave forr@1. The wave amplitudesAmn are
the unknowns of the scattering problem; they will be deter-
mined in the following section.

It is important to note that excitation of the scattering
surface bycm

inc only gives rise tocm
sca, which follows from

the invariance of the Helmholtz equation and of the bound-
ary condition under rotations by multiples of 2p/ j about an
axis normal toS. Hence, it is convenient to treat the scatter-
ing problem on a term-by-term basis.

IV. DETERMINATION OF THE SCATTERED WAVE

A. Exact solution

The Helmholtz equation can be integrated by application
of Green’s second identity.29 Thus, it may be proven that the
mth component of the scalar potential of the scattered wave
is given by the following integral

cm
sca~r,u!52E

0

2p

H0
~1!~ urW 2rW s~u8!u!wm~u8!du8, ~9!

where

wm~u!5
1

4i F]cm

]n

ds

duG
r5rs~u!

, ~10!

cm5cm
inc1cm

sca, and ]/]n is the derivative along the out-
ward normal toS. Equation~9! holds outside the scattering
surface, namely forr.rs(u). If the Helmholtz equation is
integrated inside the scattering surface, the following integral
equation is obtained:

cm
inc~r,u!5E

0

2p

H0
~1!~ urW 2rW s~u8!u!wm~u8!du8. ~11!

Equation~11! holds forr,rs(u) and it is the mathematical
expression of the extinction theorem.

The wave amplitudesAmn can be determined from Eqs.
~9! and ~11! in two steps. First,wm(u) is determined by
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application of Eq. ~11! for r<rmin[rs(un
2) and, subse-

quently,Amn are determined by application of Eq.~9! for r
>rmax[rs(un

1).
On the one hand, handling of Eq.~11! requires use of the

identity

H0
~1!~ urW 2rW 8u!5 (

n52`

`

ein~u2u8!Jn~r!Hn
~1!~r8!, ~12!

which holds forr<r8. Substitution of Eqs.~6! and~12! into
the left- and right-hand sides of Eq.~11!, respectively, and
use of the orthogonality of$einu,nPZ% yields:

i m1 jne2 i ~m1 jn !u inc5E
0

2p

e2 i ~m1 jn !uHm1 jn
~1! @rs~u!#wm~u!du.

~13!

Sincefm(u)PVm , it can be expanded into a Fourier series

fm~u!5 (
n52`

`

Fmnei ~m1 jn !u, ~14!

by use of which Eq.~13! yields the following set of infinite
linear equations:

i m1 jne2 i ~m1 jn !u inc5 (
n52`

`

FmnHm1 jn,m1 j n , ~15!

where:

Hn,n5E
0

2p

ei ~n2n!uHn
~1!@r0~11« sin~ j u!!#du ~16!

and r05ka. Equation~15! can be solved forFmn by trun-
cation and matrix-inversion.

On the other hand, handling of Eq.~9! requires use of
the identity

H0
~1!~ urW 2rW 8u!5 (

n52`

`

ein~u2u8!Hn
~1!~r!Jn~r8!, ~17!

which holds forr>r8. Substitution of Eqs.~8! and~17! into
the left- and right-hand sides of Eq.~9!, respectively, and use
of the orthogonality of$einu,nPZ% yields:

i m1 jne2 i ~m1 jn !u incAmn

52E
0

2p

e2 i ~m1 jn !uJm1 jn@rs~u!#wm~u!du. ~18!

Finally, by use of Eq.~14!, Eq. ~18! produces the following
result:

i m1 jne2 i ~m1 jn !u incAmn52 (
n52`

`

FmnJm1 jn,m1 j n , ~19!

where:

Jn,n5E
0

2p

ei ~n2n!uJn@r0~11« sin~ j u!!#du. ~20!

The wave amplitudesAmn can be determined from Eq.~19!.

B. Extinction-theorem perturbative solution

The extinction-theorem perturbative formulation makes
use of the Helmholtz integral formulas of Eqs.~9! and ~11!.
Both Amn andfm(u) are expressed as asymptotic power se-
ries in the smallness parameter«

Amn5 (
p50

`

«pAmn
p , ~21!

fm~u!5 (
p50

`

«pfm
p ~u!5 (

p50

`

«p (
n52`

`

Fmn
p ei ~m1 jn !u,

~22!

andAmn
p are obtained by a two-step procedure similar to that

of Sec. IV A.
The first step yieldsFmn

p . By use of Eq.~13!, Eq. ~22!,
and of the Taylor series

Hm1 jn
~1! @rs~u!#5 (

p50

`

«p
@r0f ~u!#p

p!
H̃m1 jn

p , ~23!

the following equation is obtained:

i m1 jne2 i ~m1 jn !u inc

5 (
p50

`

«p
r0

p

p!
H̃m1 jn

p (
n52`

`

I j ~n2n!
p (

q50

`

«qFmn
q . ~24!

The abbreviations H̃n
p5@dpHn

(1)(r)/drp#r5r0
and I n

p

5*0
2p f p(u)einu du appear in Eq.~24!. It can be proven that

I n
p52p(2i )2p(q50

p (21)p2q(q
p)d2n, j (2q2p) , where (q

p)
5p!/q!( p2q)! is the binomial coefficient. By use of the
identity

(
p50

`

«pAp(
q50

`

«qBq5 (
p50

`

«p(
q50

p

AqBp2q , ~25!

Eq. ~24! acquires the following form:

i m1 jne2 i ~m1 jn !u inc

5 (
p50

`

«p(
q50

p r0
q

q!
H̃m1 jn

q (
n52`

q

I j ~n2n!
q Fmn

p2q . ~26!

Coefficients of the same power of« on either side of Eq.~26!
can be equated. Thus, Eq.~26! yields

Fmn
0 5

i m1 jne2 i ~m1 jn !u inc

2pH̃m1 jn
0

, ~27!

if p50, and

Fmn
p 52

1

2pH̃m1 jn
0

(
q51

p r0
q

q!
H̃m1 jn

q (
n52`

`

I j ~n2n!
q Fmn

p2q

~28!

if p>1. The right-hand side of Eq.~28! involves known

quantities and the coefficientsFmn
p8 of order 0<p8<p21.

The second step yieldsAmn
p in terms ofFmn

p . By use of
Eq. ~21!, Eq. ~22!, and of the Taylor series

Jm1 jn@rs~u!#5 (
p50

`

«p
@r0f ~u!#p

p!
J̃m1 jn

p , ~29!
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Eq. ~18! yields

i m1 jne2 i ~m1 jn !u inc(
p50

`

«pAmn
p

52 (
p50

`

«p
r0

p

p!
J̃m1 jn

p (
n52`

`

I j ~n2n!
p (

q50

p

«pFmn
p , ~30!

wherein the abbreviationJ̃n
p5@dpJn(r)/drp#r5r0

appears.
Finally, by use of Eq.~25! and after coefficients of the same
power of« on either side of Eq.~30! have been equated, the
following expression forAmn

p is obtained:

Amn
p 52 i 2~m1 jn !ei ~m1 jn !u inc

3 (
q50

p r0
q

q!
J̃m1 jn

q (
n52`

`

I j ~n2n!
q Fmn

p2q . ~31!

C. Rayleigh-theory perturbative solution

The Rayleigh-theory perturbative formulation makes use
of the Rayleigh hypothesis, which allows use of Eq.~8!,
whereby the scattered field is represented by a sum of out-
going waves, not only beyond the outermost point onS, but
everywhere outsideS, even at the innermost point onS. The
scattered wave amplitudesAmn are expressed as in Eq.~21!
and the coefficientsAmn

p of that asymptotic power series in
the smallness parameter« are obtained by enforcement of the
boundary condition@cm

inc1cm
sca#r5rS(u)50. The latter is ex-

panded into a Taylor series aroundr05ka through use of
Eqs.~6!, ~8!, ~21!, ~23!, and~29!:

(
n52`

`

i m1 jnei ~m1 jn !~u2u inc!F (
p50

`

«p
@r0f ~u!#p

p!
J̃m1 jn

p

1 (
q50

`

«qAmn
q (

p50

`

«p
@r0f ~u!#p

p!
H̃m1 jn

p G50. ~32!

The identity of Eq.~25! is invoked and, subsequently, coef-
ficients of the same power of« on either side of Eq.~32! are
equated to obtain:

(
n52`

`

i m1 jnei ~m1 jn !~u2u inc!Amn
p H̃m1 jn

0

52 (
n52`

`

i m1 jnei ~m1 jn !~u2u inc!

3F @r0f ~u!#p

p!
J̃m1 jn

p 1 (
q51

p
@r0f ~u!#q

q!
Amn

p2qH̃m1 jn
q G .

~33!

Both sides of Eq.~33! are multiplied bye2 i (m1 j n)u, nPZ,
and they are subsequently integrated with respect tou in the
range@0,2p#. The end-result is the recurrence relation

Amn
p 52

i 2~m1 j n!ei ~m1 j n!u inc

2pH̃m1 j n
0

(
n52`

`

i m1 jne2 i ~m1 jn !u inc

3F r0
p

p!
I j ~n2n!

p J̃m1 jn
p 1 (

q51

p r0
q

q!
I j ~n2n!

q Amn
p2qH̃m1 jn

q G ,

~34!

which is initiated withAmn
0 52 J̃m1 j n

0 /H̃m1 j n
0 .

V. NUMERICAL RESULTS AND DISCUSSION

A. Numerical checks of the exact solution

Use of the exact solution of Sec. IV A requires trunca-
tion and matrix-inversion of the infinite set of linear equa-
tions represented by Eq.~15!; because of eventual ill-
conditioning of the coefficient matrix of that set, the exact

FIG. 3. Accuracy of the exact solution (a51,j 55,u inc50°) vs truncation
numberN: ~a! boundary errorB ~%! and ~b! energy errorE ~%!.
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solution may be numerically unstable. Instability may occur
for large values of the smallness parameter«, which are as-
sociated with deep corrugations onS. Full discussion of this
issue, which has been addressed thoroughly within the con-
text of wave scattering from planar sinusoidal surfaces,29–31

is beyond the scope of this paper, where the focus is on the
perturbative solutions of Secs. IV B and IV C. Still, some
numerical checks of the exact solution have been made by
use of the error measures defined below.

Conformity of the exact solution to the~Dirichlet!
boundary condition on the scattering surface is checked by
use of the boundary error

B5UFcsca1c inc

c inc G
rW5rWS~u

0
1!
U , ~35!

which is measured at a protrusion ofS. It is worth noting that
the outgoing-wave expansion of Eq.~8! for the scalar poten-
tial of the scattered wave is valid unconditionally atr S(u0

1)
5r S(p/2j ). The scalar potential of the incident wave at
r S(u0

1) is calculated by use of the exact, closed-form expres-

sion @c inc# rW5rWS(u
0
1)5eirmaxcos(u0

1
2uinc), whereas the scalar po-

tential of the scattered wave at the very same point onS is
calculated by use of the truncated, hence approximate, ex-
pansion:

@csca# rW5rWS~u
0
1!5 (

m21

j

(
n52N

N

i m1 jnAmnHm1 jn
~1! ~rmax!

3ei ~m1 jn !~u0
1

2u inc!. ~36!

The truncation numberN is the number of equations that are
retained in the numerical solution of Eq.~15!.

Conformity of the exact solution with the forward-
scattering theorem, can be checked by use of the following
equation:6

4 (
m51

j

(
n52N

N

uAmnu2524 (
m51

j

(
n52N

N

ReAmn . ~37!

If LHSandRHSis short-hand notation for the left- and right-
hand side of Eq.~37!, respectively, the energy error

E5URHS2LHS

RHS U ~38!

provides a means to assess the energy consistency of the
exact solution.

Numerical results forB and E are presented in Fig. 3.
Both error measures have been plotted against the truncation
numberN for several values of the smallness parameter«.
Figure 3 manifests that the numerical behavior of the exact
solution is strongly dependent on«. Small values of« ensure
that the exact solution is well behaved, which implies that
the error, either boundary or energy, decreases with increas-
ing N. This is not true for large values of«, since the afore-
said errors decrease with increasingN only up to a particular
value of the latter; ifN is increased further, the exact solution
becomes numerically unstable and both errors increase rap-
idly. Figure 3 suggests that the exact solution of Sec. IV A
should be used with caution. Hereinafter, only numerical re-
sults from the exact solution that meet the, more or less
arbitrary, requirementsB<1024 andE<1025 are used.

B. Comparisons between perturbative solutions

The extinction-theorem and Rayleigh-theory perturba-
tive solutions, which were derived in Secs. IV B and IV C,
respectively, can be compared analytically as well as numeri-
cally. Analytical comparisons ofAmn

p , as obtained by the
aforesaid perturbative formulations, are herein limited top
<3; the expressions for the wave amplitudes are cumber-
some for higher values ofp.

On the one hand, the wave amplitudes that pertain to the
extinction-theorem perturbative formulation are designated
as XAmn

p , and the expressions given below have been ob-
tained by use of Eqs.~27!, ~28!, and~31!:
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The abbreviationW̃n
p5 J̃n

p1XAmn
0 H̃n

p has been used in Eqs.
~39!.

On the other hand, the wave amplitudes that pertain to
the Rayleigh-theory perturbative formulation are designated
as RAmn

p , and the expressions given below have been ob-
tained by use of Eq.~34!:
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Equations ~39a! and ~40a! are identical, but, at first
glance, Eqs.~39b!, ~39c!, and~39d! are not identical to Eqs.
~40b!, ~40c!, and~40d!, respectively; for instance, Eq.~39b!
involves the termW̃m1 jn

1 /H̃m1 j n
0 , whereas Eq.~40b! involves

the termW̃m1 j n
1 /H̃m1 jn

0 . Nevertheless, it can be proven28 that
W̃n

1522i /pr0H̃n
0 and W̃n

252i /pr0
2H̃n

0; by use of these
identities it can readily be proven that Eqs.~39b! and ~39c!
are equivalent to Eqs.~40b! and ~40c!, respectively. The
equivalence of Eq.~39d! to Eq. ~40d! has been proven, too,
albeit through more complicated, yet straightforward, alge-
bra.

Higher-order expressions forXAmn
p andRAmn

p have been
compared numerically and they have been found to be iden-
tical in all cases studied. This finding may seem paradoxical
at first glance; the perturbative formulations of this paper use
different starting points, namely the extinction-theorem and
the Rayleigh hypothesis, the latter being applicable32 to a
narrower range of scattering surfaces than the former. None-
theless, this finding is not unique to the scattering problem
studied herein; similar conclusions have been stated20,21 in
comparisons of extinction-theorem and Rayleigh-theory so-
lutions to wave scattering from planar sinusoidal surfaces.

C. Comparison of second- to higher-order
perturbative solutions

The merit of perturbative solutions of various orders is
assessed through comparisons with the exact solution of Sec.
IV A. Interest is focused on the accuracy of the perturbative
solutions in the far field, which is herein measured by use of
the far-field error:

F5
1

2p E
0

2p

uF~u!udu;

F~u!5 lim
r→`

c̃sca~r,u!2csca~r,u!

csca~r,u!
. ~41!

csca is the scalar potential of the scattered wave as obtained
by use of the exact solution of Sec. IV A, whereas

c̃sca~r,u!5 (
m51

j

(
n52N

N

(
p50

P

i m1 jn«pAmn
p Hm1 jn

~1! ~r!

3ei ~m1 jn !~u2u inc! ~42!

is an approximation tocsca obtained by use of aPth-order
perturbative solution, either the one of Sec. IV B or that of
Sec. IV C.

The dependence ofF on the smallness parameter« as
well as on the orderP of the perturbative solution is inves-
tigated through Fig. 4. Three plausible conclusions are
reached in the case of a scattering surface with gently sloping
corrugations:~a! F increases with increasing« for any value
of P, ~b! the perturbative solution is more accurate the higher
the orderP, and ~c! inclusion of higher-order terms in the
perturbation series for the scalar potential of the scattered
wave reduces the far-field errorF by a factor that becomes
more significant with increasing«. A somewhat unexpected
result occurs in the case of a scattering surface with steep
corrugations: the perturbation series behaves as in the previ-
ous case only up to«50.28 and, from that point onward, the
error of the sixth- and eighth-order solutions increase rapidly,
exceeding the error of second- and fourth-order solutions.
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Furthermore,F increases more rapidly with increasing« in
Fig. 4~b! than in the case of Fig. 4~a!. These remarks suggest
that the accuracy as well as the convergence of perturbative
solutions depend not only on the height of corrugations,
which is determined by the smallness parameter«, but also
on the slope of corrugations, which is determined in this
paper by the orderj of the sinusoidal roughness onS.

Further information about the effect of the shape of cor-
rugations is obtained by use of Fig. 5, which depicts regions
of the j 2« plane wherein the second- and fourth-order per-
turbative solutions meet the requirementF<1%. It may be
seen that the range of values of the smallness parameter«
that can be handled by the second-order perturbative solution
decreases with increasingj; the rate of decrease changes

from fast to slow from the leftmost to the rightmost part of
the plot. The same apply to the fourth-order perturbative so-
lution, which has a wider range of values of«. Yet, the ad-
vantage of the fourth-order solution over the second-order
one becomes almost insignificant for large values ofj, which
agrees with the comments of Fig. 4 that higher-order solu-
tions are more useful for scattering surfaces with gently slop-
ing corrugations.

D. Error measures for perturbative solutions

Up to this point, the investigation has benefited from the
existence of an exact solution to the scattering problem in
hand. Nonetheless, the method of small perturbations is most
commonly applied to problems of rough surface scattering
where an exact solution is not available. It is, therefore, of
interest to pursue the investigation of this paper further by
introduction of error measures that can be applied to pertur-
bative solutions in the absence of an exact solution. The key
idea is to examine whether the extinction-theorem or
Rayleigh-theory perturbative solutiona posteriori satisfies
the boundary condition that was used in its formulation.

Conformity of the Rayleigh-theory perturbative solution
to the~Dirichlet! boundary condition onScan be checked by
use of the mean boundary error:

B̄5
1

2p E
0

2p

uB~u!udu;B~u!5F c̃sca1c inc

c inc G
r 5r S~u!

. ~43!

B̄ is similar to the boundary errorB, defined by Eq.~35!, but
~a! it is averaged over the scattering surface and~b! it in-
volves c̃sca, defined by Eq.~42!, instead ofcsca, which is
seldom available.

The merit of B̄ as error measure for Rayleigh-theory
perturbative solutions can be assessed through comparisons
of B̄ to the far-field errorF, defined in Sec. V C. The results
of Fig. 6 expose some problems related to the use ofB̄. As «

FIG. 4. Far-field errorF ~%! vs smallness parameter« of Pth-order per-
turbative solutions:~a! gently sloping (j 52) and ~b! steep (j 55) cor-
rugations.

FIG. 5. Applicability limit of second- and fourth-order solutions onj 2«
plane (a51,u inc50°); the limit corresponds toF<1%.
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increases,B̄ acquires unrealistic values; those of the fourth-
order perturbative solution, in particular, can exceed the cor-
responding values ofF by as much as three orders of mag-
nitude. Moreover, althoughF decreases with increasing order
of the perturbative solution for any«, greater values ofB̄
have been calculated for the fourth-order perturbative solu-
tion than for the second-order one beyond«'0.135.

An explanation for the aforesaid trend can be found in
Fig. 7, wherein plots ofuB(u)u vs u are shown for perturba-
tive solutions up to sixth order. A sinusoidal rough surface of
order j 55 has been considered and results are given in the
range 0<u<2p/ j , which represents an azimuthal period of
surface roughness. If the corrugations of the scattering sur-
face are shallow, as in Fig. 7~a!, uB(u)u decreases with in-
creasingP everywhere onS. However, if the corrugations are
deep, as in Fig. 7~b!, higher-order perturbative solutions are
more accurate than lower-order ones whereverrS(u)>r0 ,
which occurs foru<36°, but they are less accurate wherever
rS(u)<r0 , which occurs foru>36°; the error of higher-
order solutions is particularly large around the innermost
point of the surface, which is atu554°. These results indi-
cate that violations of the Rayleigh hypothesis may affect the
behavior of the perturbation series on the scattering surface,
even though they do not affect the behavior of the perturba-
tion series in the far field, as discussed in Sec. V C. The
mean boundary error is, therefore, not a reliable indicator of
the far-field error.

Conformity of extinction-theorem perturbative solutions
to the extinction theorem itself can be measured by use of the
mean extinction error

X̄5
1

2p E
0

2p

uX~u!udu, Xu5Fc inc2c̃ inc

c inc G
r5rmin

, ~44!

where

@c̃ inc#r5rmin
5 (

p50

P

«p (
m51

j

(
n52N

N

(
n52N

N

ei ~m1 jn !u

3Jm1 jn~rmin!Fmn
p Hm1 jn,m1 j n ~45!

is the extinction-theorem approximation toc inc anywhere on
the inscribed circle toS~i.e., atr5rmin , 0<u<2p!; Eq. ~45!
has been obtained by use of Eqs.~5!, ~11!, ~12!, ~16!, and
~22!. The truncation numberN is determined numerically by
checking the convergence ofX̄.

The merit of X̄ and uX(u)u as error measures for
extinction-theorem perturbative solutions is probed by means

FIG. 6. Mean boundary errorB̄ ~%! vs smallness parameter« of second-
and fourth-order Rayleigh-theory perturbative solutions (a51,
j 55,u inc545°); the far-field errorF ~%! serves as reference.

FIG. 7. Boundary erroruB(u)u vs azimuth angleu ~degrees! for Rayleigh-
theory perturbative solutions (a51,j 55,u inc545°) of various ordersP: ~a!
shallow («50.05) and~b! deep («50.2) corrugations.
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of Figs. 8 and 9. Figure 8 includes plots of the extinction
error uX(u)u vs u; the parameters of the scattering problem
are those of Fig. 7. It may be seen that the extinction error is
considerably smaller than the boundary error for anyu. Fur-
thermore, higher-order extinction-theorem perturbative solu-
tions exhibit less extinction error than lower-order ones for
any u, whereas such trend has not been observed for
Rayleigh-theory perturbative solutions with regard to the
boundary error. The dependence ofX̄ on the smallness pa-
rameter« and the relation ofX̄ to the far-field errorF are
both shown in Fig. 9. Evidently, the mean extinction error is
a reliable indicator of the error made by extinction-theorem
solutions, but it underestimates the far-field error for large
values of the smallness parameter.

VI. CONCLUSIONS

The problem of wave scattering from a ‘‘soft’’ circular
surface with sinusoidal roughness has been solved in three
different ways. The solution of Sec. IV A is theoretically ex-
act, whereas those of Secs. IV B and IV C make use of the
small perturbation technique and they are based on the ex-
tinction theorem and the Rayleigh hypothesis, respectively.

The above solutions have been used in a numerical study
of the accuracy of perturbative solutions to rough surface
scattering. The results of Sec. V C indicate that the behavior
of perturbative solutions depends on the height as well as on
the slope of corrugations on the scattering surface. On the
one hand, the error of the perturbative solutions increases
monotonously with the height of surface corrugations. On
the other hand, the convergence of the perturbative solutions
depends critically on the slope of surface corrugations.
Higher-order approximations are more accurate than lower-
order ones when the corrugations are gently sloping, but they
can diverge for steep corrugations. The usefulness of higher-
order solutions is thus limited to surfaces with gentle slopes.

Furthermore, analytical as well as numerical compari-
sons of Rayleigh-theory to extinction-theorem perturbative
solutions in Secs. V B and V C have shown that the two
formulations yield identical results in the far field. Rayleigh-
theory solutions have thus the advantage of being simpler in
formulation. Nonetheless, the numerical investigation of Sec.
V D has shown that Rayleigh-theory solutions cannot be as-
sociated with a reliable error estimate. On the contrary,
extinction-theorem solutions can be validated by use of the
extinction error, which correlates better with the far-field er-
ror.

The problem studied here is closely related to the one of
wave scattering from rough planar surfaces, which has been
studied extensively. It is, thus, worth noting that, whenever
applicable, the conclusions drawn here are in qualitative
agreement with those derived from the study of planar sur-

FIG. 8. Extinction erroruX(u)u ~%! vs azimuth angleu ~degrees! of
extinction-theorem perturbative solutions (a51,j 55,u inc545°) of various
ordersP: ~a! shallow ~«50.05! and ~b! deep~«50.2! corrugations.

FIG. 9. Mean extinction errorX̄ ~%! vs smallness parameter« of second-
and fourth-order extinction-theorem perturbative solutions (a51,
j 55,u inc545°); the far-field errorF ~%! serves as reference.
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faces. It is also of interest that the shortcomings of Rayleigh-
theory perturbative solutions when applied to points on the
boundary surface, which were discussed in Refs. 18 and 19,
are herein demonstrated quantitatively~see Fig. 7!; such
quantitative information is not, to the authors’ knowledge,
available elsewhere.

The results of the numerical investigation presented here
can be of use to studies of wave scattering from randomly
rough spheres or cylinders, in which case exact solutions are
either unavailable or very demanding computationally. On
the basis of the conclusions drawn above, it should be ex-
pected that higher-order solutions would be more appropriate
for randomly rough surfaces with large correlation radii, that
is, for surfaces with gently sloping roughness. Surfaces with
highly localized roughness cannot be treated unless the root-
mean-square height of surface roughness is very small; this
limitation might be removed by reformulating the perturba-
tive solution so that the slope of the roughness is also taken
into consideration. Finally, an estimate of the error of the
perturbative solution in the far field can be obtained by use
of the mean extinction error.
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Previous papers developed an approach for estimating the vibration-related broadband acoustic
power radiated by a ribbed steel plate in water driven by turbulent boundary layer pressures. This
was extended to apply to plates composed of identical ribbed sections joined at infinite impedance
supports. In this paper the basic model is modified so that it can be applied to plates composed of
dissimilar sections joined at clamped supports. The response is formulated directly in terms of
power and the effects of the supports are accounted for by power scattering coefficients, which are
calculated through a Wiener–Hopf analysis. Sample calculations are shown to agree with results of
other formulations. Only frequencies below bending coincidence are considered.
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I. INTRODUCTION

Fluid-loaded flat plates subjected to turbulent flow are
set into bending vibration by the imposed turbulent boundary
layer ~TBL! pressure excitation. Ffowcs Williams showed
that if the plate is infinite and uniform, no enhancement of
TBL-radiated acoustic power results from the vibration,1 but
the presence of a discontinuity, such as a support, changes
the nature of the acoustic radiation.2 Crighton considered two
coplanar semi-infinite plates having different properties, and
also demonstrated that the discontinuity at the junction influ-
ences the nature of the radiation.3 Howe treated the problem
of a TBL-driven infinite uniform plate supported along two
parallel lines at which the plate could be either clamped or
pinned, and derived expressions for radiated power and
pressure.4 Rumerman developed an approach to accounting
for finite impedance reinforcing ribs in estimating power ra-
diated by TBL-driven water-loaded steel plates in broad
~e.g., one-third octave! frequency bands.5,6 This formalism
was extended to plates composed of identical ribbed plate
sections that are joined at boundaries considered to be infi-
nite impedance line supports.7 The basis of the formalism is
that the ribs~supports! can be considered to radiate indepen-
dently of one another if the rib~support! spacing exceeds
one-fourth the acoustic wavelength. The structural symmetry
of this configuration determines that there is no net power
flow across section boundaries, therefore, the only power
loss at a boundary support is due to acoustic radiation. Al-
though not characteristic of most real structures, this assump-
tion allowed the basis of the approximate model to be tested
by a comparison to exact results obtained by adapting the
doubly periodic reinforced plate model developed by Mace.8

The model was validated within these constraints.
In most real structures, adjacent panel sections are not

generally identical, but may differ in material, plate thick-

ness, applied damping, length between supports, and rib type
and spacing. This has two effects on the analysis:~1! the net
power flow across section boundaries does not vanish, which
generates coupling loss or gain, and~2! boundary effects
cannot easily be accounted for in terms of forces. An objec-
tive for this paper is to present a more general formulation
that can account for different section properties. Consider-
ation will be limited to adjacent plate sections joined at large
impedance backing supports that may be assumed to form a
clamped boundary to each section, a typical construction.
The formulation depends upon the power transmission and
radiation coefficients related to flexural waves incident upon
the boundary between adjacent sections, which can be calcu-
lated using a Wiener–Hopf analysis. Only frequencies below
bending coincidence will be considered.

II. FORMULATION

The formalism for the extended plate ofidentical sec-
tions is summarized by Eqs.~20!–~23! of Ref. 7. These equa-
tions give broadband estimates of the mean squared plate
bending velocity and acoustic power radiated by a rib-
reinforced section, when the section contains at least two
resonances within the band. When this requirement is satis-
fied, interaction among the discontinuities can be ignored
when estimating the broadband mean squared force due to
each rib and boundary support. When the average rib spacing
is greater than one-fourth the acoustic wavelength, rib inter-
actions can be ignored when estimating the acoustic power
radiated by each rib. Similarly, when the boundary support
spacing is greater than one-fourth the acoustic wavelength,
support interactions can be ignored when estimating the
acoustic power radiated by each support force. When this
criterion for the rib~boundary! spacing is not satisfied, the
ribs ~boundaries! are assumed to not radiate.

These considerations lead to the definition of spatially
averaged radiation resistances due to the ribs and boundarya!Electronic mail: rumermanml@nswccd.navy.mil
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supports,ZR and ZB, respectively, given by Eqs.~1a! and
~1b!:

ZR~g;v!5
NYrad~g;v!

LuY`~g;v!1Yrib~g;v!u2 ; ks.p/2

50; ks,p/2; ~1a!

ZB~g;v!5
Yrad~g;v!

LuY`~g;v!u2 ; kL.p/2

50; kL,p/2. ~1b!

In these equations,v is 2p times the frequency,k is the
acoustic wave number in the ambient fluid,g is the wave
number corresponding to the direction along a rib or bound-
ary, L is the distance between supports,N is the number of
ribs within the section, ands5L/(N11) is the average rib
spacing.Yrad andY` are the radiation and input admittances,
respectively, corresponding to a line force applied to the uni-
form plate in fluid, andYrib is the admittance of the rib.

Because all plate sections are identical in this model,
and subject to the same excitation, there is no net coupling
power transfer in or out of a section; therefore, the only
effective power losses in a section are due to plate dissipa-
tion, rib radiation, and support radiation. When the sections
are dissimilar, or the nature of the TBL drive varies among
sections, net power can flow between adjacent sections, and
must be accounted for as an additional coupling loss~or
gain! mechanism. Because the sections do not have the same
properties and/or responses, boundary effects cannot be eas-
ily represented in terms of forces and admittances. A power
balance, using the power transmission and radiation coeffi-
cients at each section boundary, provides an easier approach.

Figure 1 shows an extended plate, of widthW, consist-
ing of sections joined at clamped boundary supports. Within
each section, the ribs are identical and the plating properties
invariant; however, these may change from section to section
along with the average rib spacing. Because properties are
invariant within a section, Eq.~1a! may be used to determine
the rib radiation impedance for each section.

Consider the power balance for thenth section, as given
by Eq. ~2!:

2p (
j 52J

1J

@Pn
in,TBL~ j !1Pn

in,T~ j !#

52p (
j 52J

1J

@Pn
diss~ j !1Pn

out,T~ j !1Pn
rad,R~ j !1Pn

rad,B~ j !#.

~2!

Each of the power terms corresponds to a mode in they
direction, whose wave number is 2p j /W. Because the ob-
jective is to estimate the radiated power, the summation is
limited to those modes for whichu j u<J, whereJ is the larg-
est integer that does not exceedkW/2p, ~i.e., corner mode
radiation is ignored compared to edge mode radiation!. The
factor 2p is consistent with the definition of terms given
below, and 2p( j 52J

1J Pn
in,TBL( j ) is the total power put into

the edge modes of thenth section by the external TBL drive
~exclusive of supersonic components that radiate indepen-
dently of discontinuities!. The other term on the left-hand
side of Eq.~2! represents the power transmitted into the sec-
tion across the boundaries. The terms on the right-hand side,
respectively, represent the power dissipated within the sec-
tion plating ~e.g., via applied damping!, power transmitted
out of the section across the boundaries, power radiated due
to the ribs and power radiated at the section boundaries.
These power terms are given by Eqs.~3!:

Pn
in,TBL~ j !

5S~v!Ln RealE residue
contrib of

subsonic pole

da

ZpS a,
2p j

W D1Zf S a,
2p j

W D
52pS~v!Yn

pLn5S~v!
pYn

pLn

2mncn
b . ~3a!

In Eq. ~3a!, Yn
p is the real contribution of the pole represent-

ing the subsonic structural wave to the line input admittance
of the plate section, written asYn

p/4mncn
b , wheremn is the

mass per unit area of the section plating,cn
b is the in-vacuo

bending wave speed of the plating, andYn
p is dimensionless.

The quantitiesZp andZf , respectively, are the wave number
impedances of the plate and acoustic medium. The multiplier
S(v) is the frequency–wavenumber mean squared spectral
density of the blocked TBL pressure, assumed wave number
white. The factor 2p is distinct from that in Eq.~2!. The
index j will now be suppressed. Expressions for the wave
number impedances are given in Appendix A:

Pn
diss5v«nmnLnvn

2. ~3b!

In Eq. ~3b!, «n5hn(an
p/kn

b)4 is the effective loss factor of the
uniform fluid-loaded plating, defined relative to the mass of
the plating alone,hn is the plate’s loss factorin-vacuo, and
the wave numbersan

p andkn
p are the in-water andin-vacuo

wave numbers of the propagating bending waves, respec-
tively. The effective loss factor is modified because the
change in wave number due to fluid loading modifies the
strain-displacement ratio:

FIG. 1. Extended ribbed plate with dissimilar sections.
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Pn
out,T5~Tn

21Tn
1!

mncn
b

Yn
p vn

2. ~3c!

In Eq. ~3c!, Tn
2 is the power transmission coefficient for

power flow from thenth section to the (n21)th section, and
Tn

1 is the power transmission coefficient for power flow from
thenth section to the (n11)th section, and it is assumed that
the total mean squared velocity is composed equally of
negative-going and positive-going components. Equation
~3c! is derived in Appendix B. Similarly,

Pn
in,T5

mn21cn21
b

Yn21
p Tn21

1 vn21
2 1

mn11cn11
b

Yn11
p Tn11

2 vn11
2 ,

~3d!

Pn
rad,B5~An

21An
1!

mncn
b

Yn
p vn

2. ~3e!

In Eq. ~3e!, An
2 is the power radiation coefficient for power

flow toward the boundary with the (n21)th section, andAn
1

is the power radiation coefficient for power flow toward the
boundary with the (n11)th section. Finally,

Pn
rad,R5LnZn

Rvn
2. ~3f!

Because the power transmission coefficient is reciprocal with
respect to direction,

Tn21
1 5Tn

2 and Tn11
2 5Tn

1 .

Insertion of Eqs.~3a!–~3f! into any of the cross-mode terms
of Eq. ~2! results in Eq.~4!, in which the common factor 2p
is removed:

S~v!
pYn

pLn

2mncn
b 52

mn21cn21
b

Yn21
p Tn

2vn21
2 2

mn11cn11
b

Yn11
p Tn

1vn11
2

1S v«nmnLn1Zn
RLn1

mncn
b

Yn
p ~Tn

21Tn
1!

1
mncn

b

Yn
p ~An

21An
1! D vn

2. ~4!

Such an equation can be written for each of the sections, and
the system of equations can be solved for the mean squared
velocity of each section. The power radiated by thej th mode
of each section is found by summing the right-hand sides of
Eqs.~3e! and ~3f!, and multiplying by 2p.

III. BOUNDARY COEFFICIENTS

A. Wiener–Hopf analysis

In order to use Eq.~4!, the boundary power coefficients
must be estimated. This can be done by representing two
adjacent sections as two fluid-loaded semi-infinite plates
joined at a clamped boundary, as shown in Fig. 2. A freely
propagating bending wavev(x)5V0 exp(iaLx), having am-
plitude V0 and phase speed~with fluid loading! cbL

5v/aL , travels on the left-hand plate, and is normally inci-
dent upon the junction. Time dependence exp(2ivt) is as-
sumed and suppressed. The bending wave carries with it an
associated pressure wave on the plate surface given by
p(x)5(2 ivrV0 /AaL

22k2)exp(iaLx), where r is the fluid

mass density andk is the acoustic wave number. The appli-
cation of Wiener–Hopf analysis to structural acoustic prob-
lems is well established. Kouzov used an analogous method
to obtain a general diffraction solution for a plane acoustic
wave incident upon two coplanar dissimilar semi-infinite
plates,9 and then applied it to two particular situations.10,11

Norris and Wickham applied it to scattering of an incident
flexural wave from the junction of two plates,12 the problem
considered here, and Howe applied it to scattering of a flex-
ural wave from the edge of a semi-infinite plate.13 Howe’s
approach is adaptable to the two-plate problem and will
guide the analysis here. Numerical results given by Norris
and Wickham provide a check on the calculations.

The discontinuity atx50 produces additional wave
components, and the plate velocity and pressure for allx can
be given by Eqs.~5a! and ~5b!:

v~x!5V0 exp~ iaLx!1
1

2p E
2`

1`

P̄~a!
Aa22k2

2 ivr

3exp~1 iax!da, ~5a!

P~x!5
2 ivr

AaL
22k2

V0 exp~1 iaLx!1
1

2p E
2`

1`

P̄~a!

3exp~1 iax!da. ~5b!

In these equations, the scattered field is given in terms of the
scattered pressure, which has Fourier transformP̄. The total
pressure and total bending velocity must jointly satisfy the
equation of motion for each plate given by Eq.~6!, in which
D is bending rigidity,m is the mass per unit area, and the
subscript indicates the left or right plate:

DL,R

2 iv

]4v~x!

]x4 2 ivmL,Rv~x!52p~x! ~6!

Because the incident wave is freely propagating on the left
plate (x,0), it automatically satisfies Eq.~6! for the left
plate. Inserting the fields into Eq.~6! yields Eq. ~7a!, in
which kbL

4 5v2mL /DL :

FIG. 2. Model for power scattering calculations.
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E
2`

1`F S a4

kbL
4 21DAa22k22

r

mL
G P̄~a!exp~1 iax!da50;

x,0. ~7a!

The incident wave does not generally propagate freely on the
right plate, and inserting the fields into Eq.~6! for the right
plate (x.0), yields Eq.~7b!, in which kbR

4 5v2mR /DR :

E
2`

1`F S a4

kbR
4 21DAa22k22

r

mR
G

3F P̄~a!2
vrV0

AaL
22k2

1

a2aL~11 i01!G
3exp~1 iax!da50; x.0. ~7b!

The notationaL(11 i01) indicates that the pole is to be
considered just above the real axis in the first quadrant of the
a plane.

Because the integral in Eq.~7a! vanishes identically for
arbitrary x,0, the integrand must be analytic in the lower
half-a plane. Similarly, the integrand in Eq.~7b! must be
analytic in the upper half-a plane. Leta5kg, aL5kgL ,
P̄(kg)5J(g), andk/kbL,R5mL,R ; then Eqs.~8a! and ~8b!
apply:

WL~g!J~g!5L~g!, ~8a!

WR~g!S J~g!2
C0

g2gL~11 i01! D5U~g!. ~8b!

The functionsL(g) andU(g) are analytic in the lower and
upperg half-planes, respectively, and

WL,R~g!5~g42mL,R
24 !Ag2212

rmL,R
24

kmL,R
, ~9a!

C05
vrV0

k2AgL
221

. ~9b!

Equations~8a! and ~8b! may be combined to produce Eq.
~10!:

J~g!5
L~g!

WL~g!
5

U~g!

WR~g!
1

C0

g2gL~11 i01!
. ~10!

Let WL,R(g) each be written as the product of two
functions; one analytic in the upper~1! half-plane and
the other analytic in the lower~2! half-plane, i.e.,WL,R(g)
5WL,R

1 (g)WL,R
2 (g). These have the property that

WL,R
2 (2g)5WL,R

1 (1g). Upon inserting this into Eq.~10!,
and after some manipulation, Eq.~11! results.

L~g!
WR

2~g!

WL
2~g!

2C0

WL
1~gL!WR

2~gL!

g2gL~11 i01!

5U~g!
WL

1~g!

WR
1~g!

1C0

WL
1~g!WR

2~g!2WL
1~gL!WR

2~gL!

g2gL~11 i01!

5 (
n50

N

Angn. ~11!

The left-hand expression is analytic in a lower half-plane
containing the real axis, and the middle expression is ana-
lytic in an upper half-plane containing the real axis; there-
fore, they are equal to one another and to the polynomial
right-hand expression. Equations~10! and~11! may be com-
bined to solve forJ(g):

J~g!5
C0

g2gL~11 i01!

WL
1~gL!WR

2~gL!

WL
1~g!WR

2~g!

1
(n50

N Angn

WL
1~g!WR

2~g!
. ~12!

The maximum exponent,N, is determined from the require-
ment that the pressure is continuous atx50. Because
WL

1(g)WR
2(g)→O(ug5u) for ugu→`, N53. This provides

four coefficients to satisfy the four boundary conditions at
the junction of the two plates.

Using Eq.~5a!, with a5kg, explicit expressions for the
velocity fields in the left and right plates can be derived. The
substitutionBn5(k2/vr)An has been made:

v~x!5V0 exp~1 ikxgL!2
V0

2p iAgL
221

3E
2`

1` Ag221

g2gL~11 i01!

WR~gL!

WL~g!

3
WL

1~gL!

WR
1~gL!

WL
2~g!

WR
2~g!

exp~1 ikxg!dg

2
1

2p i E2`

1` Ag221

WL~g!

WL
2~g!

WR
2~g!

3 (
n50

3

Bngn exp~1 ikxg!dg; x,0; ~13a!

v~x!5V0 exp~1 ikxgL!2
V0

2p iAgL
221

3E
2`

1` Ag221

g2gL~11 i01!

WR~gL!

WR~g!

WL
1~gL!

WR
1~gL!

3
WR

1~g!

WL
1~g!

exp~1 ikxg!dg

2
1

2p i E2`

1` Ag221

WR~g!

WR
1~g!

WL
1~g!

3 (
n50

3

Bngn exp~1 ikxg!dg; x.0. ~13b!

The residue of the pole atgL(11 i01) cancels the incident
wave forx.0. Due to the behavior of the integrands in the
first integral of both Eqs.~13a! and ~13b! at large ugu, its
contribution to the velocity and its first three derivatives is
continuous acrossx50. The contribution of the second inte-
gral in each equation to the velocity and its first derivative is
continuous acrossx50 for n50 and n51. Therefore, if
particular values ofB0 and B1 satisfy a clamped boundary
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condition for the left plate, they will automatically do so for
the right plate, and it can be shown thatB2 and B3 both
vanish.

To evaluate the integrals in Eq.~13a! for x,0, the con-
tour is closed in the lower half-plane. Because the ratio of the
split functions ofg is analytic in that region, it does not
present a problem other than its evaluation, which can be
done following Howe. The ratio of the split functions ofgL

is a constant, as isWR(gL). Therefore, the integrals present
no more conceptual difficulty than analogous integrals for a
uniform plate. A similar statement applies to the integrals in
Eq. ~13b! for x.0. After evaluating the required integrals,
the coefficientsB0 and B1 , corresponding to the clamped
boundary, are obtained by settingv(x)50 and ]v(x)/]x
50 at eitherx501 or x502.

B. Power flow

The power associated with the incident bending wave is
P inc5(2mLcL

b/YL
p)V0

2. Its interaction with the junction atx
50 generates a bending wave reflected back into the left
plate, a bending wave transmitted into the right plate, and an
acoustic field. The amplitude of the reflected wave,Vref , is
associated with the residues of the integrands in Eq.~13a!
corresponding to the poleg52gL , which is a zero of
WL(g). The corresponding reflected power isP ref

5(2mLcL
b/YL

p)Vref
2 . The amplitude of the transmitted wave,

Vtr , is associated with the residues of the integrands in Eq.
~13b! corresponding to the poleg51gR , which is a zero of
WR(g). The corresponding transmitted power isP tr

5(2mRcR
b /YR

p)Vtr
2. The radiated power associated with the

acoustic field is given by substituting Eq.~12!, with An

5(vr/k2)Bn , into Eq. ~14!:

P rad5E
2k

1k Ak22a2

vr
uP̄~a!u2da

5
k

rc E21

11

uJ2~g!uA12g2dg. ~14!

The three scattered power coefficients are found by dividing
the associated scattered power by the incident power, with
transmission coefficientT5P tr /P inc , reflection coefficient
RL5P ref /P inc , and acoustic radiation coefficientAL

5P rad/P inc .

C. Calculated results

Calculations were performed for steel plates with water
on one side. The steel was assumed to have a bending modu-
lus of 2.031012 dyn/cm2 and a mass density of 7.8 g/cm3.
The water was assumed to have a mass density of 1.0 g/cm3

and a sound speed of 1.53105 cm/s. When the material
properties are specified, universal curves can be derived in
which the scattering coefficients depend only on the ratio of
the thickness of the originating plate to that of the receiving
plate and on the ratio of the frequency to the bending coin-
cidence frequency of the originating plate,VL5mL

2.
Figures 3~a! and ~b! present transmission and radiation

coefficients for originating plate to receiving plate thickness
ratios of 0.25, 0.5, 1, 2, and 4. The reflection coefficients

were also independently calculated, but are not shown. The
three power coefficients should sum to unity, and this was
achieved within about 0.1%. The results forhR52hL are in
agreement with those given by Norris and Wickham.12

IV. SAMPLE CALCULATIONS OF RADIATED POWER

The results of boundary interaction calculations, similar
to those displayed in Figs. 3~a! and ~b!, will be used to cal-
culate the mean squared panel velocities and radiated power
for two configurations of extended steel plates in water. The
radiated power of thenth panel is given by Eq.~15!:

Pn
rad52p (

j 52J

1J

@Pn
rad,R~ j !1Pn

rad,B~ j !#. ~15!

A. Configuration 1

Configuration 1a corresponds to Fig. 5~a! of Ref. 7, so
that the respective results can be compared. A steel plate with
five identical sections is considered. The plate is 1 cm thick
with an in-vacuobending loss factor of 0.05, and has water
on one side. Material properties are the same as given above.
Each section has nine identical ribs with an average spacing
of 50 cm, so that a section length is 500 cm. Only the con-
tribution of the uniform cross-mode (j 50) will be consid-
ered, so the plate width,W, and the bending properties of the

FIG. 3. ~a! Power scattering coefficients for incidence onto thicker plate.
Indices represent relative plate thicknesses.~b! Power scattering coefficients
for incidence onto thinner plate. Indices represent relative plate thicknesses.
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ribs are not needed. The power transmission coefficients at
the outer edges of the first and fifth sections are assumed to
be zero, so that no power leaves the system, except by radia-
tion. Configuration 1b corresponds to Fig. 5~b! of Ref. 7.
There are again five identical sections, but the plate thickness
is 5 cm and the bending loss factor is 0.005. There are nine
ribs with an average spacing of 100 cm, so that the section
length is 1000 cm. For each configuration, the calculated
results were multiplied by 0.23v to obtain one-third-octave
band levels presented in Figs. 4~a! and~b!. The results over-
lay those of Ref. 7, as expected.

B. Configuration 2

Configuration 2 corresponds to Fig. 3 of Ref. 4. The
section of interest is that portion of an infinite steel strip of
width W sectioned off by two parallel clamped line supports
that are a distanceL apart, as illustrated in Fig. 5. There is
water on each side of the plate system and there are no ribs.
~The Wiener–Hopf analysis given earlier can be applied to
this configuration by doubling the mass density of the fluid.!
Excitation of the two semi-infinite extensions is not consid-

ered, and they serve only as energy sinks into which power
may be transmitted from the section. In this example, all
radiating edge modes,u j u,J, are considered. In principle,
this requires a Wiener–Hopf calculation for each mode, but
the power coefficients are insensitive to mode number until
2pu j u'kW. Assuming the coefficients to be independent of
j, the power radiated by the panel is estimated by Eq.~16!:

P rad52p (
j 52J

1J

P rad,B~ j !

'2pS 2
kw

2p DP rad,B~0!

'2kWP rad,B~0!54kW
mcbA

Yp v2~0!. ~16!

The mean squared velocity is obtained from Eq.~4!, with
one section and no ribs:

v2~0!5

S
pYpL

2mcb

«vmL1
2mcb~T1A!

Yp

. ~17!

Reference 4 presents results in terms of the farfield squared
pressure radiated to a point lying on the normal to the center
of the section and attributable to one of the section edges
@i.e., corresponding to half the power of Eq.~16!#. At fre-
quencies sufficiently high so that (vm/2rc)2@1, but less
than the bending coincidence frequency, the three-
dimensional radiation approaches omnidirectionality. In the
limit, the mean squared pressure on the normal at rangeR is
estimated by Eq.~18!:

P2'
rcP rad

4pR2 . ~18!

At frequencies sufficiently low so that (vm/2rc)2!1, the
three-dimensional radiation can be considered dipole-like,
and the pressure squared on the normal is a factor of 3 higher
than for omnidirectional radiation. Equation~19! was found
to be a good directivity correction for frequencies below
80% of the coincidence frequency. Above the coincidence
frequency, the radiation is directional:

D5

31S vm

2rcD 2

11S vm

2rcD 2 . ~19!

Upon combining Eqs.~16!–~19!, the on-axis farfield mean
squared pressure attributed to one support may be written in
the form of Eq.~20!:

FIG. 4. ~a! Radiation from 1 cm ribbed plate with identical sections—
comparison with Ref. 7.~b! Radiation from 5 cm ribbed plate with identical
sections—comparison with Ref. 7.

FIG. 5. Single section model used in Ref. 4.
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P2'
S~v!

R2

W

L/2F 1
8 vrADL2

«vmL1
2mcb~T1A!

Yp
G . ~20!

Figures 6~a! and~b! compare the quantity in brackets on the
rhs of Eq.~20! with the corresponding quantity presented as
the mean line in Figs. 3~a! and 3~b! of Ref. 4.@The mean was
found by averaging the frequency-dependent squared pres-
sure over a frequency interval corresponding toD(kL/2)
51.# The method employed here inherently produces a mean
squared pressure, and the results agree to within 2 dB.

V. CONCLUSION

Previous papers established a formalism for estimating
broadband acoustic power levels radiated by TBL-driven ex-
tended steel plates~in water!, which consisted of identical
ribbed sections connected at infinite impedance supports. In
this paper the formalism was generalized to apply to ex-
tended plates having nonidentical sections that are clamped
at the supports. In order to do so, it was necessary to use a
power balance approach, and to replace the force representa-
tion of the support with power scattering coefficients relating
to flexural waves incident upon the boundary between adja-
cent sections. A Wiener-Hopf analysis was performed to
show how these coefficients could be calculated. The formal-
ism was applied to a previously considered extended plate of

identical sections. The previous results were reproduced,
providing a partial validation of the formalism and the cal-
culations of power scattering coefficients. The formalism
was also applied to the case of a single unribbed plate sec-
tion, previously analyzed by a different method, and agree-
ment to within 2 dB was achieved. Only frequencies below
the bending coincidence frequency were considered because
above the coincidence the subsonic response mode cannot
receive much power from the TBL.4 The dominant portion of
the radiated power then arises from the supersonic portion of
the wave number spectral density, and the plate vibration is
usually of secondary influence.1

The burden of the method is carried by the calculation of
the power scattering coefficients. For plate sections of the
same material, they depend only on the plate thickness ratio
and the fraction of bending coincidence frequency; therefore,
they need to be calculated only once for a set of thickness
ratios of practical interest and to as fine a resolution in di-
mensionless frequency as desired. A two-parameter table of
each these coefficients can then be established, and values
accessed by table lookup with or without interpolation.

Although the power estimation procedures given in this
paper are in the context of turbulent boundary layer pressure
excitation, no explicit use has been made of the existence of
a flow. Two elements of the flow that are relevant are the
influence of the convection ridge of the driving pressure
spectral density on the plate response and the effects of the
mean flow on the radiated acoustic power. Because, in un-
derwater applications, a typical flow speed is a small fraction
of the bending wave speed in steel plates and a smaller frac-
tion of the sound speed in water, neither of these factors is
important. Additional discussion is given in Appendix C.
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APPENDIX A: GOVERNING EQUATIONS

The thin plate bending equation and the simple wave
equation have been used to model the plate and acoustic
fluid, respectively. When the analysis is performed in Fourier
transform~i.e., wave number! space, their responses may be
described in terms of their wave number impedances:

Zp~a,b!52 ivmS 12
~a21b2!2

kb
4 D , ~A1!

Zf~a,b!5
2 ivr

Aa21b222k2
. ~A2!

Mechanical area damping of the plate vibration can be in-
cluded by making the bending rigidity,D, complex so that
kb

45mv2/D(12 ih), whereh is the bending loss factorin-
vacuo.

The bending velocity of the fluid-loaded plate, due to a
surface distribution of normal forcesf (x,y) having Fourier
transform f̄ (a,b), is given by Eq.~A3!:

FIG. 6. ~a! A comparison of results with Ref. 4 (h50). ~b! A comparison of
results with Ref. 4 (h50.005).
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v~x,y!5
1

4p2 E daE db
f̄ ~a,b!

Zp~a,b!1Zf~a,b!

3exp@ i ~ax1by!#, ~A3a!

where

f̄ ~a,b!5E dxE dy f~x,y!exp@2 i ~ax1by!#. ~A3b!

The power per unit area put into this system by a spa-
tially homogeneous and temporally stationary distribution of
normal forces, having mean squared wave number spectral
densityS(a,b;v), is given by Eq.~A4a!:

P in
area5ReE daE db

S~a,b;v!

Zp~a,b!1Zf~a,b!
~A4a!

Let theb integration be approximated by a summation:

P in
area'

2p

W
Re(

j
E SS a,

2p j

W
;v D

ZpS a,
2p j

W D1Zf S a,
2p j

W D da,

~A4b!

where W is a length associated with they direction. The
power input to a strip of widthW in the y direction, and of
lengthL in thex direction is then approximated by multiply-
ing the rhs of Eq.~A4b! by WL. This is a heuristic demon-
stration of the form of the power balance in Eq.~2! in asso-
ciation with Eq.~3a! for the input power term, whereS has
been assumed to be wave number-white. The actual deriva-
tion was performed by developing they dependence as a full
range Fourier series, and finding mean squared statistics.

APPENDIX B: COUPLING POWER FLOW

Consider a line forceF acting on the plate along the line
x50. The power it puts into the plate isP in5F2Yp and the
propagating part of the induced bending velocity isvp

5FYp. Upon replacingF in the power relation by its value
in terms of the propagating velocity, and recognizing that
half the power propagates to each side of the force, the
power traveling in one direction, and incident upon a bound-
ary, isP inc5vp

2/2Yp52mcbvp
2/Yp. It is assumed that half of

the mean squared velocity of thenth section,vn
2, is associ-

ated with negative-traveling waves and half with positive-
traveling waves. The power incident on each boundary is
then given bymcbvn

2/Yp, and multiplication by each of the
boundary transmission coefficients results in Eq.~3c!.

APPENDIX C: FLOW EFFECTS

In water, the maximum flow speed may be about 1500
cm/s and the convection speed approximately 70% of that or
1050 cm/s. The bending wave speed in a 1 cmsteel plate at
100 Hz is about 9500 cm/s, and increases with frequency and
for thicker plates. Therefore, the convection wave number is
at least nine times the plate’s bending wave number, and
cannot drive the plate in bending. In fact, elasticity theory—
not plate theory—should be used to compute the surface re-

sponse of the plate to the convected pressures. Response lev-
els exponentially attenuate from the outboard to the inboard
face, and the effects on the ribs are insignificant. The con-
vection ridge can also couple into thin plate modes through
edge interactions at the section boundaries, but the resulting
levels are also small in comparison to those due to the direct
subconvective drive. These aspects were addressed by
Chandiramani.14,15

In the presence of a mean flow, acoustic effects should
be represented by the convected wave equation, not the
simple wave equation. Use of this theory shows that the
mean flow effects enter through the flow Mach number~the
ratio of flow speed to sound speed in the fluid!. For frequen-
cies below the bending coincidence frequency, flow effects
on radiated power are negligible if the Mach number is much
smaller than unity. This is the case in underwater applica-
tions for which the sound speed is 150 000 cm/s and the
maximum flow speed is about 1500 cm/s, giving a maximum
Mach number of 0.01. Sound radiation from line force-
driven plates in the presence of mean flow has been ad-
dressed by Wu and Zhu.16–18
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The acoustic theory is developed for a multibeam fisheries-type sonar employing a circular arc of
transducer elements. Specifically, numerical relations for transmit and receive beam patterns are
derived and methodologies set forth for the derivation of appropriately scaled acoustic target
strength and acoustic volume backscattering strength from an ideally performing multibeam device.
Predicted and measured beam characteristics of a realizable multibeam sonar, a Kongsberg
Simrad-Mesotech SM 2000, are compared. Practical techniques for the extraction of calibrated
acoustic volume backscattering strength from real systems are advanced. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1587151#
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LIST OF SYMBOLS

a Constant defining roll-off rate of beamformer
window function

aT Radius of curvature of transducer array
c Acoustic sound speed
CCal Sonar calibration constant in decibels
dmid Lateral position of the midpoint of the span of

the transducer summation arc when projected
onto a line normal to the beamforming direc-
tion

dn Lateral position of array elementn projected
onto above normal line

Deu , Def Transmit or receive directivity functions of
individual array elements: Deu(Du)—as
function of off-axis angleDu in sonar equato-
rial plane Def(f)—as function of off-axis
anglef along sonar meridian

Du , Df Directivity functions~sync function form! for
rectangular acoustic radiator

DS Array source transmit pressure directivity
function: DS(ub)—in sonar equatorial plane
at longitudinal angleub referenced to pressure
radiated at 90° ~array center!
DS(ub ,u,f)—in direction~u,f! referenced to
pressure radiated at angleub in equatorial
plane
DSu(ub ,u), DSf(ub ,f)—special one-
dimensional forms in directionsu and f, re-

spectively, referenced to pressure radiated in
equatorial plane at angleub

DR Array receive pressure directivity function:
DR(ub ,u,f)—beamformer voltage amplitude
directivity function for pressure source at
~u,f! while beamforming in directionub .
Voltage referenced to corresponding output
with equatorial plane source atub

DRu(ub ,u), DRf(ub ,f)—special one-
dimensional forms in directionsu and f, re-
spectively, beamforming at angleub refer-
enced to voltage with equatorial plane
pressure source atub

I i , I r Incident and reflected acoustic intensities, re-
spectively

k Acoustic wave number
Kv/p Individual array element pressure sensitivity

~volts/unit pressure! including effect of
element-associated electronics

l Array element physical dimension in longitu-
dinal ~fan! direction

n Array element number index~1–80 for SM
2000!

N1 , N2 , etc. Summation bounds on array element number
index n

prec(u ,t) Time-dependent incident pressure envelope at
array surface for equatorial plane source atu

pxmit(u) Array equatorial plane transmit pressure am-
plitude in directionu reduced to reference dis-
tance of 1 m from the transducer face. Second
argument ~f! can be added in three-
dimensional case.

a!Electronic mail: cochranen@mar.dfo-mpo.gc.ca
b!Currently at: IntelliCorp, Inc., 1975 El Camino Real West, Suite 201, Mt.

View, CA 94040.
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pe(u i) Single-array element transmit pressure ampli-
tude in directionu i reduced to reference dis-
tance of 1 m from the element.u i measured
from normal to element surface in equatorial
array plane.

R Range from sonar face
Re(x) Real component of complexx
SDR2 , SDRu Theoretical beamformer elemental voltage

summations for angularly placed remote pres-
sure source. Source produces unit elemental
voltage output when located on given elemen-
tal axis

SDS , SDS2, Theoretical whole array transmit pressure
SDSu summations at a remote angularly placed re-

ceiver. A unit pressure signal is received from
a given element when receiver is located on
same elemental axis

Sv(ub ,t) Time-dependent volume backscattering
strength in decibels while beamforming in di-
rectionub

t Time from initiation of sonar pulse
TS, TSTarget Acoustic target strength in decibels, target

strength of calibration target
VO s Beamformer output voltage assuming nonde-

modulated elemental voltage inputs
Vs Beamformer output voltage~complex! assum-

ing baseband-demodulated elemental voltage
inputs

VN(ub) Amplitude ~real! of fully normalized beam-
former summation in directionub

VO n Hypothetical output voltage, nondemodulated,
from array elementn including associated
electronics

Vn Output voltage, baseband demodulated~com-
plex!, from array elementn with associated
electronics

VBF(ub ,u,f) Normalized beamformer output voltage am-
plitude for pressure source at~u,f! while
beamforming in directionub

w Array element physical dimension in latitudi-
nal ~normal to fan! direction

W(ub ,un) Beamformer window function multiplica-

tively applied to the voltage output of the ar-
ray element atun while beamforming in lon-
gitudinal directionub

a Acoustic absorption coefficient
a i Incidence angle of incoming pressure wave
D l n Path length differential from infinite range

equatorial plane source at beamforming angle
ub , to nearest point of array surface and to
array elementn

D l s Path length differential from infinite range
equatorial plane source or receiver at arbitrary
longitudinal angle, to nearest point on array
surface and to array elementn

Dt Sonar pulse length
Dtn Acoustic propagation time differential corre-

sponding to path differentialD l n

Dun Longitudinal absolute angular difference be-
tween the beamforming direction and the an-
gular position of array elementn

Dus Longitudinal absolute angular difference be-
tween the direction of an arbitrary equatorial
plane source or receiver and the angular posi-
tion of array elementn

u,f Longitudinal and latitudinal coordinates, re-
spectively, in sonar spherical polar coordinate
system where polar vector is normal to array
elemental plane

ub , un Longitudinal beamforming direction, longitu-
dinal angle of array elementn

CD(ub) Integrated beam pattern~2-way! for a receive
beam synthesized at angleub and a transmit
pattern generated by exciting all array ele-
ments simultaneously in phase

CDS(ub) Modified integrated beam pattern, of similar
form to CD(ub), but defined using receive
directivities normalized to axial receive re-
sponse of beam synthesized atub590°, and
transmit directivities normalized to transmit
response foru590°

v Angular frequency of sonar carrier
V Solid angle

I. INTRODUCTION

Electronically synthesized multibeam sonar promises to
become a valuable quantitative tool for fisheries survey and
assessment. The simultaneous high-resolution ensonification
of either a directed broad swath or a three-dimensional en-
closing volume of water from or about a survey vessel af-
fords areal coverages far exceeding those possible with con-
ventional vertical beam echosounders typified by transducers
of 5–15° conical beamwidth~Mayer et al., 2002!. Besides
increased survey efficiency, other potential advantages in-
clude monitoring of the near-surface zone, the direct assess-
ment of vessel avoidance, and wide-swath discrete target de-
lineation and counting. Early studies of fish behavior and
vessel avoidance using multibeam and its forerunner, sector

scanning sonar, have been promising~Misund and Aglen,
1992; Gerlottoet al., 1994; Misundet al., 1995; Soriaet al.,
1996; Cochrane and Melvin, 1997; Misundet al., 1998; Gal-
laudet and de Moustier, 2002!.

The most sophisticated multibeam systems are designed
exclusively for bathymetric mapping~Heier, 1987! and nor-
mally gate-out water column signals~e.g., fish! as noise. The
numerous fisheries-oriented multibeam and sector scanning
sonars employed for real-time commercial harvesting of
schooling pelagic fish species possess, at most, a rudimen-
tary quantitative capability~Ona, 1994!. Furthermore, exact-
ing quantitative application has been slowed by:~a! Low
precision and sometimes nonlinear signal processing ori-
ented toward operational visual displays.~b! No provision
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for extracting signals for external real-time or postprocess-
ing. ~c! Complex calibration requirements for multitrans-
ducer arrays compounded by numerous beam synthesis op-
tions. ~d! Challenging ambiguities arising from highly
variable fish target aspect in inverting standard acoustic mea-
sures to fish biomass. The recent Simrad-Mesotech SM 2000
multibeam sonar has the quantitative performance and data
output capabilities to allow serious exploration of fisheries
applications. Its properties, calibration, and utility for the ex-
traction of quantitative acoustic backscatter measures as a
preliminary step towards fisheries biomass estimation is the
focus of this paper. The subsequent conversion of acoustic
measures to biomass over a wide range of ensonification
angles constitutes a separate complex problem beyond the
scope of the present analysis.

Quantification of multibeam systems hinges on accurate
description of their complex 3D beam patterns. A totally em-
pirical methodology is excessively labor intensive, involving
exhaustive far-field beam measurements over a surrounding
3D spherical surface. A purely theoretical approach neglects
the nonideal performance of any realizable sonar. Our meth-
odology combines the strengths of each approach while
minimizing their specific weaknesses. Using a theoretical de-
scriptive framework supplemented by the measured charac-
teristics of a real multibeam sonar within a selected 2D
plane, the extraction of calibrated target strength and volume
backscattering strength to accuracies approaching those

required for fisheries assessment is demonstrated. Theory
and methodologies advanced are applicable to any multi-
beam system operating on the same principles as the
illustrative unit.

II. HARDWARE

The Kongsberg Simrad-Mesotech SM 2000 multibeam
sonar and its mode of utilization are first described. The 200-
kHz sonar uses a virtually contiguous array of 80 rectangular
2.54-mm~equatorial or longitudinal fan direction!321.1-mm
~orthogonal latitudinal direction! transducer elements distrib-
uted over a 155° circular arc~bounded by centers of ele-
ments 1 and 80! of 0.1085-m nominal radius. On transmit, all
80 elements are excited in phase resulting in a broad and, to
first-order, level radiation pattern within the angular span of
the transducer arc. On receive, appropriately phase-adjusted
elemental signals are real-time summed over multiple ele-
ments to yield an overlapping fan of 128 equispaced discrete
beams of approximately 3°~longitudinal!320° ~latitudinal!
width, spanning 180°. Baseband-demodulated elemental
voltages can be alternatively recorded in complex form
~Knight et al., 1981! enabling flexible off-line beamforming,
often better suited to system calibration, field data quantifi-
cation, and exacting scientific analysis~Melvin et al., 2003!.

For fisheries applications the sonar unit is either hull
deployed or towed with the array equatorial plane oriented

FIG. 1. Multibeam sonar deployment
and beam geometry.
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port–starboard~athwartships! and the array center nadir-
directed~Fig. 1!. At a typical 75-m sonar range setting, a 5/s
maximum ping rate, and a 5-m/s survey vessel speed, com-
plete port–starboard coverage~overlapping23-dB points! is
achieved for ranges exceeding 5 m with acceptable signal to
noise for all beams lying within the active transducer arc.
Any water column backscatter from ranges exceeding the
transducer to bottom separation is often unacceptably con-
taminated by bottom-reflected energy. Contamination arises
from a combination of receive beam sidelobe leakage, low-
level preamp cross talk, and beamforming nonlinearities in-
duced by bottom signal clipping. This is difficult to avoid
when sonar directivity is primarily achieved in receive only.
Typical SM 2000 fisheries imagery is displayed in Mayer
et al. ~2002! and Melvinet al. ~2003!. Preliminary investiga-
tions of SM 2000 target discrimination and localization per-
formance have been reported by Chuet al. ~2001a, 2001b!.

III. THEORY

In this section, theoretical transmit and receive beam
patterns are derived and the extraction of quantitative acous-
tic target strength and volume backscattering strength is ad-
dressed. Beginning with target strength~TS!, defined for a
single ensonified target, the theory is extended to synthesized
sonar beams and then formulated for baseband-demodulated
signals. A calibration parameter,CCal(ub), is introduced to
describe the deviations of a real sonar from ideal perfor-
mance. Volume backscattering strength (Sv) is defined, first
for a single beam, then formulated appropriately for a multi-
beam system. Evaluation of the integrated beam patternCD

using both theoretical and measured transmit and receive di-
rectivity functions is discussed. Finally, a redefined inte-
grated beam-pattern measure,CDS , is introduced for simpli-
fied practical estimation ofSv .

A. Target strength

Consider a target at rangeR in the SM 2000 transducer
array equatorial~beam fan! plane and at longitudinal angleu
from the horizontal plane, the center of the active transducer
arc pointing vertically downward~Fig. 1!.

Define pxmit(90°) as the transmit pressure amplitude
projected outward from the array’s center of symmetry when
all array elements are excited simultaneously in phase. Quan-
tity pxmit is reduced to a standard reference distance of 1 m.
Defineprec to be the returned target echo pressure amplitude
at the sonar array face.

pxmit(u) andprec can be related using the sonar equation
~Medwin and Clay 1997!

TS520 log
prec

pxmit~90°!DS~u!
140 logR12aR. ~1!

DS(u)5pxmit(u)/pxmit(90°) is the source directional re-
sponse function anda the acoustic absorption coefficient.

A directionally sensitive beamformer estimator forprec

enhances both signal-to-noise ratio and target angular dis-
crimination. Implementation is by linear summation of array

elemental voltages,VO n , individually time delayed to add in
phase in the coincident beamforming and target direction,
ub .

VO s~ub ,t !5 (
n5N1

N2

VO n~ t1Dtn!W~ub ,un!. ~2!

For a specificub , N1 andN2 denote the summation aperture
of the array over elements of index numbern, i.e., the range
of discrete elements within which a predefined summation
window weighting function,W(ub ,un), is nonzero.

Dtn5D l n /c is the element-specific propagation path
time delay. D l n is the propagation path length difference
from an equatorial plane source at infinity at beamforming
angleub to, respectively, the array-surface center of element
n, and the nearest point to the source on the~assumed! cir-
cular array surface.

D l n5~12cos~Dun!!aT , ~3!

whereDun5uun2ubu, un is the angular position of thenth
transducer element, andaT the array radius of curvature.

Down conversion of elemental voltages to baseband us-
ing a common phase reference~Knight et al., 1981! can re-
duce data handling requirements in practical beamformer ap-
plications. If ~complex! Vs and Vn denote down-converted
VO s and VO n , respectively,VO n(t)5A2 Re@Vn(t)e

ivt# ~Knight
et al., 1981! and similarly forVO s(t), permitting Eq.~2! to be
rewritten

Vs~ub ,t !5 (
n5N1

N2

Vn~ t1Dtn!W~ub ,un!eikD l n. ~4!

The Vn summation now involves the comparatively slowly
varying, complex modulation envelopes of the elemental
voltages at transmit frequencyv. The acoustic wave number
k5v/c, c being the acoustic propagation velocity near the
transducer. Further assuming a ‘‘steady-state’’ monochro-
matic approximation for a sonar pulse of sufficient time du-
ration that the amplitude of the target echo envelope can be
considered constant over a time comparable to the elemental
arrival time differentials,Dtn , Eq. ~4! can be rewritten

Vs~ub ,t !5 (
n5N1

N2

Vn~ t !W~ub ,un!eikD l n. ~5!

Heier ~1987! recommends a minimum pulse duration of 103
the spread in arrival times for precise quantification.

Individual array elements are characterized by both a
common directional response function, Deu(a i)
5V(a i)/V(0°), wherea i is the incidence angle of the in-
coming pressure wave, and an on-axis pressure to voltage
conversion constant~including electronics!, Kv/p ~Medwin
and Clay, 1997!. Continuing with a pressure source in the
beamforming directionub , Eq. ~5! may be expressed in
terms of the received pressure envelope,prec(ub ,t)
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Vs~ub ,t !5Kv/p (
n5N1

N2

~prec~ub ,t !e2 ikD l n!Deu~Dun!

3W~ub ,un!eikD l n. ~6!

Equating Eqs.~5! and ~6!

prec~ub ,t !5
(n5N1

N2 Vn~ t !W~ub ,un!eikD l n

Kv/p(n5N1

N2 Deu~Dun!W~ub ,un!
. ~7!

Equation~7! serves as an estimator of incident source-field
pressure amplitude sinceprec, unlike Vs in Eq. ~5!, is inde-
pendent of chosenub for an on-axis source. This is a conse-
quence of theVn sum normalization applied in the denomi-
nator.

Substitutingprec from Eq. ~7! in Eq. ~1! with u5ub and
removing the 40 logR12aR range dependency by applying
an equivalent spreading and absorption time variable gain
~TVG! function to the elemental voltages prior to summation

TS~ub ,t !520 log
u(n5N1

N2 Vn~ t !W~ub ,un!eikD l nu

upxmit~90°!DS~ub!Kv/p(n5N1

N2 Deu~Dun!W~ub ,un!u
. ~8!

Note that TS inherits theub and t dependencies ofprec.
Moving the product of constantspxmit(90°) andKv/p outside
the log term as an additive system calibration constant,CCal,
for which a nominalub dependency has been annotated for
future consideration

TS~ub ,t !520 logS u(n5N1

N2 Vn~ t !W~ub ,un!eikD l nu

(n5N1

N2 W~ub ,un!Deu~Dun!
DS

21~ub!D
1CCal~ub!. ~9!

Signal paths are assumed sufficiently long to allow identical
spreading and absorption corrections to be applied to each
array element.

Deu(Dun) is the measured elemental transmit response,
pe(Dun)/pe(0°). Interelement baffles in the SM 2000 pre-
vent its accurate derivation from simple planar radiator
theory.

For simultaneous in-phase elemental excitation, the
monochromatic, steady-state response is given by

DS~ub!5SDS~ub!/SDS~90°!, ~10!

where

SDS~ub!5U (
n5N3

N4

Deu~Dun!eikD l nU. ~11!

Summation limits,N3 to N4 , encompass all array elements
within 690° of ub , e.g., all elements visible from infinity in
direction ub . Normalization is by the identical summation
about the array center (ub590°).

For a theoretically ‘‘ideal’’ sonar,CCal in Eq. ~9! is in-
dependent ofub . A single beamformer sum performed for an
acoustic calibration target placed on-axis inany one beam
suffices to defineCCal, thereby, yielding a system~axially!
calibrated for all beamforming angles,ub .

To accommodate target strength extraction from real as
opposed to ideal sonars, aub dependency has been intro-
duced forCCal in Eq. ~9!. The angular dependency arises
from elemental response mismatches and other minor

system-specific perturbations from ideality in both the trans-
mit source field and in the receive beamformer performance.
DS(ub) remains the theoretically computed directivity. The
degree of independence ofCCal on ub can be considered a
quality measure of real sonar performance. While additional
simplification of Eq.~9! is possible by the incorporation of
both DS(ub) and the divisive normalization terms into
CCal(ub) ~one may legitimately proceed this way operation-
ally!, the ub dependence immediately becomes first order
and the perturbation perspective is lost. Systematic observa-
tions of an acoustic calibration target angularly swept in the
sonar equatorial plane allows straightforward determination
of CCal(ub), thereby achieving calibration of a real sonar.

B. Volume backscattering strength

1. General computation

Volume backscattering strength, denotedSv ~Medwin
and Clay, 1997! is a fundamental quantitative measure in
acoustic survey requiring neither on-axis target ensonifica-
tion nor spatially resolved scatterers for effective utilization.
Conceptually,Sv is the target strength of a unit volume of
diffusely backscattering medium. Utilizing a short acoustic
pulse

Sv~ub ,t !

5TS~ub ,t !210 logS ~CD~ub!/4p!4pR2~ t !
cDt

2 D , ~12!

whereR is the instantaneous time dependent range,Dt the
sonar pulse width and,CD(ub) is the combined transmit–
receive integrated beam pattern applicable to a specific
receive beam synthesized in directionub .

The major bracketed term in~12! represents the ‘‘effec-
tive’’ instantaneously ensonified water volume at time-
dependent rangeR(t), for cDt!R(t), based on the total
received energy flux. The latter is proportional to the beam-
former output voltage squared.CD is the two-way ‘‘inte-
grated beam pattern’’~Medwin and Clay, 1997! or ‘‘inte-
grated beam width factor’’~Clay and Medwin, 1977!.
CD/4p is the fraction of the diffusely backscattering spheri-
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cal shell enclosing the transducer~s! ‘‘effectively’’ ensonified.
It is defined by the ratio of total received acoustic power
from the shell as measured by the receiving transducer~i.e.,
beamformed receiving array!, to the power received using
omnidirectional transducer~s! of similar axial transmit and
receive sensitivities. Consequently

CD~ub!5E
4p

~DS~ub ,u,f!DR~ub ,u,f!!2dV, ~13!

where bothDS and DR are defined in~u,f! unit spherical
coordinates;f denotes the latitudinal angle from the trans-
ducer equatorial plane of symmetry.DS(ub ,u,f) is the 3D
transmit source acoustic directional response function de-
fined as the ratio of projected pressure~measured at infinity!
in direction ~u,f! to the pressure projected along theub re-
ceivebeam axis, i.e., direction (ub,0°). The transmitted pres-
sure amplitude is notub dependent—only the reference pres-
sure used to defineDS . Note that the triple argument form of
DS is defined differently than the single argumentDS(ub) of
Eq. ~9!, the latter being equivalent toDS(90°,ub,0°).
DR(ub ,u,f) is the 3-D receive directional response function
of the receive beamformer. It is defined as the ratio of the
voltage output for a pressure source at infinity in direction
~u,f!, to the voltage output with the identical source placed
on the receive beam axis i.e. direction (ub,0°). Integration is
over solid angle,V, of the unit sphere enclosing the trans-
ducer.

TS in ~12! is evaluated by Eq.~9!—except thatVn(t) are
precorrected to a 20 logR rather than 40 logRTVG response.
The R2 factor in ~12! compensates the resultant TS term
undercorrection, removingR from theSv computation.

DS in ~13! can be evaluated by summing appropriately
phase-delayed contributions from each planar element at in-
finity, all normalized by the identical sum for contributions
directed along theub beam axis

DS~ub ,u,f!5SDS2~ub ,u,f!/SDS2~ub ,ub,0°!, ~14!

where

SDS2~ub ,u,f!5U (
n5N3

N4

Deu~Dus!Def~f!eikD l s cosfU.
~15!

Using the notationDus5uun2uu, D l s’s are computed in
analogy toD l n previous, usingDus in place ofDun . N3 and
N4 define the range of transducer elements visible from di-
rection u. Expression~10! is recognized as the special case
DS(90°,ub,0°), i.e., the equatorial plane transmit directivity
function in a given beamforming direction normalized to the
central~90°! beam axial transmit response.

The DeuDef terms in~15! represent the planar element
2D directional response function expressed as the product of
the corresponding one-dimensional line radiator responses
~Medwin and Clay, 1997!. One assumes the baffled elemen-
tal radiator response to be adequately approximated by the
product of the line radiator response in the larger physical
element ~latitudinal! dimension and the empirically mea-
sured response in the lesser elemental~longitudinal! dimen-
sion. The latitudinal response is a sinc function

Def~f!5

sinS k
w

2
sinf D

k
w

2
sinf

, ~16!

wherew is the common latitudinal~fore–aft! rectangular el-
ement dimension.

DR in ~13! is similarly evaluated by summing the el-
emental contributions from a point pressure source at infinity
and normalizing by the corresponding sum for the source
placed in the beamforming axial direction (ub,0°)

DR~ub ,u,f!5SDR2~ub ,u,f!/SDR2~ub ,ub,0°!, ~17!

where

SDR2~ub ,u,f!5
u(n5N1

N2 W~ub ,un!Deu~Dus!Def~f!eik~D l n2D l s cosf!u

(n5N1

N2 W~ub ,un!Deu~Dun!
. ~18!

The numerator in Eq.~17!, defined by Eq.~18!, is analogous
to Eq. ~7! with elemental voltages replaced by properly
phased incident pressures and with af dependency added.
The denominator of Eq.~17! references the directional re-
sponse function to theub beam axis in the equatorial plane.

Again, N1 , N2 , and the spatial path differentials,D l ’s,
must be chosen appropriate to eachub . N1 , N2 , W(ub ,un),
andD l b are functions ofub rather thanu.

Expression~13! can be numerically evaluated rigorously
using ~14! and ~17! together with empiricalDeu(Du) and
Def(f) from ~16!. This computation can proceed in the
~u,f! coordinate system by summation over appropriately
chosen angular segments on incremental concentric rings

about the sonar’s polar axis~f590°!. We have chosen, alter-
natively, to perform the numerical integration in a new
spherical-polar coordinate system defined about the beam-
forming axial vector (ub,0°) such that the summation is per-
formed on concentric rings about the beamforming axis.

2. Approximate method

A slightly less rigorous approach to integral evaluation,
whereby the 3D integral~13! is reduced to a 2D approxima-
tion, yields significant computational savings while main-
taining reasonable accuracy. This approach also furnishes
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simplified mathematical forms for the incorporation of em-
pirically measured directivities appropriate to a realizable so-
nar. One begins with two approximations

DR~ub ,u,f!>DRf~ub ,f!DRu~ub ,u!, ~19!

DS~ub ,u,f!>DSf~ub ,f!DSu~ub ,u!. ~20!

The above forms are equivalent to assuming cos~f!51
~small f-phase approximation! in ~15! and ~18!. The
approximations decouple terms inu andf in ~13!, allowing

CD~ub!>E ~DSf~ub ,f!DRf~ub ,f!!2df

3E ~DSu~ub ,u!DRu~ub ,u!!2du. ~21!

Also assumed is that incremental solid angledV
5cosf df du can be approximated bydf du over a re-
stricted range off. The first integral in~21! is considered to
be the product of two identical sinc functions independent of
ub , as implied by the theoretical forms~15! and~18!, yield-
ing

CD~ub!>E Df
4 dfE ~DSu~ub ,u!DRu~ub ,u!!2du.

~22!

For l 3w-dimensioned rectangular radiators describable by
sinc-function-product directivities, Clay and Medwin~1977!
quote the evaluation formula

CD5E
4p

~Df
2 Du

2!2dV>
17.4

k2wl
for kl and kw@1.

~23!

For small ranges off andu ~23! can be rewritten

E
f
Df

4 dfE
u
Du

4 du>
~17.4!1/2

kw
3

~17.4!1/2

kl
. ~24!

Since both terms in~24! refer to line elements stemming
from planar radiator theory, the expression’s symmetry al-
lows one to insert the empirical line element approximation
for the first term in~22!

CD~ub!>
~17.4!1/2

kw E ~DSu~ub ,u!DRu~ub ,u!!2du.

~25!

The remaining one-dimensional integral in~25! can be
readily numerically approximated and precomputed for dis-
creteub , ultimately enablingSv evaluation from Eq.~12!

DSu~ub ,u!5SDSu~ub ,u!/SDSu~ub ,ub!, ~26!

where

SDSu~ub ,u!5U (
n5N3

N4

Deu~Dus!e
ikD l sU, ~27!

and

Dus5uun2uu. ~28!

D l s’s are similarly computed in analogy toD l n’s above using
Dus in place ofDun .

DSu , as defined in Eq.~26!, is ub dependent only by fact
of its being referenced to the transmitted pressure in theub

receive beam axial direction. Summation limitsN3 and N4

again define the index range of transducer elements visible
from infinity in directionu.

DRu is evaluated analogous to Eq.~17! with f50°

DRu~ub ,u!5SDRu~ub ,u!/SDRu~ub ,ub!, ~29!

where

SDRu~ub ,u!

5
u(n5N1

N2 W~ub ,un!Deu~Dus!Def~f!eik~D l n2D l s!u

(n5N1

N2 W~ub ,un!Deu~Dun!
.

~30!

N1 , N2 , and theD l ’s must be chosen appropriate to each
ub . Again N1 , N2 , W(Dub), and D l b are functions ofub

rather than ofu.
The one-dimensional integral in Eq.~25! is easily com-

puted from theory, but, more importantly, its form invites
empirical evaluation from experimentally measured directiv-
ity function products. Note thatDSu(ub ,u)•DRu(ub ,u) is
directly proportional to the resultantub beamformer ampli-
tude for a standard calibration target placed at angleu.

3. Additional considerations

SimplifiedSv computation using Eq.~12! in conjunction
with ~9! and ~13! is achieved by referencing all directional
response functions to the central~90°! beam axial response
rather than to individualub beam axial responses.

DR(ub ,u,f) in Eq. ~13!, as evaluated from Eq.~17!, has
been defined asVBF(ub ,u,f)/VBF(ub ,ub,0°), where
VBF(ub ,u,f) denotes the normalized beamformer voltage
amplitude while beamforming in directionub for a source at
~u,f!. The fully normalized beamformer summation for an
on-axis source in~17! is independent ofub , specifically

VBF~ub ,ub,0°!5VBF~90°,90°,0°!. ~31!

Therefore, DR(ub) values referenced either way are, in
theory, equivalent.

However, in transmit

~1! DS(ub) in ~9!, as noted previously, is
pxmit(ub,0°)/pxmit(90°,0°).

~2! DS(ub ,u,f) in ~13! is pxmit(u,f)/pxmit(ub,0°).

If, in Eq. ~12!, DS(ub) implicit in the TS(ub ,t) term defined
by Eq.~9! is moved inside theCD integral, as defined by Eq.
~13!, the resultantDS product yieldsDS(90°,u,f), in our
previously defined notation. This quantity is
pxmit(u,f)/pxmit(90°,0°), the transmit directional response
function referenced to the central~90°! beam axis. The re-
sultant modifiedCD integral-containing central beam refer-
encedDS is denotedCDC .

The R2 term in ~12! disappears on using a 20 logR sys-
tem TVG, leaving
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Sv~ub ,t !520 logS u(n5N1

N2 Vn~ t !W~ub ,un!eikD l nu

(n5N1

N2 W~ub ,un!De~Dun!
D

1CCal210 logS CDC~ub!
cDt

2 D . ~32!

The initial bracketed term is the beamformer output fully
normalized.CCal is a constant, independent ofub , since an
‘‘ideal’’ sonar is being considered.

To computeSv for ‘‘real’’ sonars, one again starts with
definition ~12! and TS(ub ,t) defined by~9!, but theub de-
pendence ofCCal is retained.CD(ub) must be computed
from measuredrather than theoretical directivity functions.
Again, it is convenient to stateCD in terms ofCDC charac-
terized by constituentDS’s andDR’s normalized to the cen-
tral ~90°! beam axial responses. Measured beam-axialDR is
now ub dependent

CD~ub!5S pxmit~90°,0°!

pxmit~ub,0°!
U

meas

3
VBF~90°,90°,0°!

VBF~ub ,ub,0°!
U

meas
D 2

3CDC~ub!. ~33!

Proceeding from~33! and equating the outputs of Eq.~12!
for identical targets placed successively atub and at 90° in
the equatorial plane

210 logDS
2~ub!CD~ub!

5220 logS pxmit~ub,0°!

pxmit~90°,0°!U
theor

3
pxmit~90°,0°!

pxmit~ub,0°!
U

meas

3
VBF~90°,90°,0°!

VBF~ub ,ub,0°!
U

meas
D 210 logCDC~ub!

5CCal~90°!2CCal~ub!210 logCDC~ub!. ~34!

If, in Eq. ~12!, the DS(ub) factor in the TS(ub) term,
defined by Eq.~9!, is moved to the trailingCD containing
term, and ifCDC is substituted forCD using Eq.~34!, the
expression for real-sonarSv reduces to a form analogous to
Eq. ~32!

Sv~ub ,t !520 logS u(n5N1

N2 Vn~ t !W~ub ,un!eikD l nu

(n5N1

N2 W~ub ,un!De~Dun!
D

1CCal~90°!210 logS CDC~ub!
cDt

2 D . ~35!

Introduction of central beam normalizedCDC rendersCCal a
constant to be evaluated forub590°, the central beam axis.
The nonideal properties of a ‘‘real’’ sonar are now confined
to the set of system-specific integrated beam-pattern coeffi-
cients, CDC(ub), which must be evaluated experimentally
beam by beam.

In practice,CCal(90°) is readily obtained by use of a
calibrated acoustic target.CDC(ub) can be estimated by sev-
eral techniques of varying rigor. If irregularities in the latitu-
dinal response are less than those in the equatorial response,
Eq. ~25! affords a practical approach. While latitudinal re-

sponses are derived from theory, the integral term can be
empirically approximated for eachub as the finite sum

( @DSu~ub ,u!DRu~ub ,u!#2Du.

DSu andDRu must be renormalized to the directivities of the
synthesized 90° beam axis to yieldCDC rather thanCD .
Renormalization yields real-sonarDSuDRu products directly
proportional to the experimentalub beamformer amplitude
for an equatorial plane calibration target placed at angleu. In
principle, a single continuous set of elemental amplitude ob-
servations, while a calibration target is moved slowly
through the total range ofu, contains sufficient information
to compute all relevant beamformer amplitudes and, in turn,
the complete set ofCDC(ub).

IV. THEORETICAL RESULTS

In this section, theoretical response patterns for a com-
mercial SM 2000 multibeam sonar are presented in graphical
form. Transmit and receive responses are illustrated in the
longitudinal ~equatorial! plane and in a select latitudinal
plane. Integrated beam patterns are derived and compared
over a range of beamforming angles using both rigorous
theory and theory with simplifying approximations. We be-
gin by first tabulating relevant sonar processing descriptors
in subsection A prior to considering specific results in sub-
section B.

A. Modeling and processing parameters

For the theoretical simulations below, 1441 equi-
incremental beam directions over 180° are computed yield-
ing visually continuous responses. Experimental measure-
ments utilize either 128 or 256 beam directions over 180°.
Sound velocityc51490 m/s yieldingkw>17.9. The empiri-
cally measured longitudinal elemental response appears in
Table I.

The window function for the current analysis~identical
to that used in real-time firmware! is

W~ub ,un!5a1~12a!cosS pS udn2dmidu
2dmid

D D , ~36!

TABLE I. Empirical single element directional response,Deu(Du), as mea-
sured by the manufacturer.

Angle Du° 20 logD

0 0
2 20.05
5 20.14

10 20.34
15 20.65
20 20.98
30 22.44
40 24.61
60 29.58
80 217.3
89 221.3

.89 2`
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with a50.54, yielding a Hamming response form. A rule-
based 150° ‘‘nominal’’~maximum! window summation ap-
erture is utilized.

~a! Windowing is applied to a portion of the array arc pro-
jected onto a line perpendicular to the beamforming
direction: Specifically, ‘‘dn’’ is the lateral position of a
perpendicular dropped from the array transducer atun

onto a line normal to the beamforming direction,ub .
The normal line spans a designated array arc. ‘‘Span-
ning’’ means that vectors drawn from the ends of the
normal line parallel to the beamforming direction just
enclose a designated array arc. The ‘‘designated array
arc’’ is the arc enclosing all transducers lying within a
limiting angle, namely one half the nominal summation
aperture, of the beamforming direction.

~b! If an ‘‘end’’ transducer is encountered within the limit-
ing angle~150°/2!, the end transducer defines one end
of the designated arc. The quantityudn2dmidu defines
the displacement ofdn from the normal line midpoint,
dmid .

The window function is always symmetric aboutdmid .
However, if a transducer array end is encountered for a spe-
cific ub ~the common case, since the nominal 150° summa-
tion aperture is just less than the 155° physical transducer
arc!, the effective summation aperture is reduced from the
nominal value~150°!, and the window function maximum
also ceases to be coincident with the beamforming direction.

B. Specific results

Fundamental theoretical properties of the SM 2000
multibeam sonar are now explored. First, comparison of
single-beam directivity responses in the equatorial plane re-
veals systematic beam widening on moving from the central
beams to those oriented near the array angular extremes and
beyond. The narrow symmetrical receive pattern computed
by Eq. ~17! for the 90° beam~total beamwidth 2.9° at the
23-dB points! is compared to the wider pattern~beamwidth
5.4°! for a beam at 12.5°~array edge! in Fig. 2. Widening of
the receive pattern results from the decreased summation ap-
erture employed for beams near the array edge. The Ham-
ming window retains excellent sidelobe suppression~.40
dB! even in the presence of the sidelobe asymmetry arising
from angular displacement of the beamforming direction
from the summation aperture center.

The anticipated ‘‘level’’ beam-axial receive response for
a moving pressure source in the sonar equatorial plane while
beamforming in the target direction is shown in Fig. 3. This
result constitutes a consistency check on the receive model-
ing algorithms employing full beamformer normalization.
Simplified beamforming, by the omission of individual el-
emental directivities in the beamformer sum normalizations,
which characterizes the manufacturer’s real-time firmware in
contrast to our off-line beamforming, results in minor devia-
tions from the level response~Fig. 3!.

The effect of employing more the rigorous Eq.~17!
rather than the approximation of Eq.~16! in computation of
the f-dependent ‘‘latitudinal’’ receive response forub590°

is shown in Fig. 4 while central lobe amplitude agreement is
excellent, increasing divergence is noted for sidelobes be-
yond 20° from the equatorial plane. The angular placement
of sidelobes is quite similar in both cases.

Transmit directivity functions rigorously computed from
Eq. ~14! for the sonar equatorial plane and for the 90° me-
ridian ~f response! are shown in Figs. 5 and 6, respectively.
Both directivities in decibel form are relative to the response
at (ub590°, f50°!. The sinc function meridianal response
approximation from Eq.~16! is shown in Fig. 6 for compari-
son. A comparatively high polar region response~Fig. 6!
characterizes the rigorous computation due to radiated el-
emental pressures adding in-phase asf→90°, an effect not
captured by the approximation. Lack of accurate modeling of
the low-angle elemental radiation ‘‘shadowing’’ effects and
diffractions off the physical ends of the unit probably pre-

FIG. 2. Computed receive response (20 logDR) for moving source in equa-
torial plane~f50°! and single fixed beams synthesized atub590° ~solid
line! and atub512.5° ~points!.

FIG. 3. Computed beam-axial receive responses in sonar equatorial plane
~f50°! referenced to response atub5u590°. Constant amplitude pressure
source moves with beamforming direction (ub5u). The level, apparently
continuous line~1440 angular points! is computed with full beamformer
normalization. Discontinuous points show effect of omitting elemental di-
rectivities from beamformer normalization.
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clude accurate modeling very close to the poles.
Normalized theoreticalCDC(ub), specifically, the deci-

bel measure 10 log(CDC(ub)/CDC(90°)), is shown in Fig. 7.
From Eq.~32!, this quantity is seen to be equivalent to a plot
of relative beamformer power~dB! versus beamforming
angle ub for a uniform isotropic scattering medium. Three
virtually coincident solid curves demonstrate the quantity is
relatively insensitive to slight variants in estimational tech-
nique, providing elemental directivities are included in
beamformer sum normalizations. The first curve is generated
from Eq. ~13!, only using 90° beam referenced directivities,
by rigorous numerical integration on the unit sphere to 45°
off the axial vector of each discrete receive beam. Spherical
coordinate integration increments ofp/800 andp/200 radi-
ans in ‘‘latitude’’ and ‘‘longitude,’’ respectively, are utilized
within the redefined coordinate system about each beam vec-
tor. AbsoluteCDC(90°) is 1.23331022. The second curve is
generated by increasing the integration range to 90° off-axis.
Absolute CDC(90°) is 1.23631022. The virtually un-

changed summation demonstrates the summation integral is
rapidly convergent. The third curve is computed using the
efficient approximation given by Eq.~25!, again with nor-
malization to the central beam responses to yieldCDC . Ab-
soluteCDC(90°) is 1.21731022. Finally, a fourth, distinc-
tive, dotted curve shows the discrepancy induced inCDC ,
rigorously computed to 45° off-axis, on omitting individual
elemental directivities from the sum normalizations. Abso-
lute CDC(90°) is 1.23331022. The latter curve may be
viewed as the angular response of the SM 2000 firmware
real-time beamformer to a similar isotropic scattering me-
dium. Good agreement with the fully normalized beamform-
ers is largely restricted to the near-central beams.

In computingCDC , individual beam transmit directivi-
ties have been normalized to the 90° transmit response. Con-
sequently, the modest oscillatoryDS dependency on angle
~Fig. 5! is also reflected inCDC ~Fig. 7!. The systematic

FIG. 4. ‘‘Phi’’-dependent receive responses atub5u590°. Rigorous
computation—solid line. Line element, sinc function approximation—
points.

FIG. 5. Transmit response (20 logDS) on equatorial plane~f50°! relative
to response atub590°.

FIG. 6. ‘‘Phi’’-dependent transmit response atu590° relative to response at
ub590°, f50°. Rigorous computation~solid line!. Line radiator~sinc func-
tion! approximation~points!.

FIG. 7. TheoreticalCDC versus beamforming angle. All curves plotted in
dB ~10 log ratio! relative to curve specific 90° beam value. Three nearly
perfectly superimposed solid curves represent computational variants. A
fourth curve~points! ignores the effect of elemental directivities in beam-
former sum normalizations.
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increase inCDC on moving outward from the central beam
arises from receive beam progressive longitudinal widening,
broader beams yielding larger surface integrals. Asub nears
the physical array edges, the rapid drop-off inDS dominates
over beam widening, causingCDC to fall rapidly.

V. EXPERIMENTAL RESULTS

In this section both longitudinal and latitudinal experi-
mentally measured sonar combined transmit–receive re-
sponses are compared to theoretical expectations. The mea-
sured combined transmit–receive responses are fundamental
to the computation of empirical integrated beam patterns to
follow.

Experimental measurements of the SM 2000 far-field
combined transmit–receive response were conducted using
the Defense R&D Canada—Atlantic’s floating acoustic cali-
bration barge facility. The sonar head array was submerged
to between 10- and 20-m depth and temperature equilibrated.
With the sonar pinging at a rate of 4–5/s the array was ro-
tated at about 0.3°/s. Echoes received by each of the 80
elements from fixed 1.27- and 3.81-cm diameter tungsten
carbide calibration spheres were continuously recorded for
subsequent beamforming. Sphere target strengths computed
by the method of Faran~1951!, elaborated by Neubaueret al.
~1974!, were about245.0 and239.5 dB, respectively. Array
rotation about the sonar head’s polar axis allows generation
of the combined transmit–receive equatorial response pat-
tern. Similar rotation about the appropriate orthogonal axis
provides the combined response along a fixed meridian.

For the above measurements, the transmit pulse length
was increased to 350ms, 103 the system default pulse
length for a specified 10-m profiling range, while maintain-
ing the original default receiver bandwidth. The maximum
echo time delay between the central and outmost transducers
is about 54ms for a centered 150° array summation arc~Sec.
IV A !. Individual element directivities reduce the effective
summation arc to, at most, 60° either side of the beamform-
ing direction using the conservative210-dB point of the
elemental response. For this 120° ‘‘effective’’ aperture, the
propagation delay falls to 37ms or roughly 10% of the pulse
width, consistent with the recommendations of Heier~1987!
for phase rotation-type beamformers. To provide precise
range compensation, a firmware TVG of 40 logR12aR form
is applied prior to data logging usinga precomputed from
measured temperature and salinity by the methods of Fran-
cois and Garrison~1982a, b!.

Numerical simulation of the SM 2000 near-field equato-
rial response~Cochrane, 2002! has established minimum tar-
get range criteria for accurate calibration. Computations~Co-
chrane, 2002! demonstrate that the central beam combined
transmit–receive response using the Hamming ‘‘low side-
lobe’’ window and a 150° maximum summation aperture is
decreased by 1.5 dB at 2-m range, rapidly falling to 0.9 dB at
3 m, 0.5 dB at 5 m, and about 0.2 dB at 10-m range. For the
present illustrations, only target ranges of 6.0 m or greater
are considered where the near-field effects should be smaller
than other sources of uncertainty. Synthesis of wider receive
beams by use of smaller summation apertures reduces near-
field effects at a given range.

Baseband~complex! elemental voltages are beamformed
using the normalized summation appearing in the first term
of Eq. ~35!. To approximate the longitudinal combined
transmit–receive response, the single overall target echo
maximum from the set of all synthesized beams is plotted as
a function of the corresponding beamforming direction on a
ping-by-ping basis~Fig. 8!. In the finished plot, a series of
vertically aligned points with successively decreasing verti-
cal spacing is observed for each beamforming direction. This
pattern results from the progressive movement of the maxi-
mum amplitude echo from an immediately adjacent beam
into the steeply rising skirt region of a given beam, through
the rounded central region of the beam response, and then
down the opposite skirt to eventually pass into the next
beam. The upper envelope of the scatter plot constitutes a
reasonable approximation to the combined transmit–receive
angular response for beam-centered targets. During data re-
duction to scatter plot form, small excursions in target echo
range are followed by tracking the time coordinates of the
echo skirts ping by ping. Target amplitude is defined as the
root-mean-square of the complex envelope amplitudes of,
normally, 3 data points spanning the target echo center. Since
the target echo angular reference is implicitly derived from
the beamformer itself, the resultant pattern is largely immune
to noise arising from~unwanted! random angular motions of
the target relative to the sonar during measurement. Super-
imposed for comparison in Fig. 8 is the theoretical combined
transmit–receive~same as transmit! response computed at
infinity. Also for comparison in Fig. 9 is a direct hydrophone-
measured transmit response at 12.5-m range in the sonar
equatorial plane for 1° rotational increments, again superim-
posed on the theoretical transmit response at infinity.

The measured latitudinal~f! combined transmit–receive
response along the 90° meridian while beamforming in a
fixed 90° longitudinal direction is shown in Fig. 10. The
corresponding rigorously computed theoretical pattern is su-
perimposed. Latitudinal target angles, in contrast to longitu-
dinal angles, must be derived from an external angular ref-

FIG. 8. Combined transmit–receive response inferred using a 3.81-cm di-
ameter TC acoustic calibration sphere in equatorial plane at 6.0-m range
~points—upper envelope! superimposed on computed theoretical response
~solid line!.
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erence. Consequently, measuredf responses are more sus-
ceptible to errors induced by unwanted platform motion. The
most stable calibration run~shown! was acquired while uti-
lizing a comparatively small target, resulting in a relatively
low signal-to-noise ratio.

VI. APPLICATIONS

To assist potential multibeam sonar users, systematic
methodologies for extracting calibrated volume backscatter-
ing strength from field data are summarized. Extraction from
both raw elemental data and real-time processed data is
treated.

A. Calibrated Sv extraction from field data

Good quantitative performance is most easily assured by
use of sufficiently long transmit pulses and sufficiently wide
system bandwidths during both sonar calibration and subse-
quent field data collection such that

~a! A reasonable approximation to steady-state beam-
former~single frequency, purely phase delay! operation
is obtained;

~b! Negligible signal loss occurs due to the sonar’s finite
passband; and

~c! A single fixed frequency can be assumed in computa-
tion of calibration sphere target strengths.

When very short transmit pulses are utilized and high
accuracy is required, more general approaches developed for
conventional sounders should be applicable to multibeam
~Vagle et al., 1996!.

The methodology is as follows:

~1! Evaluation of sonar calibration constantCCal(90°):

~a! With a suitable acoustic calibration sphere placed in the
equatorial plane far field, record complex demodulated
elemental voltages, corrected to 40 logR12aR TVG,
while the sonar is pinged and the array slowly rotated
about its axis of symmetry.

~b! Beamform calibration data using the isolated normal-
ized summation within Eq.~9! with beamwidths~de-
fined by array summation aperture! used in field appli-
cations.

~c! Define CCal(90°) using Eq. ~9! and the normalized
beamformer summation amplitude at 90°,
VBF(90°,90°,0°) by our previous convention.

Since, by definition,DS(90°)51

CCal~90°!5TSTarget220 logVBF~90°,90°,0°!. ~37!

~2! Numerically evaluate and tabulateCDC(ub) using
beamformer outputs generated in step 1~b! above and Eq.
~25!. The directivities in Eq.~25! should be normalized to the
axial transmit and receive responses of the 90° beam~or
beam closest to 90°! to yield CDC as opposed toCD. The
directivity products are experimentally given by
VBF ~ub,u,0°!/VBF ~90°,90°,0°!. The integration range over
u should considerably exceed the23-dB to23-dB ub beam-
width ~615° should be more than sufficient! with angular
increments not exceeding 0.1° for the narrowest receive
beams. Figure 11 shows an empirically computedCDC using
a calibration-sphere-derived combined transmit–receive
equatorial plane response measured at 10-m range. A rigor-
ously computed theoretical curve assuming full elemental
directivity normalization~Fig. 7! is superimposed.

~3! To extractSv , beamform field data, corrected to
20 log R12aR TVG, by expression~35! using predetermined
CCal(90°), tabulatedCDC(ub), and the field data pulse
width. Alterations in receiver gain settings between calibra-
tion and field acquisition must be tracked and compensated
in CCal.

B. Sv from real-time beamformed data

Sv(ub) can be readily evaluated from SM 2000 real-time
beamformer outputs rather than the off-line computed beam-
former summations. The manufacturer’s real-time firmware
beamformer omits theDe(Dun) term from the beam sum
normalizations. Consequently,DR(ub ,ub ,f) referenced to

FIG. 9. Measured transmit response using reception hydrophone in equato-
rial plane at 12.5-m range~points! superimposed on computed theoretical
response~solid line!.

FIG. 10. Measured meridional~f! combined transmit–receive response
~points! for ub5u590° superimposed on rigorously computed theoretical
response~solid line!.

756 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Cochrane et al.: Quantification of multibeam sonar



the 90° beam for an ideal sonar is, in theory, no longer inde-
pendent ofub . Differences between the fully and partially
normalized receive responses are, in theory, small but signifi-
cant ~Fig. 3!. Consequently, thetheoretical dependence of
CDC(ub) on ub will differ between the fully and partially
normalized beamformers. However, the normalization meth-
odology is of no concern forSv estimation using empirically
computedCDC—providing that both the calibration data set
defining CCal(90°) andCDC(ub), and the field data set for
subsequentSv extraction, are reduced with identical beam-
formers.

The preceding statement is quite general: For the data
reduction in this presentation, the summation normalization
was specifically chosen to yield, in theideal case, constant
beamformer amplitudes for constant amplitudeaxial pres-
sure sources independent ofub . This summation form is
advantageous in being simply related to acoustic target
strength by knowledge of the theoretical transmit directivity
function @Eq. ~10!#. Differing summation normalization
schemes—including the total elimination of any normaliza-
tion, will yield differentCDC(ub) function forms but equally
valid estimates ofSv—provided the summation methodology
is consistently followed.

VII. DISCUSSION AND CONCLUSIONS

Significant deviations of the measured sonar transmit–
receive response from theory are revealed in Fig. 8. The
marked broad response dip between angles of 95° and 125°
appears real and is repeatable for various target ranges~data
not shown!. The isolated measured transmit response in Fig.
9 shows a corresponding dip, especially apparent when the
curves of Figs. 8 and 9 are superimposed. This angular asym-
metry in the transmit–receive response induces about a 3-dB
dip in empirically computedCDC ~Fig. 11!. Clearly, accurate
measurement of array responses are necessary to achieve a

better than 1-dB accuracy inSv , an accuracy generally ex-
pected for modern fisheries backscatter measures.

One challenging question arises in regard to the interpre-
tation of Sv . In defining a beam-specific integrated beam
pattern, Eq.~13!, it is implicitly assumed that most of the
integral contribution~backscattered power! arises from the
beam’s main lobe~2.9318° width for 90° beam!. This en-
sures a meaningful directional discrimination or volume lo-
calization of the backscattered signal. Rough estimates—the
exact calculation is nontrivial—indicate reasonable direc-
tionality is attained for the ideal multibeam sonar, where re-
ceive far sidelobe rejection is of the order of250 dB ~Fig.
2!. However, if the equatorial plane sidelobe rejection for
real systems falls to220 to 225 dB, as typically observed
for the current generation hardware, it becomes increasingly
questionable if clear volumetric localization forSv is actually
being achieved. For an isotropic backscattering medium, the
‘‘apparent’’ acoustic power returned from the far off-axis
region—and for a real multibeam there is no guarantee that
the observed ‘‘sidelobe’’ energy represents real signal as op-
posed to spurious intermodulation products—begins to ap-
proach that from the main lobe. In these circumstances it
may be advantageous to widen the main receive lobe. For
example, decreasing the maximum summation arc from 150°
to 27° theoretically increases the23-dB receive beamwidth
from 2.9 to 11.0°. The wider beamwidth is still comparable
to those used for traditional vertical beam fisheries assess-
ment.

Optimal techniques for shading noncoplanar arrays re-
cently explored by Gallaudet and de Moustier~2000! should
provide a small theoretical advantage over the Hamming
window function in terms of sidelobe rejection. For the cur-
rent SM 2000 hardware, elemental mismatches and receiver
front-end cross talk appear to be the critical factors determin-
ing real sidelobe characteristics. Consequently, further re-
finement of window functions, at present, seems nonadvan-
tageous.

In regard to other primary acoustic measures, target
strengths from Eq.~9! are valid for beam-centered targets
only. For an isotropic scatterer randomly located in the water
column, a valid target strength might be extracted by seeking
the maximum from a 2D array of apparent TS values. The
relevant TS array is computed across the fan, with highly
overlapping beam patterns, then ping by ping, to allow the
target to drift through the fan plane by virtue of the sonar’s
forward motion. The presence of multiple targets would re-
quire a target tracking facility, the operation of which would
yield the number of targets transiting the fan by direct
counting—an attractive possibility provided targets are suf-
ficiently sparse to be uniquely resolved. For realistic noniso-
tropic biological targets, monitoring the transit through the
fan plane would be more problematic, although a minimum
target range criterion might be useful. Direct counting algo-
rithms should be practical even for nonisotropic targets.

Finally, much work remains in both the modeling and
the interpretation of off-vertical target strengths of fish. Ex-
cellent work has been done~Horne and Jech, 1999; Mc-
Clatchie et al., 1996; Foote, 1985! but generally, only dip
angle dependence in dorsal aspect has been treated—not

FIG. 11. Empirically computedCDC as function of beam angle~ub! derived
from experimental combined transmit–receive response shown in Fig. 7
~points! superimposed on theoretical response~solid line!. All values are
plotted relative to the central theoretical curve value~ub590°! having ab-
solute magnitude 1.23331022 ~dimensionless!.
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both dip angle and orientational azimuth—as required for
multibeam interpretation. Clearly, for schooling species like
herring, orientation will be highly correlated over target ag-
gregations. School movement relative to the water column
can furnish orientational information, but parametrization is
nontrivial during routine fisheries survey.

In conclusion, a general theoretical framework with
practical methodologies has been advanced for the applica-
tion of multibeam sonar to fisheries survey. The theoretical
and empirical performance of a current generation multi-
beam sonar has been examined. While performance is suffi-
cient to begin exploration of quantitative applications, sig-
nificant departures from theoretical expectations, especially
higher than anticipated sidelobe energy, indicate that hard-
ware refinement is still possible—and probably necessary. In
the long term, hardware will improve. For exacting quantita-
tive applications, the efficacy in addressing the off-vertical-
aspect interpretational problem will be critical. Progress in
the interpretational problem will determine whether future
wide-swath multibeam surveys will be limited to semiquan-
titative distributional mapping, or, alternatively, evolve into a
precise technique for enhanced coverage biomass estimates,
with accuracies approaching those achieved by current gen-
eration dual and split beam fisheries sounders.
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This paper describes the use of air-coupled ultrasonic tomography for the simultaneous
measurement of flow and temperature variations in gases. Air-coupled ultrasonic transducers were
used to collect through-transmission data from a heated gas jet. A transducer pair was scanned in
two-dimensional sections at an angle to the jet, and travel time and amplitude data recorded along
various paths in counter-propagating directions. Parallel-beam tomographic reconstruction
techniques allowed images to be formed of variations in either temperature or flow velocity. Results
have been obtained using heated jets, where it has been shown that it is possible to separate the two
variables successfully. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1592523#

PACS numbers: 43.35.Ae, 43.38.Bs@DEC#

I. INTRODUCTION

Ultrasound has been used in many configurations to
measure fluid flow, in both gas and liquid phases. The result-
ing instruments can be used in a wide range of applications
in gases, such as industrial and domestic gas flow metering,1

monitoring of gas flares on off-shore platforms,2 and high-
pressure gas flow measurement in gas distribution systems.3

There are many measurements in liquids and in medical di-
agnosis that can also be performed. In liquids, ultrasonic
flow meters have been used to measure very low liquid flow
rates in the treatment of toxic liquids in semiconductor
industries.4 In medicine, ultrasound is now an established
technique, such application being the measurement of blood
flow in the nail bed of a human finger.5

The physical implementation of the technique usually
relies on two main types of measurement—cross-
propagation techniques6 and Doppler measurements.7 The
cross-propagation technique is based on the transmission of
ultrasound at a certain angle, and the change in time-of-flight
of the transmitted ultrasound is related to the velocity of the
flow. The Doppler technique is based on reflected or scat-
tered ultrasonic signals from particles in the flow, which
cause a shift in the received frequency content. While these
two are the most common approaches to flow measurement
using ultrasound, there are other methods such as
cross-correlation,8 vortex shedding9 and open-channel
measurements.10

Although such ultrasonic techniques have been available
for some years, further improvements to achieve modern de-
mands such as temperature compensation and measurement
accuracy are limited.11 For instance, work by Willatzen12 has
shown that the presence of temperature gradients can cause

errors in flow estimation, because of changes in the local
sound velocity.

In the present work, we were interested in using the
ultrasonic tomographic technique to measure complex flows,
where both flow and temperature gradients are present. Pre-
vious authors reported that acoustic tomography could be
used to estimate fluid flow, remembering that flow is a vector
quantity. For instance, fluid flow estimation was demon-
strated both theoretically and experimentally,13,14using travel
time measurements, and this was later extended to stratified
fluid flow.15 Diffraction tomography was also investigate for
ultrasonic measurement of fluid flow.16

In the present case, we were particularly interested in the
case of gas flow in turbulent jets, in the presence of tempera-
ture variations. This follows on from previous work,17 where
it was shown that either temperature or flow cross-sections
could be measured in isolation using tomography. Here we
present some experimental results, where it is shown that it is
possible to reconstruct flow velocity and temperature varia-
tions simultaneously. This is illustrated for the particular case
of a gas jet. Also included in this paper is a comparison
between the ultrasonic technique and other scanned measure-
ments systems, e.g., a hot-wire anemometer for flow and a
thermocouple for temperature.

Tomographic reconstruction is a well-developed imag-
ing technique that can be used to determine the cross-
sectional values of a spatial by varying parameter from the
transmission of acoustic signals through an object. This may
be accomplished by transmitting an ultrasonic wave across
the area of interest along a set of predetermined ray paths.
There are many approaches to tomographic reconstruction.
The first of these are iterative or series expansion methods,
of which there are various approaches and methods of
implementation.18–22 This method is very flexible, in that it
can correct for anisotropy and irregular geometries, although
the result tends to be computationally intensive. Transform
methods23,24 are more efficient, but are less versatile and

a!Author to whom correspondence should be addressed. Electronic mail:
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hence are not as popular. Probably the most widely used
technique is filtered back-projection. This has been described
in detail elsewhere.25 It has the advantage in the present ap-
plication that it is suitable for cylindrical scanning geom-
etries of the type used here,26 and is also fast and convenient
to implement on a PC.

The present paper extends previous work, in that it
shows that ultrasound can be used to reconstruct cross-
sections in either flow or temperature, for fluid flow where
both are varying spatially. In particular, it will be demon-
strated that this can be done in gases, for a heated gas jet,
using a combination of well-designed transducers and instru-
mentation, and appropriate measurement of the correct pa-
rameters for tomographic reconstruction. It also compares
these results to those from point-to-point scanning of minia-
ture flow and temperature sensors, demonstrating that the
technique has some validity.

II. THEORETICAL BASIS OF THE TECHNIQUE

The technique uses a pair of ultrasonic capacitance
transducers, which are highly efficient devices for generating
ultrasonic signals in air. Their design is based on a microma-
chined silicon rigid backplate and a flexible Mylar mem-
brane. The device construction is fully detailed elsewhere,27

but the devices work well over the approximate frequency
range of 100 kHz to 1 MHz. In the present measurements, a
pair of such transducers, one acting as a source and the other
as a receiver, was scanned in unison around the plane of
interest using a simple ‘‘translate-rotate’’ sheme. This is
shown schematically in Fig. 1, where the two transducers
were fixed at points A and B, at a distanceL apart. The
transducer pair was scanned linearly across the region of
interest, with a sampling interval ofDs @Fig. 1~a!#. When a
projection was completed, the transducer pair was then ro-

FIG. 1. ~a! Schematic diagram of the
parallel beam sampling geometry, de-
fining the angleu of each linear pro-
jection in the scan plane.~b! Configu-
ration of the flow direction and the
position of the transducers and hence
scan plane at an anglea to the axis of
a gas jet.
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tated through an angleu in the plane of measurement, as
again illustrated in Fig. 1~a!. The process of translation and
rotation was then repeated up to 360°, so that signals could
be propagated along the same paths in opposite directions, as
required for the reconstruction process. Due to the discrete
sampling of projections, the spatial sampling interval was
limited by the Nyquist sampling theorem, and this is given
by B51/2Ds, whereB is the spatial bandwidth andDs is the
linear spacing of each ray.

For each ray-path, the transit time of the transmitted
signal tAB was recorded, and used to estimate the change in
local sound velocity across the area of interest@as shown in
Fig. 1~b! for a gas jet, with the ray-path at some anglea to
the jet axis#. However, as stated above,tAB will depend on
two main factors. The transit time will increase and decrease
with the speed depending on the flow direction. In addition,
the local temperature (T) also affects the speed of sound (c)
according to the following dependence, quoted from previ-
ously published work:28

c5331.31A T

273.16
ms21. ~1!

Hence, both temperatureT and flow velocityvI can cause a
change in the apparent value of sound speed. The former is a
scalar effect, whereas flow is a vector quantity, and it is this
information that can be used to distinguish their contribution
to tAB .

Assume that, in still air at some temperatureT, the local
sound speed isco . In the absence of flow, the acoustic travel
time, t, across a distanceL is given byt5L/co . When flow
is present and properties, such as temperature, vary across
the flow region, the acoustic travel time is altered by the
effect of bothUu ~the component of the flow velocity in
directionAB), and by any changesdc in the acoustic speed
due to changes inT, so that the acoustic travel time becomes

tAB5
L

c01~1/L !*0
L~dc1Uu!dx8

, ~2!

where the integral takes account of variations in bothUu and
dc across the flow region. For low-speed flow it can be as-
sumed that

udc1Uuu!c0 , ~3!

so that, to a good approximation,

tAB2
L

c0
52

1

c0
2 E

0

L

~dc1Uu!dx8. ~4!

For the ray going from B to A,Uu changes sign, so that
when the two opposing acoustic travel times are added, the
contribution from the flow speed of the gas cancels, leaving
the total contributionSu from the temperature variations
along the selected path between the transducers only:

Su5tAB1tBA2
2L

c0
52

2

c0
2 E

0

L

dcdx. ~5!

Similarly, subtracting the travel times gives

Du5tAB2tBA52
2

c0
2 E

0

L

Uudx8, ~6!

and the integrated contribution (Du) is due only to gas flow.
Hence, if ultrasonic signals are sent in counter-propagating
directions along each ray path, addition of time of arrival
would allow variations indc @and hence temperature, via Eq.
~1!# to be reconstructed, whereas subtraction leads to the
measurement of variations inUa ~i.e., variations in the flow
velocity! at the anglea. Flow and temperature can thus be
measured independently in the same experiment.

Below, it is demonstrated that the use of well-designed
transducers, operating at frequencies of up to 1 MHz, can be
used in air to collect tomographic data from flowing gases at
a range of temperatures. This information can then be used to
reconstruct images of both temperature and flow variations
independently. The technique is demonstrated using gas jets
at both room temperature and at elevated temperatures.

III. APPARATUS AND EXPERIMENT

Figure 2 shows the apparatus used to perform ultrasonic
measurements of flow and temperature in gas jets. One form
of jet was created using a Steinel Model HL1605s heat gun,
shown in the figure, with a 22-mm-diam nozzle. This pro-
vided an approximate volumetric flow rate of 250 lmin21 at
temperatures of up to 50 °C at the plane of measurement.
The ultrasonic capacitance transducers were separated by a
distance of 142 mm, and were mounted horizontally as
shown in the figure on a computer-controlled X-Y scanning

FIG. 2. A schematic diagram of the experimental arrangement for tomogra-
phic imaging.
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stage. Each of the transducers could act as either a transmit-
ter or receiver, so that signals could be transmitted in either
direction through the selected region of flow. Time wave-
forms were recorded in each location on the digital oscillo-
scope, and transferred to the PC for automated software pick-
ing of arrival timetAB .

The transducers, described more fully elsewhere,26 were
designed to have an excellent bandwidth and sensitivity for
operation in air. A Panametrics 5055PR pulser provided volt-
age transients for excitation of the source, this being super-
imposed on a1100-V dc bias to attract the polymer film
onto the backplate, to improve bandwidths. The receiver was

connected to a Cooknell CA6/C charge amplifier, which
again supplied the receiver with a 100-V dc bias. The results
were then digitized using a Tektronix TDS540 oscilloscope
before storing the arrival time for further data processing.
Figure 3 shows a typical waveform transmitted from one
device to the other in the absence of gas flow. The time
response is well-damped, and the frequency response dem-
onstrates that a reasonable bandwidth was available for the
measurement. This improved the accuracy of time-of-flight
measurements, which could then be fed into Eqs.~5! and~6!.

Each full tomographic scan consisted of 61 linear pro-
jections (u53°), each of which had 101 rays for which an

FIG. 3. A typical signal transmitted
from source to receiver in the absence
of gas flow, showing~a! a time wave-
form and ~b! the corresponding spec-
trum.
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ultrasonic waveform was recorded at every 1-mm interval.
Each projection involved scanning the transducers at right
angles to their propagation axis using the linear stage. This
was also attached to a rotational stage, so that projections
could be taken at various angles in the plane of interest. Note
that for all scans reported, a difference technique was em-
ployed to remove variations in room temperature and any
unknown delays that might affect the ultrasonic time of
flight. This was carried out by normalizing the data from
each projection to the first waveforms taken in the ambient
still air, outside the gas jet volume. Thus, systematic varia-
tions in room temperature or other factors were removed
from the data prior to reconstruction. Data was collected in
the form of time waveforms for each path. Note that at any
one time there was only one signal to be recorded, using a
single source–receiver pair. At no stage was there mixing of
signals from multiple sources. In the case of counter-
propagating signals along the same path, the source and re-
ceiver were interchanged in space during the 360° scan.

To provide independent measurements with which to
compare the tomographic reconstructions from ultrasonic
data, two point measurement devices were also scanned
across the measurement plane. The first was a hot-wire an-
emometer ~Model TA5 by Airflow Developments Ltd.!,
which measured flow velocity in a particular direction. The
second was a K-type thermocouple, attached to a 9-V voltage
supply unit, which measured the local temperature at that
point. The same X-Y stage and control electronics was used
for these scans, so that direct comparisons could be made.

Flow and temperature measurements, using both the ul-
trasonic tomography approach and the point detectors, were
performed for various values ofa, the angle between the gas
jet axis and the plane containing the tomographic scan. Ini-
tial experiments were performed with the anglea between
the gas jet axis and the tomographic scan plane@see Fig.
1~b!# at 90°, i.e., with the measurement plane perpendicular
to the axis of flow~to enhance sensitivity to temperature

FIG. 4. Variation of time of flight~in
ms! at a distance of 15 mm above a
heat gun, measured using a through-
transmission ultrasonic technique. The
gas jet was heated and of approxi-
mately 28 mm diameter.

FIG. 5. Temperature measurement at 15 mm above the heated air jet from
the heat gun, using~a! ultrasonic tomographic reconstruction and~b! a
scanned thermocouple.a590° for this measurement so that the effects of
temperature were maximized.
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effects with respect to flow!. Other measurements were then
performed ata545°, at various vertical heights above the
exit nozzle, so that both temperature and flow effects would
contribute to the measurements. A final measurement was
also made with the heat gun ata540°, so that the effect of
flow would be further enhanced.

IV. RESULTS AND DISCUSSION

A. Temperature measurements at aÄ90°

Experiments were performed initially to establish
whether temperature variations could be reconstructed, using
Eq. ~5!, without the effects of flow being a major factor. Data
were thus collected with the gas jet vertical, and with the
tomographic X-Y scan plane in the horizontal plane, i.e.,
with a590°, where the effect of flow would be minimized.
Note that the choice ofa590° optimized the sensitivity of
the measurement to temperature effects in relation to the ef-
fect of flow ~which increases asa decreases!. The scans were
performed at a height of 15 mm above the heat gun. The
results of ultrasonic measurements, leading to cross-sections
of temperature via Eq.~1!, were then compared to tempera-
ture cross-sections measured across the same plane using the
thermocouple. The time of arrival of the ultrasonic signal
was found to change by about 2.3ms across the heated gas
jet region of approximately 28 mm diameter, as shown in
Fig. 4.

Figure 5~a! shows a tomographic reconstruction of the
temperature profile 15 mm above the nozzle, obtained using
ultrasonic data. This image can be compared to that obtained
using the thermocouple@Fig. 5~b!#. The darker areas in both
images represent the heated area and the size is well corre-
lated. Both have a diameter of approximately 25 mm, with
the temperature range being very similar. This demonstrates
that the ultrasonic approach shows promise for completely
noninvasive measurement of temperature variations in gases.

B. Simultaneous measurements of temperature and
flow at aÄ45°

The direction of the heat gun was now set toa545° to
the horizontal scanning plane. This made the measurement
sensitive to components arising from both temperature and
flow effects, the latter increasing in dominance asa in-
creased in value. Equations~5! and ~6! were used to obtain
variations indc @and hence temperature, via Eq.~1!# andUu

across the same area of flow, using addition and subtraction
of the counter-propagating ultrasonic signals along each ray
path. The result was the simultaneous reconstruction of tem-
perature and flow cross-sections.

The tomographic reconstruction of flow velocity images
was performed using ultrasonic data at axial distances of 30,
40, and 50 mm from the exit nozzle, as shown in Fig. 6, and
the maximum value of flow velocity at each the vertical
height was found to be approximately 15.5, 12.5 and
11 ms21, respectively. As distance from the nozzle in-
creased, the gas jet is seen to diverge, and the axial flow
velocities reduce, as would be expected. At a distance of 30

FIG. 6. Tomographic reconstruction of air flow velocity within the jet from
the heat gun at different heights. The scan was performed ata545°.

FIG. 7. Details of flow velocity cross-sections at a distance of 30 mm above
the heat gun. Shown are the results of~a! tomographic reconstruction from
ultrasonic data and~b! a scanned hot-wire anemometer.
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mm, the hot wire anemometer was also scanned across the
same area, to compare variations in axial flow velocity with
those obtained from tomographic reconstruction. The maxi-
mum velocity detected by the point detector was found to be
approximately 20 ms21, and this agreed reasonably well
with the value obtained from ultrasonic measurements, as
shown in Fig. 7, where the two flow velocity cross-sections
are compared.

Figure 8 shows the cross-sections in temperature that
were reconstructed from ultrasonic data, at the three same
heights above the heat gun nozzle as those shown earlier in
Fig. 6. It will be evident from the figure that, as the axial
distance from the exit nozzle increased, the average tempera-
ture reduced, as would be expected~these are displayed as
lighter shades on the images!. Note that, as before, the diver-
gence of the hot air jet is evident as the increased diameter
with axial distance. Note also that temperatures at 10 mm
axial distances from the nozzle were predicted to approach
50 °C.

Figure 9~a! shows the reconstructed image at a height of
30 mm. This is compared to the measurements from the ther-
mocouple, scanned as appoint detector over the same area,
and presented in Fig. 9~b!. The images show that the two
results are similar to within a few degrees.

C. Measurements at aÄ40°

As a final experiment, the flow angle was reduced to
40°. This was performed so that the sound propagation is
affected more by the flow and less by variations in tempera-
ture. The reconstructed image at the vertical height of 30 mm
is as shown in Fig. 10~a!. The hot-wire anemometer result is
presented in Fig. 10~b!. The flow imaging seems to be more
successful as the velocity is now closer to the value imaged
using the anemometer. It can thus be concluded thata
540° can be used to optimize flow measurements for the
same heated gas jet. Note that changing the angle would

have little effect on the reconstruction of temperature pro-
files, as temperature is a scalar component of the equations.
This has been observed in practice.

V. CONCLUSIONS

Ultrasonic tomographic imaging has been performed us-
ing a pair of broadband capacitance transducers to measure
flow and temperature. A difference technique was employed
to remove variations in room temperature and any unknown
delays. This was carried out by normalizing the data from
each projection to the first waveform in a particular linear
scan, at some angleu.

This experiment investigated the simultaneous recon-
struction of temperature and flow velocity cross sections
within a heated gas jet. The experiments were first conducted
at a590° and it was shown that temperature measurement
can be corrected by performing a 360° tomographic scan.
When a545° it was shown that good results could be ob-
tained if counter-propagating signals were used to separate

FIG. 8. Tomographic reconstruction of temperature variations, resulting
from a scan ata545° of the heat gun at different heights.

FIG. 9. Comparison of temperature cross-sections at a distance of 30 mm
above the heat gun.~a! Temperature map derived from ultrasonic data and
~b! measured via a scanned thermocouple.

765J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Gan et al.: Reconstruction of flow and temperature



the two components. It was found, however, that either flow
or temperature measurement could be optimized by changing
the anglea. Temperature would be best measured ata
590°, so that flow effects were minimized. Conversely, tem-
perature effects could be minimized by decreasinga to 45°
or 40° and enhancing the effect of flow.
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Guided wave helical ultrasonic tomography of pipes
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Ultrasonic guided waves have been used for a wide variety of ultrasonic inspection techniques. We
describe here a new variation called helical ultrasound tomography~HUT! that uses guided
ultrasonic waves along with tomographic reconstruction algorithms that have been developed by
seismologists for what they call ‘‘cross borehole’’ tomography. In HUT, the Lamb-like guided waves
travel the various helical criss-cross paths between two parallel circumferential transducer arrays
instead of the planar criss-cross seismic paths between two boreholes. Although the measurement
itself is fairly complicated, the output of the tomographic reconstruction is a readily interpretable
map of a quantity of interest such as pipe wall thickness. In this paper we demonstrate HUT via
laboratory scans on steel pipe segments into which controlled thinnings have been introduced.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1593068#

PACS numbers: 43.35.Pt@DEC#

I. INTRODUCTION

Guided ultrasonic waves have many useful properties
that can be exploited for nondestructive testing~NDT! of
large-area structures such as piping systems.1,2 First and fore-
most, they can be made to propagate significant distances in
either pitch–catch or pulse-echo configurations. This is an
inherent advantage over typical point-by-point bulk wave ul-
trasonic measurements because guided waves can accumu-
late information about the structure along the entire propaga-
tion path. Furthermore, they follow the curvature of the
structure and can be directed along any desired helical path
from circumferential to meridional. As the guided waves
propagate, they involve the entire thickness of the pipe wall
in a complex elastic deformation and recovery so that they
are sensitive to flaws on the inner diameter, outer diameter,
and in between. They can be launched and received by ex-
ternal transducer belts, internal pigs, and by a wide variety of
contact and noncontact transducer configurations. The pri-
mary problem has always been that their inherent complexity
often defeats those who try to implement guided wave in-
spection techniques outside of controlled laboratory environ-
ments. Uncontrolled and uncontrollable variations in seem-
ingly insignificant details of the measurement setup drive
one toward simpler and more straightforward schemes. A
secondary problem is that even perfectly controlled guided
wave measurements arequite difficult to interpret. In the
laboratory, scientists are comfortable sorting out subtle varia-
tions in complex waveforms by drawing on their extensive
background and intuitive understanding of the underlying
physics, but in the field, technicians responsible for interpret-
ing the NDT measurements are not.

Early work on guided waves in hollow cylinders was
done by Gazis3,4 and others.5–8 Many authors have recently
used guided ultrasonic waves to detect flaws in pipes and

tubes9–27 by generating selected modes in the pipe and using
pulse-echo measurements to locate flaws. Alleyneet al.13–15

have shown that a ring of transducers around the circumfer-
ence of the pipe can excite axially symmetric modes that
propagate long distances down the pipe. By choosing a non-
dispersive mode they are able to retain the signal’s shape and
amplitude as it propagates. Similarly, Roseet al. have ex-
plored several methods for selecting different modes for pipe
inspection. These methods include using comb
transducers17,18 to generate longitudinal guided waves and
partial circumferential loading19 to focus flexural modes to
the area of interest in the pipe. Other authors have also ex-
plored the use of EMATs20–22 and PVDF23 transducers.

Ultimately, any real-world guided wave measurement
scheme is complicated by mode conversion at flaw inter-
faces, bends in the pipe, and loading on both the inner and
outer diameters.24–32This inherent complexity makes guided
waves very informative, but at the same time very difficult to
utilize. An infinite number of modes are theoretically avail-
able for use, each with characteristic dispersion and through-
thickness displacement properties. At low frequencies, longi-
tudinal, torsional, and flexural pipe modes dominate, but at
higher frequencies these structural modes are less important
and the waves see the pipe more like a curved plate. It is
these helical guided wave modes that are of interest in our
measurements. This is in contrast to previous work done in
this area that has mostly concentrated on generating the lon-
gitudinal and flexural pipe modes. Of course it is important
to point out that there is no clear demarcation between these
two perspectives once the guided waves are nonaxially sym-
metric, as in the work by Rose.33 There are a wide variety of
models appropriate for studying this type of vibration cylin-
drical shells,34–38 many of which come from the underwater
sound community. One can even formally connect plate
waves to the corresponding Lamb-like waves in cylindrical
shells by replacing the source by a periodic array of excita-
tions, and then replacing the circular cylinder by an equiva-
lent ‘‘unwrapped’’ two-dimensional plate.39 A recent review
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of guided ultrasonic waves with an extensive bibliography is
quite useful.40

That the helical modes can be considered similarly to
Lamb wave modes in plates, allows us to extend our previ-
ous work on Lamb wave tomography41–46 to pipe inspection
systems. The Lamb-like guided waves form a series of heli-
cal criss-cross paths that are a useful tomographic geometry
equivalent to what seismologists use in cross-borehole
tomography.47 The tomographic reconstruction is key be-
cause it allows the complexity of the guided wave modes to
be harnessed, resulting in a readily interpretable ‘‘map’’ of
the structural flaws of interest. For example, if one selects a
mode with high sensitivity to thickness variations—i.e., it
speeds up or slows down when the pipe wall thickness
changes—then by noting deviations from the expected ar-
rival times of the many criss-cross helical paths, the tomog-
raphic reconstruction is easily rendered as a wall-thickness
map. For many piping applications, accurately mapping out
wall thickness changes due to corrosion or erosion is a pri-
mary concern. With appropriate software expert systems to
identify and sort out the features of interest from the received
waveforms, the entire measurement process can be auto-
mated so that the human inspector needs to have mastered
none of the complexity of guided wave ultrasonics.

In this paper we first cover some necessary background
on guided waves and tomography. We then explain in detail
our particular implementation for guided wave helical ultra-
sonic tomography of pipes. A series of measurements with
our laboratory scanner for flawed pipe segments with accom-
panying reconstructions are then shown. Finally, we discuss
the results and indicate future directions for this research.

II. DESCRIPTION OF GUIDED WAVES AND
TOMOGRAPHY

Elastic waves in extended solids are either longitudinal
or transverse, characterized by compressional or shear vibra-
tions, respectively. Boundaries cause mode coupling and of-
ten intermixing of these waves to the extent that it is no
longer useful to try to distinguish them. Locally, plate-like
structures have two boundaries and we refer to the inter-
mixed propagating compressional and shear vibrations as
Lamb waves. Lamb waves come in two families of modes:
symmetric and antisymmetric. The lowest-order symmetric
mode is a thickness stretching and contraction while the
lowest-order antisymmetric mode is a constant-thickness
flexing. Higher-order modes have increasingly complex
through-thickness displacements. Each mode has its own
characteristic dispersion properties.1,2

Curved plates behave similarly, except that for pipe-like
objects—where the plate curves around upon itself—some
additional complexities arise. The first one is that the pipe as
a whole can exhibit three families of propagating modes:
torsional, flexural, and extensional. These can be distinct
from, or intermingled with, Lamb wave~plate! modes in the
pipe. Generally speaking, we can hope to distinguish pipe
modes from plate modes in that the former are lower in fre-
quency and longer in range while the latter are higher-
frequency more localized phenomena. Of course there is no
clear demarcation between the two regimes, and in practice it

is necessary to be able to sort them out or the unwanted
modes will corrupt the datasets of interest. A second com-
plexity that arises for pipe-like objects is that more than one
helical mode can travel between any two transmit and re-
ceive locations. In Fig. 1 we show schematically a pair of
transducers on a pipe, and several helical rays propagating
away from the transmitting transducer. One of these rays
takes the most direct path partway around the pipe to the
receiving transducer while others, with steeper helical paths,
will travel further around the pipe circumferentially and will
miss the receiver. Others will make one or more complete
loops around the pipe and end up at the receiver. Although
one could envision ‘‘aiming’’ the waves in a narrow enough
beam to avoid this confusion, tomographic considerations
require that both the transmitting and receiving transducers
be as omnidirectional as possible. This adds yet a third com-
plexity; the helical waves are generated in both clockwise
and counterclockwise directions. Depending on the relative
angular positions of the transmitting and receiving transduc-
ers these pairs of modes may interfere either constructively
or destructively.

Of course, all of this complexity is what one faces in the
absence of any flaws. Flaws scatter and refract the guided
waves, and even cause energy to be converted from one
mode to another. These effects can be severe for strongly
scattering flaws such as cracks. Thickness changes due to
corrosion, erosion, or gouging can cause some modes to be
cut off, resulting in a fairly dramatic reflection of those same
modes or a dumping of the wave energy into other modes. In
our previous work on Lamb wave tomography in plates we
have developed some techniques to handle much of this
complexity,44,46 and have now found that we are able to deal
satisfactorily with the added difficulties of pipe-like geom-
etries. If we envision a series of pitch–catch helical guided
wave measurements on a pipe with a large number of trans-
ducers along two separated circumferential belts, the set of
helical crisscross ray paths is a tomographic geometry. In
Fig. 2 we illustrate this by showing a pipe that is ‘‘un-
wrapped’’ and laid flat. The transducers now lie along paral-
lel lines in what seismologists call a crosshole geometry.
Because the helical waves can wrap around the pipe more

FIG. 1. A pipe segment is shown with a transmitting transducer at A and a
receiving transducer at B. Six helical Lamb wave paths are shown, with the
shallowest only just beginning to wrap around the pipe before it reaches B.
The steepest possible helical path is the circumferential guided wave that
will ring around the pipe and be received at A. In between these two ex-
tremes, the guided wave modes are launched at A for all helicities~four are
shown! some of which will travel around the pipe one, two, and more times
before being recorded at B. Note also by symmetry that all of these waves
go in the opposite directions as well, and these mirror modes will, in gen-
eral, overlap with the guided wave modes of interest at the receiver B.
Sophisticated software to almost instantaneously sort out and identify all of
these various modes in thousands of jumbled waveforms is key to making
the HUT technique work.
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than once, we can consider the ‘‘extra’’ regions and the
longer ray paths to give better tomographic reconstruction
because these rays pass through the region of interest from
additional angles. One of the fundamental limitations of
HUT is that the wave vector coverage is incomplete because
‘‘rays’’ do not go through the region of interest from all
angles. To improve reconstructions in cross-borehole tomog-
raphy, seismologists often place a line of receivers on the
surface of the ground between the boreholes, and for tomog-
raphic plate inspection with Lamb waves we mimic a four-
sided square perimeter array so that the rays pass through
from all angles. At this early stage of development we are
able to employ only the first arriving modes, but we recog-
nize that the desire for better reconstructions will drive us
toward using the ‘‘twice around’’ steep helical modes as well
because it is not practical to surround the region of interest
from all sides to achieve complete wave vector coverage.

III. TOMOGRAPHY EQUATIONS

We have found in our previous work that the iterative
families of algorithms developed in the seismological litera-
ture are better suited to our purposes than are the
convolution-backprojection algorithms developed for medi-
cal imaging and other applications.43–46In particular, we find
that the simultaneous iterative reconstruction tomography
~SIRT! algorithms47 are relatively robust, computationally
efficient, and insensitive to experimental noise. They also
have the inherent advantage of being widely applicable to a
variety of geometries and incomplete datasets. Moreover, we
have been able to adapt and extend these algorithms some-
what to account for material anisotropy and ‘‘ray bending’’
due to scattering from flaws.44

In this work we have assumed, for simplicity, that the
waves travel in straight paths and have ignored scattering.
Figure 3 shows the particular tomographic reconstruction ge-
ometry for our scanner once it is unwrapped from the pipe.
The reconstruction algorithm attempts to solve for the Lamb
wave velocity within each grid cell,n@m,n#. In general this
can be done by solving for the slowness 1/n@m,n# from the
following system of linear equations:

T@ i , j #5 (
m,nPray@ i , j #

t@ i , j ,m,n#

5 (
m,nPray@ i , j #

d@ i , j ,m,n#

n@m,n#
. ~1!

In this system of equations,T@ i , j # is the total time it takes
the wave to travel from the transmitter to the receiver and
t@ i , j ,m,n# is the amount of time that ray@ i , j # travels within

FIG. 2. Parallel circumferential arrays of transducers can be seen to give a
cross-hole tomographic geometry when the pipe is mentally ‘‘unwrapped.’’
The two identical parallel circumferential array belts of transducers wrap
around the pipe. Each transducer in one belt transmits helical Lamb waves,
which are received by all of the transducers in the other belt. Mentally break
the pipe longitudinally along the line AB and then unwrap the pipe to lie flat.
The circumferential belts of transducers now lie along the lines AA and BB
in the ‘‘unwrapped’’ pipe. Note that the Lamb waves travel along the criss-
cross rays shown passing through the flaw. Because the helical waves can
wrap around the pipe more than once we can consider the ‘‘extra’’ regions to
the left and right of AB. These longer ray paths give better tomographic
reconstruction because they pass through the flaw from additional angles.

FIG. 3. Helical ultrasound tomographic reconstruction geometry un-
wrapped. Transmitter and receiver locations are shown by the filled circles
along the left and right columns. Three different ray paths are shown via the
dashed-line arrows.

FIG. 4. Data acquisition block diagram for the computer-controlled HUT
scanner.
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the cell@m,n#. t@ i , j ,m,n# is equivalent to the length of
ray@ i , j # in cell@m,n# ~denoted byd@ i , j ,m,n#) divided by
the cell velocityn@m,n#. The segment lengths,d@ i , j ,m,n#,
are calculated theoretically andT@ i , j # is measured experi-

mentally. The solution of this system of equations yields a
velocity map over the entire region. Given the operating fre-
quency, we can then convert this velocity map into a thick-
ness map used to detect flaws within the region of interest.
For our current scanning system~1! provides a system ofN2

equations, whereN5180 typically. The limitation on the
number of transducer elements~N! is a combination of the
footprint of the transducer, the radius of the inspected pipe,
the allowable scanning time, and the desired reconstruction
quality. To avoid the computationally expensive inversion of
such a large matrix, we use the SIRT algorithm outlined in
Kak and Slaney47 to solve this inverse problem. The adapta-
tion of this algorithm to our problem has four main steps.

(i) Step 1: First we determine the segment lengths
d@ i , j ,m,n# theoretically. Then, using an initial guess
n0@m,n# for the cell velocities, we calculate the initial esti-
mated arrival times for each ray:

T0@ i , j #5 (
m,nPray@ i , j #

d@ i , j ,m,n#

n0@m,n#
. ~2!

In subsequent iterations, the estimated arrival times are cal-

FIG. 5. A thick-walled steel pipe sample is shown in the HUT scanner.
Conical delay lines are used on the spring-loaded contact transducers in
order to minimize their footprint.

FIG. 6. Four reconstructions are shown for increasing flaw size in the same thick-walled steel sample shown in Fig. 5. The red horizontal striations andthe
blue criss-cross artifact indicate the location of the flaws, which can be seen to increase in size, as expected.

770 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 K. R. Leonard and M. K. Hinders: Guided wave tomography



culated with the updated cell velocities calculated below in
step~3!:

Tk@ i , j #5 (
m,nPray@ i , j #

d@ i , j ,m,n#

nk@m,n#
, ~3!

wherek is the iteration number.
(ii) Step 2: For every ray, calculate the difference be-

tween the velocities in the current iteration from those in the
previous iteration for each cell that the ray passes through:

D
1

nm,nPray@ i , j #@m,n#
5

Tk@ i , j #2Tk21@ i , j #

L@ i , j #
, ~4!

whereL@ i , j # is the length of ray@ i , j # andT@ i , j # is the ex-
perimentally measured arrival time for the ray@ i , j #. During
each iteration, cycle through each ray and record how many
times each individual cell has a change in velocity and what
that change is.

(iii) Step 3: Finally, update each cell’s velocity by taking
the average of the differences recorded for that cell in step 2
and adding it to the cell’s current velocity:

1

nk11@m,n#
5

1

nk@m,n#
1DAVG

1

n@m,n#
. ~5!

(iv) Step 4: Steps~1!–~3! are repeated until the required
accuracy is reached. For our results below 50 global itera-
tions were used.

IV. DESCRIPTION OF SETUP AND EXPERIMENTAL
RESULTS

We have constructed the apparatus shown in Fig. 4 to
mimic two circumferential belts of transducers via a pair of
transducers incremented by stepper motors under computer
control. For each transmitter location a guided wave is
launched by exciting the contact transducer with a toneburst
while the receiver is paused briefly in turn at all of the cir-
cumferential positions to catch the various helical Lamb
waves. The frequency of the tone burst is chosen to select the
guided wave modes of interest, typically those that will be
first arriving in order to minimize complications from over-
lapping modes. The recorded waveforms at each pitch–catch
pair location are digitized and processed on the computer to
extract the arrival times and/or amplitudes of the mode~s! of
interest. Additional projections are taken by stepping the
transmitter in turn to all of the circumferential positions and
repeating the process. The complete set of arrival times or
amplitudes are then passed to the tomographic reconstruction
codes.

A block diagram of the data acquisition equipment for
the HUT scanner is also shown in Fig. 4. The Matec™ TB-
1000 PC ISA board is used to form a tone burst of typically

FIG. 7. Velocity scatter plots are shown for unflawed pipe samples at 0.5
MHz ~a! and 1.35 MHz~b!. If our arrival-time extraction algorithms were
perfect, all of the data points would be clustered about the dark horizontal
bands.

FIG. 8. Typical waveforms for meridional~a! and helical~b! guided wave
modes.
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3–15 cycles. In the reconstructions shown here, a 15-cycle
1.35 MHz tone burst drives the transmitting transducer, a
2.25 MHz center frequency broadband longitudinal trans-
ducer, which excites Lamb-like guided wave modes in the
pipe. The received signal is amplified, filtered, and then digi-
tized by a GAGE™ CS8012A DAQ board with 12-bit reso-
lution and 100 MHz sampling rate. Initial testing was per-
formed on a steel pipe with an ID of 75 mm and an OD of
102 mm. The distance between the transmitter and receiver
at the same circumferential angle was 320 mm. Glycerin was
used as a coupling agent because it provided good transmis-
sion of the signal and had a high enough surface tension that
the coupling was consistent, even on the bottom side of the
pipe. Each recorded waveform was gated around the first
arriving mode, which in our measurements was the S6 mode.

For this pipe sample that mode has a group velocity of a
little over 5 mm/ms and is reasonably nondispersive. The
next fastest modes we record are less than 4 mm/ms with
several slower modes present, but in the 3–4 mm/ms range,
so they separate out from the first arriving S6 mode. After
the data had been recorded, the arrival time for the fastest
mode was extracted for each waveform and then sent to the
tomographic algorithm described above, resulting in the re-

constructions shown below. All of the signal processing al-
gorithms are fully automated since the large number of indi-
vidual pitch–catch measurements necessary precludes any
manual analysis of the waveforms. The waveform process-
ing, mode-extraction, and tomographic reconstructions take
only a total of a few seconds on a modern PC running Linux.

Figure 5 is a photo of the thick-walled steel pipe sample
with a rectangular flat thinned region. This sample, with four
different lengths of flaws, was used for the tests. The thin-
ning is about 25% at the center of the rectangular region,
with only a surface slope change~but no thickness change! at
the circumferential edges and a varying-depth step disconti-
nuity at the axial edges. The photo also shows the conical
delay lines that are used with the contact transducers in order
to minimize their footprint.

Figure 6 shows four reconstructions for increasing
length of the rectangular thinning. The red horizontal stria-
tions and the blue criss-cross artifact indicate the location of
the flaws, which can be seen to increase in size, as expected.
Note that the scans are shown for different angular positions
of the flaws, but all other scanning, reconstruction, and ren-
dering parameters are remained unchanged. No additional
image processing or enhancement has been done to improve

FIG. 9. Velocity scatter plots are shown for flawed samples from Fig. 6, as extracted by our algorithms versus ray number. The rays that pass through the flaws
indicate a different velocity because the modes we select for our measurements are dispersive:instantaneous speed varies with local pipe wall thickness. A
second effect also occurs at the strongly scattering edges, which is a diffraction of the guided wave modes. This also often shows up as a slowing, because
the waves tend to skirt around the flaw and hence take an effectively longer path from transmitter to receiver.
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the appearance of these ‘‘raw’’ reconstructions. Note also
that we have not yet made other than a few minor changes to
our Lamb wave tomography codes. Significant enhancement
is expected as this software is optimized.

V. DISCUSSION

Figure 7 shows two scatter plots of the velocities ex-
tracted by our algorithms versus the ray number for the pipe
in its unflawed state, scanned at two different frequencies:
0.5 and 1.35 MHz. A ‘‘perfect’’ result would show all of the
velocities in the tight band at about 2.9 mm/ms ~7 A! and 5.2
mm/ms @Fig. 7~b!# which are the velocities for the mode of
interest at the two frequencies. Note several things from
these plots. In Fig. 7~a!, two clusters of rays gave points
between 3.2 and 3.4 mm/ms, which likely means that our
thresholding to ignore the early pipe modes needs to be ad-
justed. Also apparent is the weak regular structure that has
two dips. We speculate that this is when the two counterhe-
lically propagating mode pairs destructively interfere~pitch
and catch directly opposite each other! and thus the mode of
interest zeros out. Consequently, our algorithms then pick out
one of the nonhelical pipe modes. In Fig. 7~b! the pipe
modes were not apparent because of the higher frequency,
and we see a fair number of points where our algorithms
appear to have missed the mode of interest and instead
picked out slower~smaller velocity! modes below the dark
band at about 5.2 mm/ms.

Figure 8 shows two typical waveforms recorded by our
system on the unflawed pipe sample at 1.35 MHz. The top
one is for a meridional wave, where both transducers are at
the same angular position. The bottom one is when they are
90° rotated from one another. Both are single shot without
averaging and are shown on an arbitrary amplitude scale that
is consistent between them. Note that the signals we are deal-
ing with do not have distinct, isolated modes, and that the
essential character of the waveforms changes dramatically
throughout the measurements, even in the absence of flaws.
We tend to use the subtle arrival-time changes in the first-
arriving modes because coupling variations in our laboratory
scanning system introduce uncertainty into amplitude mea-
surements and because our mode identification and extrac-
tion algorithms are not quite robust enough yet to deal with
the later mutually overlapping modes.

The four plots in Fig. 9 show the same representation of
velocities for the four flawed samples as Fig. 7. For those
rays that do not pass through the flaw, the velocity is con-
stant, and our algorithm reliably returns a velocity in the
band just above 5 mm/ms, which is the velocity of the S6
mode of interest for these scans. Because the modes we se-
lect for our measurements are dispersive, their instantaneous
speed varies with local pipe wall thickness and the rays that
pass through the flaws indicate a different velocity.

Additionally, diffraction of the guided wave modes oc-
curs at the strongly scattering edges of the flaws. This often
shows up as a slowing of the guided wave, because the
waves tend to skirt around the flaw and hence take an effec-
tively longer path from transmitter to receiver. Figure 10
shows the tomographic velocity profiles for three different
horizontal slices through Fig. 6~b!. It can be seen that outside
the flaw the velocity remains close to the background level
of about 5.25 mm/ms. The other two profiles are taken from
different locations within the flaw. Figure 10~c! shows how
the waves have an apparent decrease in velocity as they en-
counter the edges of the flaw and an increase in velocity at

FIG. 10. Each graph represents a different horizontal cross section of the
tomographic reconstruction shown in Fig. 6~b!. These velocity profiles can
be converted to thickness profiles.~a! A horizontal cross section outside the
flawed region. The background level is around 5.25 mm/ms, which is to be
expected from the unflawed portion of the sample.~b! This horizontal cross
section is taken from the red region that can be seen on the top edge of the
flaw in Fig. 6~b!. ~c! The velocity profile for the horizontal cross section
directly through the center of the flaw.
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the center of the flaw, where they do not interact with
strongly scattering edges. Accounting for the complicated
physics involved and developing optimized algorithms to ex-
tract the different mode arrivals is a key part of our future
work, the goal of which is clear and unambiguous recon-
structions that localize, size, and quantify flaws in real time.
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Bubble levitation and translation under single-bubble
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Bubble levitation in an acoustic standing wave is re-examined for conditions relevant to
single-bubble sonoluminescence. Unlike a previous examination@Matulaet al., J. Acoust. Soc. Am.
102, 1522–1527~1997!#, the stable parameter space@Pa ,R0# is accounted for in this realization.
Forces such as the added mass force and drag are included, and the results are compared with a
simple force balance that equates the Bjerknes force to the buoyancy force. Under normal
sonoluminescence conditions, the comparison is quite favorable. A more complete accounting of the
forces shows that a stably levitated bubble does undergo periodic translational motion. The
asymmetries associated with translational motion are hypothesized to generate instabilities in the
spherical shape of the bubble. A reduction in gravity results in reduced translational motion. It is
hypothesized that such conditions may lead to increased light output from sonoluminescing bubbles.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1589753#

PACS numbers: 43.35.Hl, 43.25.Yw@AJS#

I. INTRODUCTION

Single-bubble sonoluminescence~SBSL! refers to the
periodic1 energetic collapse of a single bubble, leading to the
emission of light.2 SBSL is obtained by levitating a bubble
near the pressure antinode of an acoustic standing wave.
Bubble levitation occurs because of a balance between the
time-averaged acoustic radiation~Bjerknes! force and the
time-averaged buoyancy force.3,4

Besides the obvious mechanistic rationale for studying
SBSL, there are important issues related to nonlinear bubble
oscillations coupled to bubble translation that have yet to be
explored in detail. Applications include fluid processing5 and
medical ultrasound.6 In these and other cases, bubbles can
form and grow, and be manipulated by acoustic waves. Al-
though much is known with linear coupled equations,7 it is
important to understand the coupled behavior of nonlinear
pulsation and translation. Bubble levitation systems are an
ideal starting point because they are principally understood.
Bubble levitation and translation in these well-defined sys-
tems can provide clues as to how ultrasound interacts with
highly nonlinear bubble oscillations. For example, in SBSL
bubbles are usually seeded far from their levitation position.
It is the action of the relatively large acoustic radiation force
that pulls them toward the antinode. The translation of these
bubbles to their levitation position has not yet been studied.
In this paper, we will utilize a coupled oscillation/translation
set of equations to examine bubble translation under SBSL
conditions. Recently, a similar formulation was used to show
that maximum translation occurs during bubble collapse.8

In previous work, we showed that the levitation position
of an SBSL bubble~relative to the pressure antinode! moved
upwards with drive pressure~the opposite direction to small-
amplitude forcing!.9 However, the calculations assumed that
the ambient bubble size remained the same for all drive pres-

sures. We now know that the bubble size changes with drive
pressure.10,11Our paper will take into account this new infor-
mation. For simplicity, we will limit ourselves to just a single
dissolved gas concentration.

Several applications will be examined. We will compare
the levitation position within a rectangular and spherical
resonator driven at the same frequency. We will look at the
initial bubble formation, and the translation of the bubble
from initial formation to its equilibrium levitation position.
We will also examine bubble levitation under various gravi-
tational conditions, and show a comparison with an experi-
ment. Finally, we will show that the translational velocity of
an SBSL bubble increases with drive pressure, and may be
the mechanism for the extinction threshold, the upper limit
of energy concentration for SBSL bubbles.

II. THEORY

The model we use consists of a radial equation of mo-
tion coupled to a translational equation of motion. The cal-
culations are limited in that we do not account for the vapor
pressure~and corresponding vapor diffusion!, or that a trans-
lating bubble may depart from its spherical shape. However,
because we are interested in the instantaneous motion of the
bubble, we do not decouple the equations by utilizing an
‘‘average’’ bubble radius.

A. Radial model

The radial equation of motion is a modified Rayleigh-
Plesset equation that is common in SBSL modeling. The
equation is2
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R

R
2

2s

R
. ~1!

a!Electronic mail: matula@apl.washington.edu
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In the calculations, we used an ambient pressureP051.103
3105 Pa, frequencyf 525 kHz, speed of sound in waterc
51500 m/s, water densityr51000 kg/m3, shear viscosity
h51023 kg/~m•s), and surface tensions50.072 N/m. The
temporal component of the driving pressure wasP(t)
52Pa sin(vt). The internal gas pressure was calculated
from

pg~ t !5S P01
2s

R0
D F R0

32h3

R~ t !32h3G g

, ~2!

with g51, to keep the calculations simple.

B. Diffusional stability

In order to solve the radial equation of motion, knowl-
edge of the ambient radiusR0 and drive pressurePa must be
known. These parameters are obtained by our current under-
standing that stable SBSL bubbles are diffusionally stable;
that is, there is no net mass flux during a given acoustic cycle
~we are neglecting the shape-stability criteria, since most of
the results are applied to bubbles known to be shape stable!.
A common equation to describe the diffusion stability condi-
tion is2

c`

c0
5

* R4pg dt

P0* R4 dt
, ~3!

wherec` refers to the gas concentration far from the bubble,
andc0 refers to the saturated gas concentration. In this paper,
we assume that the concentration ratio is 0.001. This condi-
tion applies to air bubbles in water, which are known to be
mostly filled with argon~because the diatomic gases N2 and
O2 are dissociated and their products condense in the sur-
rounding water!.12

Solving the radial equation of motion for many different
drive pressures and ambient radii, subject to the stability
condition generates a particular set of@Pa ,R0# pairs which
are stable against diffusion. The@Pa ,R0# pairs make up what
is commonly referred to as the parameter space for SBSL.

Therefore, the first order of business is to determine the
set of@Pa ,R0# pairs that provides stable SBSL at 25 kHz. In
order to be complete, we included pairs that are outside the
expected SBSL range~smaller bubbles are below the lumi-
nescence threshold, while larger bubbles are above the ex-
tinction threshold, where shape instabilities that are not dis-
cussed here occur!. Figure 1 shows the@Pa ,R0# pairs from
R051 mm up to R056.8mm. In some instances we will
perform a sample calculation with a specific value ofR0

54.0mm, within the predicted stability region for SBSL; the
corresponding pressure amplitude isPa51.44 atm.

C. Resonators

Two geometries for levitation cells~or resonators! are
considered; spherical, and rectangular with a square cross
section. The distinction is important because the spatial pres-
sure profile is used in the translation calculations. To be con-
sistent, we will assume that both the rectangular and spheri-
cal resonators are water-filled, with an air boundary such that
the pressure goes to zero at the boundary, and that the reso-

nance frequency of both is 25 kHz. The center of the reso-
nators is taken to bex,y,z50. We also assume that the hori-
zontal forces are symmetrical, and thus cancel~the bubble is
levitated atx,y50). In the vertical direction, the body force
of gravity produces an asymmetry, giving rise to vertical
translation of the bubble.

The spatial pressure profile in a spherical resonator goes
as P(r )5Paj 0(kr)5Pa sin(kr)/(kr), where k5v/c. This
zeroth-order spherical Bessel function has its first zero~reso-
nator wall! at p. Thus, the resonator’s radius is found from
ka52p f a/c5p, or a5c/(2 f )53 cm.

The vertical spatial pressure profile in the rectangular
resonator goes asP(z)5Pa cos(kzz), wherekz52p/lz . The
idea is to find a geometry to compare with the spherical
resonator (f 525 kHz, ‘‘radius’’53 cm!. We therefore take
the radius as half its height. This implies that the rectangular
resonator is 6 cm tall, and has a wavelengthlz512 cm. The
cross-section dimensions are found by noting that the wave
numberk52p f /c5A2kx

21kz
2 ~with a square cross section,

kx5ky). With this information, we find that the rectangular
geometry is 4.9 cm square by 6 cm tall.

D. Levitation position „simple relation …

In this section we look for an analytical expression that
describes the equilibrium bubble positionz for a given set of
@Pa ,R0# pairs. Following the work of Eller3 and Matula
et al.,9 we consider that at equilibrium there exists a balance
between the time-averaged acoustic radiation~Bjerknes!
force and the buoyancy force. These forces are given by

F rad52V~ t !¹P, ~4!

and

Fbuoy5rgz, ~5!

where V~t! is the instantaneous volume of the bubble,g
~59.8 m/s2 in earth-based laboratories! is the acceleration
due to gravity andz5z(t) is the position of the bubble,

FIG. 1. Stability parameter space withC` /C050.001. The filled markers
represent the SBSL region. The calculated luminescence threshold is near
Pa'1.35 atm and the extinction threshold is nearPa'1.55 atm. These
points serve only as a guide, and are not meant to be absolute.
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measured relative to the pressure antinode. Therefore:
^F rad&5^Fbuoy&. Note that the Bjerknes force depends on the
geometry of the system, because of the¹P term.

1. Rectangular resonator

The pressure here is given byP52Pa cos(kzz)sin(vt),
and the gradient of the pressure at the equilibrium position is
¹P5Pa sin(kzz0)sin(vt)'Pakzz0 sin(vt) for small z0 . The
magnitude of the Bjerknes force is thuŝ F rad&
'Pakzz0^V(t)sin(vt)&. By equating the two time-averaged
forces, and solving forz0 , one obtains9

z0R'
rg

kz
2Pa

L1

L2
, ~6!

where

L15
1

T E
0

T

V~ t !dt and L25
1

T E
0

T

V~ t !sin~vt !dt. ~7!

We added the subscript ‘‘R’’ to remind us that the levitation
position is for a rectangular resonator.

2. Spherical resonator

Here, the pressure is given byP52Paj 0(kr)sin(vt)
52Pa sin(kr)/(kr)sin(vt), and the pressure gradient at equi-
librium r 05z0 ~since the motion is vertical! is

¹P52kPaj 1~kz0!sin~vt !

5
2Pa

z0
Fsin~kz0!

kz0
2cos~kz0!Gsin~vt !

'
2Pakz0

3
sin~vt !, ~8!

for smallz0 . Therefore, the equilibrium bubble position in a
spherical resonator is

z0S'
3rg

k2Pa

L1

L2
, ~9!

whereL1 andL2 are given by Eq.~7! and the ‘‘S’’ reminds
us that the levitation position is for a spherical resonator.
Equations~6! and ~9! are thus the levitation positions for a
rectangular and spherical cell, respectively.

In Fig. 2 we show how these two expressions compare.
In all cases, the bubble position in a rectangular resonator is
slightly higher than in the corresponding spherical resonator.
Later, we will compare the spherical levitation expression
with a numerical solution that includes other forces to show
that there is little difference when the other forces are ne-
glected. These other forces are, however, important when
considering the translation of bubbles.

E. Z„t … model

For simplicity, we assume that the bubble remains
spherical at all times. The translational equation of motion is
obtained by summing up all the forces acting on the bubble.
In addition to the acoustic radiation and buoyancy forces

described above, there is also an added mass force which
accounts for changes in momentum when a translating
bubble changes size

Fmass52
1

2
r

d

dt
@V~ t !ur #, ~10!

and a drag force

212prur
2R2~ t !

Re
. ~11!

Here,ur5ub2ul is the relative velocity of the bubble, where
ul is the liquid velocity.ul is obtained by solving Euler’s
equation; the Reynolds number is given by Re52rurR/m.
There are several formulations for the drag force.13 We ex-
amined both a Stokes drag and a ‘‘Crum’’ drag,4 and found
little difference. The addition of a ‘‘history’’ force is ne-
glected here.8

The total net force gives rise to an acceleration of the
bubble; thus14

mbu̇b52V~ t !¹P1rgz2
1

2
r

d

dt
@V~ t !ur #2

12rur
2R2

Re
,

~12!

where the bubble massmb5rbV(t). In the following sec-
tions we examine the levitation position of a bubble by con-
sidering all the forces. We will also examine the instanta-
neous motion of a bubble during a given acoustic cycle.

F. Levitation position „all forces considered …

In order to be brief, we show only the case of a 6-cm-
diameter spherical resonator operating at 25 kHz. The rect-
angular resonator results are not significantly different. We
calculated the final equilibrium position of the bubble by
solving the translational equation of motion for a given set of
@Pa ,R0# pairs over many acoustic cycles until the average
bubble position converged to an equilibrium position. The
equilibrium position for the various@Pa ,R0# pairs is shown
in Fig. 3. Both a two-dimensional and three-dimensional rep-

FIG. 2. The equilibrium levitation position of a bubble for a given@Pa ,R0#
pair. The squares are for a rectangular resonator and the circles are for a
spherical resonator.
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resentation of the levitation position are shown. The three-
dimensional view also includes the parameter space curve.
Figure 4 compares the analytical expression for the levitation
position, Eq.~9!, with the more complicated steady-state so-
lution of Eq. ~12!. There is little difference in the SBSL
parameter space.

G. Bubble motion at equilibrium

Although the bubble is stationary in the averaged sense,
there does exist instantaneous translation motion. The motion
occurs because the bubble is levitated slightly above the
pressure antinode, and the periodic growth and collapse re-
sults in periodic translational forces on the bubble.9 In Fig. 5
we show the steady-state motion of a 4.0-mm bubble for
several acoustic cycles. The radial motion~a! is repetitive,
cycle to cycle. The translational motion~b! varies almost
sinusoidally during an acoustic cycle, and appears to drift a
little from cycle to cycle. The drift is probably due to nu-

merical round-off errors in the calculations. The magnitude
of the translational velocity~c! is maximized during the final
moments of collapse.

A closer examination of the bubble motion during a
single acoustic cycle is shown in Fig. 6~a!. The sinusoidal
translational motion in thez direction is interrupted during
the final moments of collapse, when the added mass force
dominates the motion, causing the bubble to accelerate.

An expanded view during the final moments of collapse
is shown in Fig. 6~b!. Note that the details shown here are
critically dependent on the details of the gas within the
bubble. Vapor trapping would undoubtedly have an influence
over the details. The important point here is that the transla-
tional acceleration of the bubble dramatically increases dur-
ing the final moments of collapse. We will examine this be-
havior a little more closely in the gravitational subsection.

The calculations above are meant to illustrate the phys-
ics of the coupled oscillation/translation of a sonolumines-
cence bubble. It should be noted that real systems have other

FIG. 3. ~a! Steady-state stability position of a bubble above the pressure
antinode for various ambient radii, or equivalently, drive pressures. The
inset shows an expanded region in the SBSL parameter space, and corre-
sponds to the darker markers.~b! A representation of the steady-state stabil-
ity position of a bubble in the diffusive equilibrium parameter space. Stable
SBSL bubbles are shown as darker, filled circles. Open circle positions
below '2.5 mm are unstable, while open circle positions above'6.5 mm
are above the extinction threshold.

FIG. 4. A comparison between the numerical solution obtained by solving
the full translational equation and the analytical solution obtained by equat-
ing the time-averaged acoustic radiation and buoyancy forces. In the stable
SBSL parameter space, there is little difference between the two solutions.

FIG. 5. The steady-state radius~a!, position ~b!, and translational velocity
~c! are shown here for ten consecutive acoustic cycles for a 4.0-mm radius
bubble driven at 1.44 atm. From~c! we can see that the added mass force
dominates during collapse.
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influences that we have not considered. For example, we
have assumed that the system is driven by a single frequency.
Holzfusset al.15 showed that inclusion of higher harmonics
~present in any real system! can have dramatic influences on
bubble stability, and in some cases results in bubble levita-
tion below the calculated pressure antinode for a single-
frequency drive. In another study, Holzfusset al.16 showed
that the shock wave emitted by the collapsing bubble can be
reflected and refocused back towards the bubble. The refo-
cused wave may also influence bubble stability. The degree
to which these influences affect bubble stability would of
course depend on the specific levitation system.

III. APPLICATIONS

A. SBSL startup

Sonoluminescence experiments are often carried out by
creating one or more bubbles near the air/water interface,
with the drive pressure already set at the correct level for
stable SBSL. For example, in our spherical resonators, a cur-
rent pulse through a nichrome wire a couple of centimeters
above the antinode creates bubbles that are then drawn to

their levitation position very quickly. Coalescence and disso-
lution to reach a stable steady state is an automatic response
of the system. The time it takes for a bubble to reach its
levitation position has not been studied, but it appears to be
on the order of milliseconds. We attempted to simulate this
SBSL startup phase in order to determine if the calculated
time scales seemed reasonable.

In this numerical experiment, we ‘‘created’’ a bubble 2
cm above the antinode and followed its motion for 5000
consecutive acoustic cycles. At the end of each acoustic
cycle, we used the final value of its position as an initial
condition for the next acoustic cycle. Because realistic
bubbles are usually bigger than ambient SBSL bubbles, our
initial bubble size was set to 100mm. We assumed that the
bubble would dissolve during its transition to its levitation
position, since the water is highly degassed~we also as-
sumed the bubble remained spherical at all times, although
by translating through the fluid, it may deform!. We thus
numerically decreased the bubble size of each acoustic cycle
linearly from its initial value to 10mm at the end of the
calculation~5000 acoustic cycles later!. The finalR0 of 10
mm is about the size of an air bubble, before chemical diffu-
sion removes the diatomic gases.17

We furthermore needed to account for a pressure ampli-
tude that depends on the position of the bubble at the end of
each acoustic cycle. That is, we chose a pressure amplitude
that would generate a 4.0-mm stable SBSL bubble (Pa

51.44 atm). However, a bubble located 2 cm from the anti-
node will feel a reduced pressure@by the factor sin(kr)/kr].
We accounted for this by calculating a new driving pressure
amplitude at each location of the bubble, over the entire 5000
acoustic cycles.

To recap, we began with a 100-mm bubble at a distance
2 cm above the antinode. We determined how far the bubble
traveled at this local pressure amplitude in a single acoustic
cycle. At the end of the acoustic cycle, we updated the initial
conditions (R0 , Pa , andz0 ,) and recalculated its motion. In

FIG. 7. Simulated experiment of a dissolving bubble being drawn to its
levitation position. The initial bubble size is 100mm, and decreased linearly
to 10 mm after 5000 acoustic cycles. At each acoustic cycle, the pressure
amplitude is adjusted to account for spatial variations in the field.

FIG. 6. ~a! One acoustic cycle of a 4.0-mm radius bubble~corresponding
pressure amplitudePa51.44 atm). Shown are the vertical positionz(t) and
translational velocityUb(t). The radiusR(t) plot is overlaid only for refer-
ence purposes.~b! A close-up view of the positionz(t) and translational
velocity Ub(t) during the final moments of bubble collapse and initial re-
bound. The radiusR(t) plot is overlaid only for reference purposes.
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Fig. 7 we show how such a changing bubble is pulled to its
levitation position. In this numerical experiment, the bubble
nears its levitation position in about 200 ms~5000 acoustic
cycles!. For comparison purposes, if the initial bubble size
was 50mm, the translation time was about 100 ms; if the
final bubble size was 50mm, the translation time was on the
order of 150 ms; if the initial and final bubble sizes were 20
and 10mm, the translation time was close to 60 ms. Al-
though our assumptions for initial, final, and rate of change
in size are arbitrary, these time scales seem reasonable.

B. Gravitational effects

According to Eqs.~6! and ~9!, the levitation position of
a bubble is directly proportional to the gravitational accelera-
tion. Perhaps even more important is that the translational
velocity and acceleration are also functions ofg. A bubble
moving through a fluid fast enough may lose its ability to
focus enough energy to generate light, and thus this transla-
tional motion may be the dominant mechanism for the ex-
tinction threshold.18

We show in Table I the calculated levitation position of
a 4.0-mm bubble (Pa51.44 atm) in a spherical resonator.
The position, translational velocity, and acceleration are
given for hypergravity ('2g, g59.8 m/s2), normal gravity
(1 g), in NASA’s parabolic research aircraft, a KC135A
(g8'1022g), and in the International Space Station~ISS!,
whereg9'1024g.

Comparison with experiment is difficult due to the lack
of available data. We have preliminary levitation data from
an experiment performed several years ago that shows the
bubble position as it transitions from a hypergravity state
('2g’s! to a microgravity state in the KC135A aircraft~see
Fig. 8!. The bubble moves about 400mm during the transi-

tion. We calculate that a 4.0-mm bubble should move about
130 mm ~see Table I!. It should be emphasized that the cal-
culation is performed under specific conditions that do not
match the experimental conditions~which are not precisely
known!. For example, the equilibrium position of a 5.4-mm
bubble~with a gas concentration ratio of 0.001! changes by
about 240mm, not 130mm. Changing the gas concentration
ratio would also change the results.

Measurements of the translational velocity or accelera-
tion are even more difficult because the extent of the motion
is very small~see Figs. 5 and 6!. We hypothesize that these
translational movements can lead to bubble instabilities. Spe-
cifically, the extinction threshold~the maximum energy con-
centration achievable in SBSL! may be a measure of insta-
bilities brought about by bubble translation. It has been
shown that instabilities limit the collapse strength,11 and we
argue that the mechanism for instabilities is bubble transla-
tion. Not enough information is known at this time to resolve
the issue, but we show in Fig. 9 that the maximum transla-
tional velocity increases with drive pressure. If the dominant
extinction mechanism is buoyancy, then one should expect
that under microgravity conditions where the bubble velocity
is reduced~see Table I!, the extinction threshold should
increase.

IV. CONCLUSIONS

Bubble levitation and translation was considered for
conditions relevant to single-bubble sonoluminescence. Ana-
lytical expressions for bubble levitation were derived for a
spherical resonator, and compared with a rectangular resona-
tor. Comparable results were found using a more complete
equation of motion for a bubble. The maximum bubble ve-
locities and accelerations in microgravity are orders of mag-
nitude lower than under terrestrial conditions, and may result
in an increased extinction threshold.
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FIG. 8. The gravitational acceleration in NASA’s parabolic research aircraft
over a single parabola. The bubble translated about 400mm during this
parabola. As expected, in microgravity, the bubble moved closer to the an-
tinode.

FIG. 9. The maximum translational velocity of the bubble is plotted as a
function of drive pressure amplitude.

TABLE I. Levitation position, translational velocity, and translational accel-
eration for a 4.0-mm radius bubble (Pa51.44 atm).

Acceleration* g (m/s2) z (mm) ub (mm/ms) u̇b (mm/ms2)

2 130 331021 23104

1 65 231021 13104

1022 6531022 231023 200
1024 6531024 531025 3
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A heat-driven thermoacoustic refrigerator has been designed and tested. A detailed thermal model of
the device is presented. Energy balances within the system are discussed using external, heat
exchanger, and stack control volumes in order to clarify the relationships of work and heat fluxes
below and above onset. Thermal modeling is discussed as a tool for performance analysis as well
as for determining system heat losses and finding input heat flows required by a thermoacoustic
code. A method of using the control volume balance equations to find stack work and device
efficiencies is presented. Experimental measurements are compared toDELTAE thermoacoustic
modeling predictions. Modeling results show that viscous losses within the system have a significant
impact on the device performance as well as on the ability ofDELTAE to accurately predict
performance. Modeling has led to an understanding of system performance and highlighted loss
sources that are areas for improvement in a redesign. ©2003 Acoustical Society of America.
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I. INTRODUCTION

The basic science of using a temperature gradient along
a surface to generate sound~or vice versa! has been pre-
sented well by Swift in his review article~Swift, 1988!.
Since that time, the development of numerical thermoacous-
tic ~TA! modeling codes~especiallyDELTAE, Ward and Swift,
1996! has aided in a rapid increase in the number of research
programs working on thermoacoustic systems. More re-
cently, Swift has combined additional material into book for-
mat ~Swift, 2002!, giving a review of the current state of TA
knowledge and research while pointing out the challenges
ahead.

Thermal modeling of thermoacoustic devices~i.e., mod-
eling heat movement throughout a system and not just in the
stack! is not often discussed in the literature. In Swift’s in-
troductory thermoacoustics book~2002!, methods for mea-
suring insulation heat loss and heat removal in water-cooling
flows are discussed. Backhaus and Swift~2000! give a more
detailed discussion of pertinent heat losses in their
Stirling-TA engine and how they were calculated. However,
the relationships of these losses to thermoacoustic heat flows,
and the use of thermal modeling for performance analysis, is
not discussed explicitly. Adeff and Hofler~2000! discuss a
transient method used to find the load on their heat pump
stack. The arrangement of their device, with the heat pump
stack located on the opposite end of their half-wave resona-
tor, allowed them to use lumped capacitance analysis to find
the loading on the heat pump stack from transient solar tests.
Their approach allows finding actual cooling power, but is
not useful in the case of the present apparatus~heat-driven

thermoacoustic apparatus, HDTA!, nor of many other de-
vices.

This paper seeks to address a proper understanding of
the place of a thermal system model relative to numerical
thermoacoustic modeling of a TA device, and to document
the use of thermal modeling as a tool for obtaining stack
work and thermal efficiencies from experimental temperature
and heat-flow measurements. After a discussion of thermal
modeling, the design of the HDTA setup is presented. Then,
control volume analysis is used to show interaction of ther-
mal and acoustic fluxes and demonstrate how work terms can
be found from the thermal model. Finally, HDTA measure-
ments are compared toDELTAE predictions with discussion of
thermal and viscous loss estimation.

II. THERMAL MODELING

An accurate thermal model not only translates input
powers and measured temperatures into stack fluxes versus
heat losses~insulation and others!, but by itself it can be used
to find stack work fluxes~acoustic power! even without pres-
sure measurement, at least for some device configurations.

Thermal modeling of any system has its foundation in
first-law energy balances of different system control volumes
~e.g., a heat exchanger or stack!. The heat fluxes across the
control volume boundaries include solid conduction, convec-
tion, and radiation. In TA devices above onset, these same
control volume balances have additional acoustic work
fluxes in them as well as changes in some of the thermal
conduction terms. Any heat-transfer textbook~e.g., Incropera
and DeWitt, 1985! will discuss conduction~Fourier’s law!,
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convection, and radiation flux estimation, as well as the im-
plications of nonconstant material properties, inhomoge-
neous materials, and application of finite-element methods
for more complex control volumes. More detail on contact
resistance estimation can be found in Madhusudana~1996!.
Property data sources include references such as the TPRC
~Touloukian and DeWitt, 1970! for older materials. The web-
site atmatweb.comis an excellent database of recent data on
a variety of materials.

An accurate thermal model must be detailed: accurate
device dimensions, contact resistances, thermal conductivity
variation with temperature, internal and external radiation
and convection, and consideration of nonuniform~i.e., 3D!
temperature profiles within system elements. The tempera-
ture distribution within a part should be estimated, and if
necessary measured or computationally modeled. Some esti-
mate of the temperature variation is useful at least for place-
ment of thermocouples, or interpretation and error analysis
of thermocouple signals. Generally, considering all of these
elements in the design phase can lead to a better design with
more accurate measurements.

In its typical form, a thermal model is a system of equa-
tions with the first-law balances of several control volumes
within a device. Below onset, an accurate thermal model will
balance. That is, supplying measured power and temperature
data as inputs to the model will result in all control volumes
showing a balanced condition. The external balance will
show that the combined input and load power is all seen
exiting the device, either in the cooling water stream or in
insulation/convection loss. An internal part balance will
show that the sum of all fluxes crossing the control volume
boundary equals zero.

Below-onset data are useful for tuning the model param-
eters necessary to find heat losses above onset. Ideally, a
device is operated at the same thermal conditions above and
below onset so that thermal losses are the same and can be
separated from TA fluxes. In the case of HDTA, five below-
onset data sets~using lower mean gas pressure to avoid onset
at higher temperatures! were used to tune values of some
uncertain thermal properties: insulation thermal resistance,
thermal conductivity of some materials at elevated tempera-
tures, contact resistance between flanges, etc. Additional
measurements~temperature surveys at different points on in-
dividual parts, heat flux probe measurements! were made to
help understand temperature profiles and thermal losses.
Tuning involved finding a set of property values that resulted
in all control volumes balancing for a given data set, and
then repeating this for all below-onset data sets. Mean values
of the below-onset property values were used for above-
onset data sets.

The thermal model was implemented in a spreadsheet
format with measured power levels and temperatures and
thermal properties as inputs, and the values of each control
volume balance equation and subequations as output. The
model includes TA fluxes only as a by-product, appearing as
a result of the model for above-onset data sets. See further
discussion below.

III. DELTAE THERMOACOUSTICS DESIGN SOFTWARE

Design of the HDTA apparatus and performance analy-
sis were aided byDELTAE ~Design Environment for Low-
amplitude ThermoAcoustic Engines, Ward and Swift, 1996!,
an executable code that takes device parameters~physical
dimensions and material properties! of basic acoustic and
thermo-acoustic elements and then integrates along the con-
nected elements to predict ideal device performance based on
low-amplitude ~linear! thermo-acoustic equations. Great
flexibility is provided for applying boundary conditions such
that any relevant variables can be fixed. Both the user
manual and Swift’s recent book~Swift, 2002! provide guid-
ance in using the code.

Besides the linear acoustics limitation,DELTAE has two
other limitations relevant to this paper. First, whileDELTAE

accounts for conduction losses in the solid stack material and
gas within the stack, it does not account for thermal conduc-
tion losses through the device body to ambient or shunt
losses around the stacks through the solid body of the device
shell. These thermal losses effectively decrease performance
and must be accounted for separately. Second,DELTAE does
not automatically account for flow effects such as turbulent
flow disturbance present due to discontinuities between de-
vice elements, or bulk fluid motion streaming effects which
will tend to reduce performance.

IV. THERMOACOUSTIC APPARATUS DESIGN

The thermoacoustically driven and cooled heat-driven
thermoacoustic apparatus~HDTA! is a nominal quarter-
length resonator device with two stacks sandwiched by three
heat exchangers, and a compliance on the bottom, Fig. 1.
Heat (QIN) at the hot end~HXF! generates 264-Hz sound in
the prime mover stack~stack 1!. This acoustic energy drives
the heat pump stack 2 which pumps energy from the cold
heat exchanger~HXL ! to the midheat exchanger~HXM !,
where heat from the hot end and cold end is removed via
circulating room-temperature water. The device was initially
conceived with solar application in mind which led to a hot-
end design with the hot heat exchanger copper fins~HXF!
extending from the stack to the copper end block. This ar-
rangement would allow sunlight, gas-fired, or electrically
generated heat to be absorbed in the copper end cap and
directly conducted to the stack.

DELTAE optimization of HDTA involved the sizing of
various subcomponents of the device: heat exchangers,
stacks, and ducts. Various device parameters are presented in
Table I. The gas~He 60%–Ar 40%! was selected to mini-
mize Prandtl number, thus decreasing viscous losses
~Belcheret al., 1999!. The mean pressure~2 bar! was chosen
to fit an overall desired length of the device to the stack
ceramic structure and working gas. The stack material~Corn-
ing Celcor® 400-cpsi square cell extruded ceramic! was cho-
sen based on its strength, low thermal conductivity, high-
temperature capability, and availability.

The heat exchangers are all standard copper fin design.
A 0.7-mm-thick stainless-steel shell surrounding HXF and
part of stack 1 minimizes thermal structure losses. The Te-
flon rings serve the dual purpose of insulation between metal
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flanges and heat exchangers as well as gripping the stacks.
Water flowing through brass tubes passing through the HXM
fins ~three tubes in either direction! circulates in a counter-
flow arrangement to minimize temperature nonuniformity.
Differential temperature measurement across the water inlet
and outlet and flow rate measurement give the heat removed.
The cold heat exchanger has a flat ring-shaped electric heater
attached around the flange to provide loading (Qload) capa-
bility.

Bolts pass through the stack/heat-exchanger pile, Fig. 2,
holding the pile together. This pile and bolt design has the
undesirable side effect of a complicated thermal model
which must account for conduction through the bolts (Qbolt)
from hot end to cold end with heat loss along the length of
the bolt with various contact resistances. The resonator duct
and compliance were designed for simplicity; the abrupt
resonator-duct/compliance~RC! transition has a significant
flow pressure loss penalty.

The HDTA setup was instrumented with thermocouples
~1-mm diameter, SS sheathed! in each heat exchanger as well
as the stainless-steel flanges above HXM~SShot! and below
HXL ~SScold!. Thermocouple accuracy at room temperature
is approximately 0.2 °C, which is less than the temperature

variation seen in the parts at operating conditions: tempera-
ture nonuniformity in HXM was observed to be large radi-
ally due to the bolt influence, and circumferentially varied by
approximately 10 °C on the external surface~coldest at the
water inlets and outlets!, but thermocouple temperatures near
the interior wall agreed within 1 °C at operating conditions.
Pressure measurements were made in a port just below HXL
in the resonator wall. HDTA power inputs have an accuracy
~based on voltage, resistance, and current measurements! of
1%. HDTA sensors and power levels~current and voltage!
are monitored usingLABVIEW PC-based software and data-
acquisition hardware.

When tested at elevated temperatures, approximately 3 h
were required to reach thermal equilibrium at the first power-
set point, with approximately 1-h settling time between set
points. The below-onset data series, run for thermal model-
ing purposes, had no external HXL heat loading (Qload

50 W). Above-onset data were collected withQload set to 0
W and 10 W.

V. DEVICE THERMAL MODEL

The thermal model recognizes below-onset heat fluxes
in seven control volumes: the external balance, three heat
exchangers, two stainless-steel flanges~above HXM and be-
low HXL !, and the bolts. The external control volume sur-
rounds the device~although cutting through the resonator
duct!, giving the summation of all fluxes entering or exiting
the device as shown in Fig. 2, left side. The heat flux, ‘‘Q,’’
and work flux, ‘‘W,’’ terms seen in Fig. 2, will be discussed
below.Solid arrowsarebelow-onsetfluxes that appear in the
thermal model andopen arrowsare TA fluxes that appear
above onset~and do not appear explicitly in thermal model,
as discussed below!. Control volumes for the three heat ex-
changers and two stacks are also shown in Fig. 2.

The stainless-steel flange control volumes are not shown
in detail in Fig. 2~and will not be discussed below! because
no TA terms enter the control volume. The bolt control vol-

TABLE I. Physical parameters of the HDTA device and gas.

Parameter Value Units

Mean pressure 2.00 bar
Operating frequency 264 Hz
Gas mixture He0.6 Ar0.4
Typical DT across hot stack 1 500 K
Gas therm. pen. depth~300 K, 800 K! 0.312, 0.511 mm
Gas visc. pen. depth~300 K, 800 K! 0.137, 0.317 mm
Stack thermal conductivity (ks) 1.46 W/mK
Stack specific heat (cp) 1000 J/kgK
Stack material density~r! 2510 Kg/m3

Stack square cell web thickness (2l ) 0.18 mm
Stack cell web separation (2a,2b) 1.10 mm
Stack thermal penetration depth (ds) 0.0265 mm
Hot stack 1 length 33.7 Mm
Cold stack 2 length 20.0 mm
HXF length 35.0 mm
HXM length 6.0 mm
HXL length 5.0 mm
HXF, HXM fin separation 3.0 mm
HXL fin separation 4.0 mm
HX ~all! fin thickness 1.0 mm

FIG. 1. HDTA thermoacoustics refrigerator schematic~to scale!. HXF cop-
per fins extend from endcap to stack 1. HXM heat exchanger is cooled with
circulating room temperature water~in six 3.2-mm brass tubes!. HXL heat
exchanger has an electric heater for loading purposes.
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ume includes 16 bolts in contact with each steel flange, heat
exchanger, and Teflon ring. This is modeled using 1D finite
elements starting at the head at SShot down and ending with
the nut at SScold. The model includes conduction fluxes
across contact resistances between the bolt and each layer at
different temperatures along the length of the bolt. Because
the Teflon internal temperature distributions are unknown,
the Teflon was treated as a thermal resistor between a bolt
segment and either a heat exchanger or a steel flange. The
bolt equations matrix was solved iteratively as a first step in
balancing the thermal model. The equations are not pre-
sented here as they are numerous and no TA terms are in-
volved.

Each control volume in the thermal model produces a
balance equation stating that fluxes crossing the boundary
~dotted line of Fig. 2! must sum to zero. Below onset, only
the fluxes shown as solid arrows in Fig. 2 exist and the
thermal model~which only recognizes these fluxes! will bal-
ance. Above onset, thermoacoustic terms enter the control
volume balances~open arrows in Fig. 2!, including: work
fluxes, changing stack conduction fluxes, surface viscous
losses, and flow losses. The two stack control volumes, also
seen in Fig. 2, have nontrivial balances only above onset;
below onset they are merely thermal conduction paths be-
tween heat exchangers and are only included in the thermal
model as such.

Following are the first-law energy balance equations for
each control volume that includes thermoacoustic~TA!
fluxes. Arrow directions in Fig. 2 indicate positive sign for a
given flux. All viscous work losses are treated as heat inputs
at the location of the loss. Prime mover stack 1 work (WTA1)
is defined as positive leaving the control volume~produced!,
while stack 2 work (WTA2) is positive entering the control
volume ~consumed!.

A. External balance

05QIN1Qload2Qout-water2Qroom-loss2QTAvisc-lossRC, ~1!

QIN[electric power input at HXF

~Vrms~corrected for lead resistance!* I rms),

Qload[electrical load at HXL,

Qout-water[energy leaving in water cooling at HXM,

Qroom-loss[sum of losses to room air via convection,

including insulation loss,

QTAvisc-lossRC[TA work dissipated in resonator and com-

pliance due to:~a! surface viscous losses,

and~b! abrupt resonator-compliance

transition.

FIG. 2. HDTA control volumes for Eqs.~1!–~6!. Arrows show heat and
work flows as given in Eqs.~1!–~6!, with direction giving sign. Solid
arrows represent below-onset heat flows~explicit in thermal model!.
Open arrows are above-onset acoustic work or viscous loss terms. The
bolt schematic is representative of the 16 bolts around the device circum-
ference. Fluxes related to the SShot, SScold, and bolt control volumes are
not shown.
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B. HXF balance

05QIN2Qinsul2QstructureHXF2Qcond,HXF-12QTA,HXF-1

1QTAvisc-lossHXF, ~2!

QIN[electric power input at HXF,

Qinsul[energy loss through hot-end insulation,

QstructureHXF[conduction loss through stainless-steel

shell surrounding stack 1 plus a small

radiation loss to cooler regions in view,

Qcond,HXF-1[conduction from HXF into stack 1, equal to

Qcond,1avgbelow onset,

QTA,HXF-1[TA heat flow from HXF to stack 1,

QTAvisc-lossHXF[TA work that is converted to heat due to

viscous losses in HXF.

C. Stack 1 balance

05Qcond,HXF-12Qcond,1-HXM1QTA,HXF-12QTA,1-HXM

2WTA1 , ~3!

Qcond,HXF-1[conduction from HXF into stack 1, equal to

Qcond,1avgbelow onset,

Qcond,1-HXM[conduction from stack 1 into HXM, equal

toQcond,1avgbelow onset,

QTA,HXF-1[TA heat flow from HXF to stack1,

QTA,1-HXM[TA heat flow from prime mover stack 1 to

HXM,

WTA1[stack work produced in stack 1.

D. HXM balance

05Qcond,1-HXM1Qcond,2-HXM1QstructureHXM2Qout-water

1QTA,1-HXM1QTA,2-HXM1QTAvisc-lossHXM, ~4!

Qcond,1-HXM[conduction loss from stack 1 to HXM,

Qcond,2-HXM[conduction loss from stack 2 to HXM,

QstructureHXM[sum of internal structural~Teflon casing

and bolts! fluxes into HXM,

Qout-water[energy leaving in the cooling water flow at

HXM,

QTA,1-HXM[TA heat flow from prime mover stack 1 to

HXM,

QTA,2-HXM[TA heat flow from heat pump stack 2 to

HXM,

QTAvisc-lossHXM[TA work that is converted to heat due

to surface viscous losses in HXM.

E. Stack 2 balance

05Qcond,HXL-22Qcond,2-HXM1QTA,HXL-2 2QTA,2-HXM

1WTA2 , ~5!

Qcond,HXL-2[conduction from HXL into stack 2, equal

toQcond,2avgbelow onset,

Qcond,2-HXM[conduction from stack 2 into HXM, equal

toQcond,2avgbelow onset,

QTA,HXL-2[TA heat flow from HXL into stack 2,

QTA,2-HXM[TA heat flow from heat pump stack 2

to HXM,

WTA2[ work consumed in stack 2, used to pump heat

from HXL to HXM.

F. HXL balance

05Qload1QstructureHXL2Qcond,HXL-22QTA,HXL-2

1QTAvisc-lossHXL, ~6!

Qload[electrical power external load to heat pump

stack 2,

QstructureHXL[sum of internal structural~Teflon casing

and bolts! fluxes into HXL,

Qcond,HXL-2[conduction from HXL into stack 2,

QTA,HXL-2[TA heat flow from HXL into stack 2,

QTAvisc-lossHXL[TA work that is converted to heat due to

surface viscous losses in HXL plus minor

flow losses at HXL fin ends.

Each of these control volume equations can be rear-
ranged by bringing the TA terms to the other side of the
equal sign, thus separating TA terms from the below-onset
terms recognized by the thermal model. However, care must
be taken in dealing with stack conduction terms. Below on-
set, the conduction flux~loss! in a stack is constant along the
length of the stack, producing a linear temperature profile if
thermal conductivity is constant. This flux~stack 1! is de-
fined as

Qcond,1avg[~THXF2THXM !/Rstack1,
~7!

Qcond,2avg[~THXL2THXM !/Rstack2,

whereRstack1 andRstack2 are the total thermal resistances of
the stacks in units of~K/W! and include conduction through
the stack solid material and gas volume~with thermal con-
ductivity taken at the mean stack temperature!, and across
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gaps at either end of the stacks~where gas properties are
taken at the heat exchanger temperatures!. Therefore,
Qcond,avgcan be calculated based on thermal properties and
heat exchanger temperatures below and above onset. Above
onset, however, there is some deviation from a linear profile
for a long stack~i.e., for a stack that does not meet the
mathematical ‘‘short’’ stack condition! due to a continual
flow of energy from the stack surface to the oscillating flow
~or vice versa! along the stack’s length. This means that
some of the energy that enters stack 1 by conduction in the
solid and gas (Qcond,HXF-1) is later converted to work, or that
enters in the TA heat flow (QTA,HXF-1) later becomes pure
conduction loss. In other words, while below onset
Qcond,1avg5Qcond,HXF-15Qcond,1-HXM, above onset these
equalities do not hold.

For analysis purposes, it is desired to separate heat used
for work production from the conduction loss. For this pur-
pose the average conduction flow based on the thermal
model,Qcond,1avg, is subtracted from the total heat flow en-
tering stack 1 at HXF to give the heat used in work produc-
tion. That is

QTAin,1[QTA,HXF-11Qcond,HXF-12Qcond,1avg. ~8!

If the prime mover stack is viewed as a heat engine, then
QTAin,1 is equivalent to the heat flow entering from the hot
reservoir at HXF and used to produce work,WTA1 , with
rejected heat,QTAout,1, to the cold reservoir at HXM.QTAin,1

is essentiallyQIN ~power in at HXF! with all conduction
losses~to room, through structure and stack to HXM! re-
moved.QTAout,1 and the stack 2 equivalents are defined as

QTAout,1[QTA,1-HXM1Qcond,1-HXM2Qcond,1avg, ~9!

QTAin,2[QTA,HXL-2 1Qcond,HXL-22Qcond,2avg, ~10!

QTAout,2[QTA,2-HXM1Qcond,2-HXM2Qcond,2avg. ~11!

Then, substituting Eqs.~8!–~11! into Eqs. ~1!–~6! and
rearranging gives

@EXT balance#5QIN1Qload2Qout-water2Qroom-loss

5QTAvisc-lossRC, ~12!

@HXF balance#5QIN2Qinsul2QstructureHXF2Qcond,1avg

5QTAin,12QTAvisc-lossHXF, ~13!

@STK1 balance#5Qcond,1avg2Qcond,1avg

505QTAin,12WTA12QTAout,1, ~14!

@HXM balance#5Qcond,1avg1Qcond,2avg1QstructureHXM

2Qout-water

52~QTAout,11QTAout,2

1QTAvisc-lossHXM!, ~15!

@STK2 balance#5Qcond,2avg2Qcond,2avg

505QTAin,21WTA22QTAout,2, ~16!

@HXL balance#5Qload1QstructureHXL2Qcond,2avg

5QTAin,22QTAvisc-lossHXL, ~17!

where each balance refers to the summation of fluxes in the
thermal model. Below onset, the TA terms~second line of
each of the above equations! will all equal zero so that the
balances will equal zero~to the accuracy of the model!. The
thermal model only recognizes the below-onset terms, and
thus sees the balance as written in the first line of each equa-
tion above. Above onset the TA terms will not equal zero,
and thus the thermal model energy balance will not equal
zero. This imbalance of the thermal model at a particular
control volume is therefore seen to be equal to the sum of the
TA terms at that particular control volume.

For the HDTA device, an accurate thermal model was
needed for finding the real heat load at HXL. While this is
true for any device, HDTA’s bolt design called for careful
analysis. Figure 3 shows the various HXL heat flows at dif-
ferent operating temperatures, here for below-onset@Fig.

FIG. 3. Heat flows from HXL control volume as measured for~a! below-
onset data and~b! above-onset low load (Qload50) data. Here,Qbolt-HXL

1Qwall-HXL5Qstructure-HXL of Fig. 2, and@HXL balance# equals the first-law
energy imbalance for below-onset data~a! and equals QTAin,2

2QTAvisc-lossHXL for above-onset data~b!. Lines in~a! are straight line fits to
data through origin. Lines in~b! are for guiding the eye only.
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3~a!# and above-onset@Fig. 3~b!# data.Qbolt-HXL is the flux
from the bolts into HXL either directly across the bolt thread
to copper contact resistance, or indirectly through the Teflon
resistor.Qwall-HXL is the sum of the fluxes from HXM and the
lower steel flange~SScold, Fig. 2! entering HXL through the
Teflon. The sum of Qbolt-HXL and Qwall-HXL equals
QstructureHXL seen here. In Fig. 3~a!, below-onset data shows
that asQIN is increased at HXF,THXL increases, which leads
to a competing effect where the hot bolt is conducting heat to
HXL while heat is simultaneously transferred from HXL
through Teflon to HXM and SScold.

Figure 3~b! gives the same fluxes for above-onset
(Qload50) data. In this case HXL is cooled below room
temperature and the previously negative wall flux is now
seen to reverse, leading to a largely increasedQstructureHXL.
The @HXL balance# is seen to increase and is now equal to
QTAin,22QTAvisc-lossHXL @Eq. ~17!# for this above-onset data.
The difference between the@HXL balance# and QstructureHXL

values is equal toQcond,2avg(Qload50). The total load on
HXL ( QTAin,2) reaches 7.4 W at theQIN5380-W setting,
with Qbolt-HXL the largest component. IncreasingQload ~for
the 10-W series, not shown! raisesTHXL and therefore re-
ducesQstructureHXL.

Concerning accuracy of thermal model estimated fluxes,
the plot of @HXL balance# in Fig. 3~a! shows representative
error levels for below onset data, i.e., all control volumes
generally balanced within half a watt. However, half a watt is
a significant percentage of the low fluxes seen at HXL. Un-
fortunately, uncertainties for above-onset fluxes are higher.
The control volumes for SShot and SScold~which have no
TA terms present! should balance above onset as well as
below. However, an imbalance at SScold was seen to grow
with decreasingTHXL ~increasingQIN) for above-onset data,
with a maximum imbalance of 3.2 W at the minimumTHXL

@whereQIN5380 W, Fig. 3~b!#. SShot showed some smaller
imbalance also. This forces the conclusion that TA effects
within the device are changing thermal conditions signifi-
cantly away from the below-onset case: for example, cooling
of HXL at the center~and heating of HXM! could cause a
significant change in the 3D temperature distribution within
the heat exchangers that did not exist below onset, and which
would likely not be seen by the limited number of thermo-
couples. The changed temperature profiles will affect struc-
tural fluxes and thus balances as seen at SShot and SScold.
The conclusion is that uncertainties onQstructureHXL must be
assumed to be of similar magnitude, i.e., approximately 1 W
near onset up to 3 W at lowestTHXL , or an uncertainty of
about 50% onQstructureHXL and thus onQloaddE.

The complicating effects of the bolts can also be seen by
considering the effect of a changingTHXL on the HXF heat
balance. The bolt heat loss, and thus the structure loss at
HXF, is influenced byTHXL , an effect that was observed
experimentally. The presence of the bolt, therefore, can
change the heat input toDELTAE and the total heat loss even
while THXF , Troom, andTHXM are unchanged. This indicates
the need for a loss correlation that includesTHXL rather than
a more simple function of (THXF2THXM). In any case, a loss
correlation should account for loss components relative to

appropriate temperature differences, and a careful thermal
model accomplishes this.

VI. USING THERMAL MODEL FOR PERFORMANCE
ANALYSIS

A thermal model provides the ‘‘room-loss’’~insulation
and convection! terms and structural losses~heat that by-
passes the stacks through device shell!, and based on these
gives the required inputs to a thermoacoustics code such as
DELTAE, where forDELTAE ~that does not account for room
loss or structure loss!

QINdE[QIN2Qinsul2QstructureHXF,
~18!

QloaddE[Qload1QstructureHXL.

The thermal model also provides a tool to evaluate sys-
tem performance. Temperature and power measurements are
the inputs to the thermal model. The results of the thermal
model, combined with pressure measurements and numerical
modeling, give device performance. The thermal model pro-
vides inputs to a thermoacoustics code, but may be able by
itself to provide stack work measurements.

To see the power of the thermal model in performance
analysis, consider the following use of the balance equations
@Eqs.~12!–~17!#. First, the@EXT balance# could give an ex-
perimental measure of the viscous loss in the resonator and
compliance which is equal to the imbalance in the external
control volume. This is true because the external control vol-
ume is drawn cutting through the resonator below HXL~Fig.
2!, with heat loss to the resonator based on the temperature
difference between HXL and the compliance~at room tem-
perature!, and also because the resonator and compliance are
uninsulated with sufficient room convection to remove this
energy. However, in practice, uncertainty for the insulation
loss is greater than for the viscous loss component, and so
the external balance is used to find insulation loss estimates.

Second, stack work terms can be obtained from Eqs.
~13!–~17!. The viscous loss terms must be either estimated
or neglected. For this example, viscous losses are assumed
negligible, with the resulting equations

@HXF balance#5QTAin,1 , ~138!

@STK1 balance#505QTAin,12WTA12QTAout,1, ~148!

@HXM balance#52QTAout,12QTAout,2, ~158!

@STK2 balance#505QTAin,21WTA22QTAout,2, ~168!

@HXL balance#5QTAin,2 . ~178!

For each of these equations, the left-hand-side balance is
known from the thermal model when above-onset data are
entered as inputs. Unfortunately~for the HDTA thermal
model!, there are only five equations but six unknowns. With
the current HDTA hardware configuration, both stacks are
cooled by one heat exchanger~HXM !. Separating the stacks
and using two room-temperature heat exchangers~e.g., by
placing stacks on opposite ends of a half-wavelength resona-
tor as done by Adeff and Hofler, 2000! would allow separa-
tion of QTAout,1 andQTAout,2, and solution of the stack work
terms. WhileQTAin,1 is the actual heat used to produce work,
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QTAin,2 is the actual heat removed from HXL solely by the
efforts of WTA2 acting in the heat pump stack, i.e., the true
load on HXL.

In essence, the work estimates found in this way are
valid even at high pressure fluctuation levels because they
are based on measurements, not computations. The accuracy
of these work estimates depends on the accuracy of the ther-
mal model as well as estimates of viscous losses.

One method of estimating viscous losses requires both
the aid of a thermoacoustic code as well as pressure mea-
surement. Thermoacoutic viscous surface losses are calcu-
lated in a code such asDELTAE. Acoustic power dissipated by
viscosity acting at interior surfaces is proportional to the
fluctuating velocity squared, which~assuming acoustic fre-
quency, mean pressure, and temperature match! is propor-
tional to the fluctuating pressure squared~Swift, 1988!. Thus,
surface viscous losses can be taken fromDELTAE multiplied
by the ratio (upumeasured/upuDELTAE)2. Flow viscous losses can
also be estimated using nonoscillating pipe flow ‘‘minor-
loss’’ coefficients according to the method of Swift~2002!,
which at least gives some estimate of flow losses. The acous-
tic power dissipated due to these minor losses is shown to be
proportional to fluctuating velocity cubed,uUu3, which by
the same argument allowsDELTAE results to be used with
correction by (upumeasured/upuDELTAE)3.

Having QTAin,1 and QTAin,2 allows for ‘‘lossless’’ ~no
conduction loss! estimates of stack performance. For stack 1

h1-lossless5
WTA1

QTAin,1
, ~19!

and for stack 2

COPlossless5
QTAin,2

WTA2
. ~20!

Even for the HDTA device, where the work terms cannot
be isolated, several useful thermal efficiencies can be consid-
ered. First, there is the gross performance criterion

h therm-gross5Qload/QIN , ~21!

which gives the external power load moved for a given ex-
ternal power input, including all losses. A second thermal
efficiency is

h therm-dE5QloaddE/QINdE, ~22!

which is the amount of energy removed at HXL for a given
heat input to stack 1 at HXF subtracting out room and struc-
ture losses, but not removing viscous and stack conduction
losses.QloaddE and QINdE are also the inputs required by
DELTAE. Finally, based on the HDTA HXF and HXL bal-
ances, and with minor terms estimated with the aid of
DELTAE, a lossless thermal efficiency is

h therm-lossless5QTAin,2 /QTAin,1 ~23!

which gives an indication of the efficiency that could be
achieved with the current physical geometry if perfect mate-
rials ~nonconducting except as needed for thermoacoustic
performance in the stack! were used such that no conduction
losses were present.

Therefore, depending on hardware configuration and
magnitude of viscous losses, useful measures of device per-
formance can be found without any acoustic modeling or
measurements. A thermoacoustics code such asDELTAE

serves best in a design capacity, rather than in performance
analysis. However, it is also a powerful tool for separating
out thermoacoustic terms that the thermal model cannot dif-
ferentiate, as noted above for aiding in estimating viscous
losses.

Work terms presented in the Results section are taken
directly from the results of aDELTAE model, which is limited
by both the accuracy of the thermal model~supplying inputs!
as well as of the thermoacoustics model of the device. The
HDTA DELTAE model includes ‘‘minor’’ flow loss terms at
HXF, HXM, HXL, and at the resonator/compliance~RC!
junction. Of these, only the RC loss is large. Minor-loss co-
efficients were taken~with some engineering judgment re-
quired! from Idelchik’s handbook~1994!, and applied ac-
cording to the recommendations of Swift~2002!.
DELTAE calculations were run withQIN fixed andQload as a
target allowingTHXF , THXL , and pressure fluctuation level to
vary.

VII. RESULTS AND DISCUSSION

The goal of system thermal modeling as well as of ther-
moacoustic modeling is to understand the system and ana-
lyze performance. In the case of the HDTA device, modeling
has led to an understanding of system performance and high-
lighted loss sources that are areas for improvement in a re-
design. A good example of this was given in Sec. V concern-
ing the heat flows into HXL~Fig. 3!. The thermal model
clearly shows the influence of the bolt design on the actual
loading on the HXL heat exchanger, even showing the con-
nection between HXL temperature and the heat input at HXF.
The thermal model provided insulation and stack conduction
losses as well as the required heat inputs toDELTAE.

Results ofDELTAE modeling, using thermal model pro-
vided heat inputs, show thatDELTAE does not accurately pre-
dict device performance, although results are reasonable and
helpful for understanding the system. Figure 4 shows pre-
dicted versus measured prime mover stack temperature dif-
ferentials, showing thatDELTAE predictions are about 20%
above measurements for theQload50 W data.DELTAE pre-
dicted frequency, Fig. 5, is correspondingly high. Pressure
fluctuation levels show a crossing trend, Fig. 6.

These differences inDELTAE and measurements are most
likely due to several factors. First, it is suspected that the
abrupt transition between resonator duct and compliance has
a strong influence on actual device performance that is not
modeled byDELTAE. The abrupt transition may produce a
resonator effective duct length different from that whichDEL-

TAE calculates, which would affect predicted frequency and
hot-end temperatures. The drop in predicted pressure fluctua-
tion levels below measurements in Fig. 6~max pressure fluc-
tuation level in Figs. 4–6 wasupu/Pm55.3%) suggests that
the calculated resonator/compliance~RC! viscous losses are
overpredicted at higher pressure fluctuation levels, likely due
to an overprediction of the minor flow loss pressure drop
estimate inDELTAE which is based on nonoscillating flow
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correlations, and increases asuUu3. The viscous surface loss
~normally calculated byDELTAE! in the compliance may also
be overly large sinceDELTAE applies simple conservation of
momentum at the RC interface, while the actual fluid motion
in the compliance is certainly not simple uniform oscillating
flow. Finally, it is possible that the thermal model is overpre-
dicting QstructureHXL, as mentioned in Sec. V. This increased
load at HXL would drive theDELTAE model closer to onset
with higher resultingTHXF .

The results above demonstrate that there are elements of
the HDTA device that are not accurately modeled inDELTAE.
However, understanding these elements~e.g., the fluid dy-
namics of the compliance! is not required. Instead,DELTAE

results give work and viscous loss estimates that can be used
together with thermal modeling results. This in turn is help-
ful for pinpointing loss sources leading to device improve-
ment.

Some device performance information is presented in
Figs. 7 and 8. Figure 7 shows the heat terms from the HXF
control volume for the different low load (Qload50) data
sets showing relative magnitudes of heat flows. The insula-
tion loss is seen to be relatively high and an easy target for
improvement. Stack and structure losses also may have room
for improvement. Utilizing a more efficient stack~e.g., par-
allel plate! could make better use of the available heat
(QTAin,1) for work production.

Figure 8 shows the work balance in HDTA, where the
work balance states that all work produced in stack 1 (WTA1)
is consumed within the device either usefully asWTA2 or
wasted on viscous losses. Clearly,QTAvisc-lossHXF, while the
smallest band of Fig. 7, is actually the largest viscous loss in
the system, and therefore HXF redesign is a serious candi-
date for improvement. The other obvious drain on work is
the RC viscous flow loss that could be eliminated with a

FIG. 4. Measured prime mover stack temperature difference andDELTAE

predicted temperature difference versusQINdE @DELTAE input power, Eq.
~18!# for low load (Qload50 W) data. Data withQload510 W showed
greater disagreement.

FIG. 5. Measured TAFA resonance frequency andDELTAE predicted fre-
quency versusDELTAE input power @Eq. ~18!# for low load (Qload50 W)
data.

FIG. 6. Measured TAFA normalized pressure fluctuation levels andDELTAE

predicted values for low load (Qload50 W) data.

FIG. 7. Stacked area plot giving heat terms from the HXF control volume
for the low load (Qload50) data. The heat available for work production in
stack 1 (QTAin,1) and viscous loss increase more rapidly withQIN than other
terms.
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smooth transition from the resonator duct to the compliance.
Note that all TA viscous loss and work fluxes in Figs. 7 and
8 were estimated inDELTAE.

Figure 9 shows the results of the thermal efficiencies
discussed earlier@Eqs.~23!–~25!#. Gross efficiency is about
3% for the 10-W load case, but could be higher at higher
loads. TheDELTAE efficiency ~with structural and insulation
heat losses removed! reaches above 10%. The high efficien-
cies for theQload510 W andQIN5260 W setting occur when
THXL is 8 °C above THXM. The conduction-lossless efficiency
is highest at the point where useful input power (QTAin1) is at
its lowest while HXL load is still high~and thereforeTHXL

.THXM). However, the main reason forh therm-losslessbeing

significantly aboveh therm-dE is the removal of stack 1 con-
duction losses, a nonrealistic possibility. Nonetheless, these
thermal model results give targets to shoot for and clearly
show where losses exist.

VIII. CONCLUSION

The design, modeling, and performance of the National
Taiwan University’s Institute of Applied Mechanics and
Chung Cheng Institute of Technology thermoacoustic
group’s heat-driven thermoacoustic refrigerator have been
presented. Thermal modeling, based on control volumes of
various components in the device, has been discussed as a
tool for determining system losses, for finding input heat
flows to a thermoacoustic code, and for performance analy-
sis. The relationships of external input powers to the input
heats required byDELTAE have been discussed relative to the
actual heat flows in the prime mover and heat pump stacks
that are used for work production and heat pumping, respec-
tively. The relationships of heat losses and acoustic work
flows have been derived along with a method for finding
stack work from the thermal model. The present modeling
has proven useful in identifying and understanding thermal
and viscous losses in the system, specifically in the bolted
stack/heat-exchanger pile design, in the hot heat exchanger
design, and in the abrupt transition between resonator duct
and compliance. These specific loss sources are believed to
have contributed toDELTAE’s poor prediction of device per-
formance, and elimination of these losses in a redesign could
lead to significant improvements in the device.
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Effective electromechanical coupling coefficients are defined based on the expression for the
internal energy of a piezoelectric body@B. S. Aronov, ‘‘Energy analysis of a piezoelectric body
under nonuniform deformation,’’ J. Acoust. Soc. Am.113, 2638–2646~2003!#. The condition is
considered under which the effective coupling coefficient can be maximized up to the value of the
material coupling coefficient for any given distribution of deformation. A simple practical way to
optimize the effective coupling coefficient of a transducer by changing its electrode shape is
illustrated with examples of transducers vibrating in longitudinal and flexural modes. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1592163#

PACS numbers: 43.38.Ar, 43.38.Fx, 43.38.Pf@AJZ#

I. INTRODUCTION

Electromechanical coupling coefficients~further referred
to as coupling coefficientskc) are important parameters of
piezoelectric materials and piezoelectric bodies subjected to
deformation. The basic energy expression forkc , as intro-
duced in Ref. 1, is

kc
25

energy stored in the mechanical form

total input energy
. ~1!

The calculations of the piezoelectric material coupling coef-
ficients,km , related to a uniformly deformed small volume
of the material, were made using this expression. In the case
of a deformed piezoelectric body,kc is called an effective
coupling coefficient,keff . The effective coupling coefficient,
keff , is related to the static strain distribution in a body cor-
responding to a particular mode of vibration. In general,
keff<km, and particularlykeff5km for a uniformly deformed
body. Using the expression~1!, it is difficult to calculate and
especially to analyze possible ways to optimize the effective
coupling coefficients unless the energies involved are repre-
sented analytically. More suitable in this sense is the formula
for the coupling coefficients introduced in Ref. 2

km5
Um

AUeUd

. ~2!

The extension of Eq.~2! to the case of the effective coupling
coefficient is given in Ref. 3 as

keff
2 5

~* ṼUm dṼ!2

~* ṼUe dṼ!~* ṼUd dṼ!
. ~3!

In Eqs.~2! and~3!, Um , Ue , andUd are the densities of the
mutual, elastic, and dielectric energies, respectively, as they
are defined in Ref. 2 andṼ is the volume of a piezoelectric

body. No further general analysis of the concept of the effec-
tive coupling coefficients has been published to the best of
my knowledge.

The expression~2!, which differs from the physically
clear definition of the coupling coefficient in the expression
~1!, is introduced in a formal way in Ref. 2 that has short-
comings to be discussed. Nonetheless, correct results can be
obtained using Eq.~2!, and it will be shown here that Eqs.
~1! and~2! are equivalent in a certain sense. It is hard to use
Eqs. ~2! and ~3! for the general analysis ofkeff unless the
procedure of integration of the energy densities over the vol-
ume of a piezoelectric body is clearly specified. Therefore,
before considering the optimization ofkeff , which is the main
objective of this paper, the concepts ofkm and keff are dis-
cussed in order to introduce a clear analytical expression
suitable for the calculation and general analysis ofkeff . This
is done in Sec. II, where expression~1! is represented in an
analytical form and the validity of Eq.~2! is considered. In
Sec. III the improved definition forkeff is used in order to
reach a general conclusion regarding the ways to optimize
keff . The underlying physics is illustrated with an example of
a length expander bar. Examples of various transducer types
are considered from the standpoint of maximizingkeff in Sec.
IV.

II. ON THE DEFINITION OF THE
ELECTROMECHANICAL COUPLING COEFFICIENT

The analytical definition of the coupling coefficientkc

based on the expression~1! can be introduced using the ana-
lytical results of the internal energy in a piezoelectric body
presented in Ref. 4. In the case of a small volume of piezo-
electric material under uniform deformation,kc5km andkm

can be represented in the following equivalent forms:

km
2 5

wm
E

wel
S 1wm

E
5

uwemu

wel
S 1wm

E
5

wm
E

wel
T

, ~4!a!The results of this work were reported in part at the 136th meeting of the
Acoustical Society of America@J. Acoust. Soc. Am.104, 1845~A! ~1998!#.
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where wel
S , wel

T , wm
E , and wem are the components of the

internal energy density defined in Ref. 4. They represent the
electrical energies under constantS and T, the mechanical
energy under constantE, and the electromechanical energy,
respectively. Note thatuwemu5wm

E according to Eq.~11! in
Ref. 4. Energy densities may be obtained for any particular
mechanical boundary conditions using the piezoelectric
equations of state

Ti5cik
E Sk2e3iE3 , D35e3iSi2«33

S E3 , ~5!

or

Si5sik
E Tk1d3iE3 , D35d3iTi1«33

T E3 . ~6!

The standard piezoelectric notations used in Ref. 2 are
adopted and the common convention of the summation with
respect to repeated indices is applied in Eqs.~5! and ~6!. In
particular, for an element of a thin length expander bar, in
which the stresses are zero in all the directions except for in
the longitudinal direction, the energy densities are

wel
Si5

1

2
«33

Si E3
2, wm

E5
1

2

Si
2

sii
E

, wem5
1

2

dii SiE3

sii
E

, ~7!

where«33
Si 5«33

T (12d3i
2 /sii

E«33
T ) and i 51 and 3 for the trans-

verse and axial electric field, respectively. The substitution of
Eq. ~7! into Eq. ~4! gives

k3i
2 5

d3i
2

sii
E«33

T
.

In general, when the energy densities depend on a single
mechanical coordinateS, their components can be repre-
sented as follows:

wel
S 5

1

2
Cel•D

S E2, wm
E5

1

2

S2

Cm•D
E

, wem5
1

2
nDES. ~8!

The energy relations in Eq.~8! can be derived from the elec-
trical circuit with parametersCel•D

S , Cm•D
E , andnD as shown

in Fig. 1, which can thus be considered as the equivalent
electrical representation of a unit volume of an electrome-
chanical transducer. Parameters such asCel•D

E , Cm•D
E , and

nD have to be specified for particular boundary conditions.
For instance, for an elemental volume inside the length ex-
pander bar these parameters are expressed as

Cel•D
S 5«33

Si , CmD
E 5

1

sii
E

, nD5
d3i

sii
E

. ~9!

Taking into account Eq.~9!, the definition ofkm in Eq. ~4!
can be rewritten in the form

km
2 5

1

11
Cel•D

S

nD
2 Cm•D

E

. ~10!

Equation~4! for km is obtained by the operation in the trans-
mit mode. Although it could be concluded by reciprocity that
km defined in the ‘‘receive mode’’~i.e., with T or S as inde-
pendent variables! should be the same, it is useful to derive
this relation independently. And, one of the reasons is that
the expressions for the internal energy components in the
case of the independent mechanical input are needed to vali-
date Eq.~2! for km .

In the receive mode an alteration of the internal energy
may occur only due to the independent mechanical energy
supply. If it is supposed that electrical boundary conditions
are ideal, namely, the electrical output is open andD350,
then

w̃int5w̃m5w̃m
D5 1

2S̃i T̃i . ~11!

The sign ‘‘~’’ is used with the internal energy components
and related quantities in the receive mode~with independent
T or S! in order to distinguish them from the analogous com-
ponents in the transmit mode~with independentE!. Thus, the
piezoelectric equations of state in Eq.~5! become

T̃i5cik
E S̃k2e3i Ẽ3oc, 05e3i S̃i1«3i

S Ẽ3oc, ~12!

whereẼ3oc is the electric field due to the piezoelectric effect
in the open-circuited element. Thus, by substituting Eq.~12!
into Eq. ~11! the internal energy is expressed as

w̃int5
1
2S̃i T̃i5

1
2cik

E S̃i S̃k2 1
2e3i S̃i Ẽ3 . ~13!

Obviously, the first term in Eq.~13! represents the mechani-
cal energy of the short-circuited element

w̃m
E5 1

2cik
E S̃i S̃k . ~14!

If one uses the relation

Ẽ3oc52
e3i S̃i

«33
S

, ~15!

obtained from Eq.~12!, the second term in Eq.~13! can be
transformed into

w̃el
S 52 1

2e3i S̃i Ẽ35 1
2Ẽ3

2«33
S . ~16!

Let us denote

w̃me52 1
2e3i S̃i Ẽ3oc, ~17!

as the mechanoelectrical energy. As it follows from Eq.~16!,
w̃me is always positive. This means that in the case ofi
51 (e3i,0) the expansion as the positive strain (S̃1.0)
leads toẼ3oc.0 ~the direction ofE3oc coincides with the
direction of the polar axisP!. In the case ofi 53 (e33.0)

FIG. 1. The equivalent electromechanical circuit for a unit volume of a
piezoelectric body.
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the expansion (S̃3.0) leads toẼ3oc,0 (E3oc is opposite to
P!. In order to reduce the complications regarding the signs
of e3i and Ẽ3oc we can substitutew̃me by its absolute value
uw̃meu in the expressions using the mechanoelectrical energy.
The internal energy in the receive mode in Eq.~13! can then
be represented as

w̃int5w̃m
D5w̃m

E1uw̃meu5w̃m
E1w̃el

S . ~18!

The expression~1! for kc has to be rephrased for the receive
mode as

kc
25

energy stored in the electrical form

total input mechanical energy
. ~19!

Therefore,km can be represented in one of the forms

km
2 5

w̃el
S

w̃m
E1w̃el

S
5

uw̃meu

w̃m
E1uw̃meu

5
w̃el

S

w̃m
D

. ~20!

The expressions forwm
E , wel

S , and uwemu in Ref. 4 will co-
incide with Eqs.~14!, ~15!, and~17! for w̃m

E , w̃el
S , anduw̃meu,

when substitutingS̃i and Ẽ3oc for Si andE3 . Likewise, the
equivalent circuit in Fig. 1 and the expression forkm in Eq.
~10! are valid for both receive and transmit modes.

Let us now turn to the expression forkm in Eq. ~2! and
consider its derivation in Ref. 2. Starting from the general
expression for the internal energy

wint5
1
2SiTi1

1
2DmEm , ~21!

and using the piezoelectric equations~6!, the authors ob-
tained

wint5
1
2Tisik

E Tk1 1
2TidimEm1 1

2EmdimTi1
1
2E3

2«33
T

5Ue12Um1Ud , ~22!

whereUe5Tisik
E Tk/2, Um5EmdimTi /2, andUd5«33

T E3
2/2 are

the elastic, mutual, and dielectric energy, respectively. After-
wards, the definition forkm in Eq. ~2! is introduced by anal-
ogy with the correlation coefficient between two actions.
However, it has to be remembered thatEmDm/2 andTiSi /2 in
Eq. ~21! are independent electrical and independent me-
chanical energies, that is, Eqs.~21! and ~22! should be rep-
resented in our designations in the form of

wint5
1
2S̃i T̃i1

1
2EmDm

5 1
2T̃isik

E T̃k1 1
2T̃idimẼm1 1

2TidimEm1 1
2«33

T E3
2

5w̃m
E1w̃me1wem1wel

T . ~23!

Now, it is clear that the middle terms in Eq.~22! being out-
wardly similar are not equal in general and could not be
doubled. They may be equal in only a particular case, when
a certain relation exists between otherwise independent elec-
trical and mechanical actions. This relation being obtained
from the equalitywem5w̃me is

E3

T̃i

52
d3i

«33
T

. ~24!

Because of the above-mentioned inaccuracy, the piezoelec-
tric equations~5! having strains as independent variables

cannot be used to derive the expression forkm in Eq. ~2!. In
fact, as described by Eqs.~21! and~22!, the same procedure
applied in this case leads to

wint5
1
2Sicik

E Sk1 1
2SieimEm2 1

2EmeimSi1
1
2«33

S E3
2

5Ue1Ud , ~25!

and the mutual term disappears.
Despite the inaccurate derivation of Eq.~2!, the expres-

sion of this kind can be used to determinekm because it can
be obtained from the original definition of Eq.~1! in the form
of Eq. ~4!. Indeed, if it is taken into account thatuwemu
5wm

E in the case that the stresses are independent variables
~see Ref. 4!, Eq. ~4! for km

2 can be represented as

km
2 5

uwemu

wel
T

5
uwemu

wel
T

•

uwemu

wm
E

, i.e., km5
uwemu

Awel
T wm

E
.

~26!

In the case that the strains are independent variables, it can
be found from Eq.~4! that

uwemu

wel
S

5
km

2

12km
2

5
uwemu

wel
S

•

uwemu

wm
E

,

i.e.,

km

A12km
2

5
uwemu

Awel
S wm

E
. ~27!

Equations~26! and~27! can be used to determinekm as well
as Eqs.~4! and ~19!.

Consider now the effective coupling coefficient,keff , for
the arbitrary deformed piezoelectric body. Using the expres-
sion for the internal energy of a piezoelectric body under
nonuniform deformation analyzed in Ref. 4, Eq.~1! for keff

can be represented as

keff
2 5

Wem

Wel
S 1Wem

5
Wm

E1DW

Wel
S 1Wm

E1DW
, ~28!

whereWel
S , Wem, Wm

E , andDW are the internal energy com-
ponents of a piezoelectric body defined in Ref. 4.

It has to be noted that the concept ofkeff makes sense
only in connection with a certain distribution of strain in a
body, and is valid so long as this distribution remains invari-
able. In other words, each single mechanical degree of free-
dom of a piezoelectric body is characterized by its coupling
coefficientkeff . Therefore, prior to calculatingkeff the par-
ticular displacement distributionj~r ! in the body should be
known. This displacement distribution can be represented as

j~r !5j0uj~r !, ~29!

where j0 is the displacement of the reference point with
coordinater0 anduj(r ) is the mode shape, i.e., the displace-
ment distribution normalized in such a way thatuj(r0)51.
Let the corresponding strain distribution be

S~r !5S0uS~r !. ~30!

In the case that the body has one mechanical degree of free-
dom, the energies involved in Eq.~28! may be expressed by
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means of corresponding equivalent parameters defined in
Ref. 4, i.e.,

Wel
S 5

1

2
Cel

S V2, Wm
E5

1

2

j0
2

Cm
E

,

~31!

Wem5
1

2
nVj0 , DW5

1

2

j0
2

DC
,

and Eq.~28! for keff
2 can be modified as follows:

keff
2 5

1

11
Cel

S

n2Cm

, ~32!

whereCm5Cm
E
•DC/(Cm

E1DC). Equation~32! is especially
convenient to calculatekeff for particular transducer types.

III. ON THE OPTIMIZATION OF THE EFFECTIVE
COUPLING COEFFICIENT

In general, under nonuniform deformation the effective
coupling coefficient is smaller than the material coupling co-
efficient, i.e.,keff,km, which means that the ability of a pi-
ezoelectric material to perform electromechanical conversion
is not fully utilized. The question arises whether the electro-
mechanical conversion in a body under nonuniform deforma-
tion can be improved. To answer this question the analytical
formulation forkeff in Eq. ~28! may be considered. First, as
stated in Ref. 4, in the case that initiallyDWÞ0, keff can be
increased by segmenting the mechanical system of the trans-
ducer in the direction of the electric field, which leads to
DW80. Therefore, for further analysis, it is assumed that
DW50 in Eq. ~28! and as a resultCm5Cm

E in Eq. ~32!. The
expressions for the energies of a body with one mechanical
degree of freedom may be represented in Eq.~28! as follows
~see Ref. 4!:

Wel
S 5

1

2
Cel

S V25E
Ṽ
wel

S ~r !dṼ,

Wm
E5

1

2

j0
2

Cm
E

5E
Ṽ
wm

E~r !dṼ, ~33!

Wem5
1

2
nVj05E

Ṽ
wem~r !dṼ.

Suppose that the electric field is a function of coordinates

E3~r !5E3~r0!uE~r !, ~34!

whereuE(r ) is the normalized electric field distribution. Tak-
ing into account Eqs.~8!, ~30!, and~34!, the energy densities
wel

S , wm
E , and wem as the functions of the distribution of

strain or electric field can be represented as

wel
S ~r !5wel

S ~r0!uE
2~r !,

wm
E~r !5wm

E~r0!uS
2~r !, ~35!

wem5wem~r0!uE~r !uS~r !.

Upon substituting Eq.~35! into Eq.~33!, and Eq.~33! in Eq.
~28!, we arrive at the expression

keff
2 5

wem~r0!* ṼuE~r !uS~r !dṼ

wel
S ~r0!* ṼuE

2~r !dṼ1wm
E~r0!* ṼuS

2~r !dṼ
, ~36!

from whichkeff may be found in a particular case as soon as
the distribution of strain and electric field are known. The
following particular cases are of interest:

~1! Uniform strain and uniform electric field

uS~r !51, uE~r !51.

This is, for example, the case that thin rings and spheri-
cal shells with fully electroded inner and outer surfaces
vibrate in the fundamental~breathing! mode. Equation
~36! in this case becomes

keff
2 5

wem~r0!

wel
S ~r0!1wm

E~r0!
, ~37!

and the comparison with Eq.~4! results inkeff5km.
~2! Arbitrary strain distribution and uniform electric field

uS~r !,1 at rÞr0 , uE~r !51.

From Eq.~36!, it can be concluded thatkeff,km.
~3! Arbitrary strain distribution and electric field, that

matches the strain distribution

uE~r !5uS~r !.

Substitution ofuE(r )5uS(r ) into Eq. ~36! results in Eq.
~37!, and hencekeff5km.

Thus, theoretically, the effective coupling coefficientkeff

for a piezoelectric body under nonuniform deformation can
be increased up to the correspondingkm , if to match the
electric field distribution with the strain distribution.

To illustrate how this condition can be fulfilled, and the
physics behind this condition, at first we present the ex-
amples of the length expander bars, namely, side-electroded,
end-electroded, and segmented axially polarized bars vibrat-
ing in the fundamental mode. The peculiarities of the energy
conversion in these piezoelectric elements were considered
in Ref. 4, where the geometry of the bars can be found in
Fig. 5 and the expressions for equivalent parameters are
given in Eqs.~44!–~46!. The substitution of the equivalent
parameters of the bars into Eq.~32! gives the following val-
ues ofkeff :

keff
2 5

1

11
p2

8

k3i
2

12k3i
2

, ~38!

wherei 51 for the side-electroded bar andi 53 for the seg-
mented bar with the number of segments greater than six
(N.6), and

keff
2 5

8k33
2

p2
~39!

for the solid end-electroded bar. Thus,keff of a solid end-
electroded bar is smaller than that of a segmented bar. For
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example, if PZT-4 is considered,keff
2 50.40 for the solid bar

andkeff
2 50.45 for the segmented bar, while the material cou-

pling coefficient iskm
2 80.5.

Qualitatively, this fact is explained in Ref. 4 by consid-
ering the density of the electrical energywel(x) consumed in
an elemental volume of a bar transducer

wel~x!5@wel
S ~x!1wel•m~x!#;@ i S~x!1 i m~x!#, ~40!

wherewel
S (x) and i S(x) are the electrical energy density and

the current through a clamped element,wel•m(x) and i m(x)
are the motional part of the electrical energy density and the
motional current due to the electromechanical conversion. It
is shown in Ref. 4 that the distribution of the motional part of
the electrical energy between the elements of the side-
electroded and segmented bars is proportional to their con-
tribution to the electromechanical conversion, while in a
solid end-electroded bar the motional energy is distributed
uniformly regardless of the contribution of elements to the
electromechanical conversion. Thus, the consumption of the
electrical energy is more effective and the value ofkeff is
larger in a segmented bar than in a solid bar. However, at
E3(x)5constant@or uE(x)51] the consumption of the elec-
trical energy in the ‘‘clamped’’ elementswel

S (x) still remains
uniform in both the side-electroded and the segmented bars,
although the elements experiencing small strain contribute
very little to the electromechanical energy,wem(x). In fact,
according to Eq.~8! wem(x);E3(x)•S(x) andwel

S ;E3
2(x),

i.e.,

wem~x!

wel
S ~x!

;
S~x!

E3~x!
;

uS~x!

uE~x!
. ~41!

In the fundamental mode of a length expander bar, the strain
distribution is uS(x)5sin(px/l), and in the case that elec-
trodes are full as illustrated in Fig. 2~a!, the electric field is
E3(x)5constant, i.e.,uE(x)51. Therefore,wem(x)/wel

S (x)
;sin(px/l).

The goal is to achieveE3(x);S(x), in other words,
distributions uE(x)5uS(x), that would result in
wem(x)/wel

S (x)5constant in Eq.~41!, which is the case that
the consumption of energywel

S (x) exactly matches the con-
version of the energy into the mechanical form.

The electric field and strain distribution is seldom ex-
actly matched in practical devices. Even the staircase distri-
bution of electric field shown in Fig. 2~b! is very complicated
and scarcely worthwhile to pursue matching. Fortunately, an
almost optimum value ofkeff can be achieved by means of
the simple approximation of the electric field to the strain
distribution shown in Fig. 2~c!, namely, just by removing the
electrodes from the parts of the mechanical system that ex-
perience relatively small deformation.

To make an appropriate quantitative analysis, consider
Eq. ~32! for keff . In this expression the termn2Cm

E /Cel
S ,

which we denote bya

a5
n2Cm

E

Cel
S

, ~42!

is linked tokeff by the relation

a5
keff

2

12keff
2

. ~43!

Let a0 andkeff0
be the coefficients corresponding to a certain

electrode configuration of comparison~the reference con-
figuration!, that is

FIG. 2. The length expander bars with different electrode shapes:~a! full
electrode;~b! segmented electrode~two halves of part 2 and three thirds of
part 1 are connected electrically in series and then all the parts 1, 2, and 3
are connected electrically in parallel!; and ~c! partial electrode.
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a05S n2Cm
E

Cel
S D

0

5
keff0

2

12keff0
2

. ~44!

The coefficient

A5
a

a0
5

keff
2

keff0
2

12keff0
2

12keff
2

, ~45!

characterizes the relative change ofkeff caused by the change
of the electrode shape with respect to the reference configu-
ration. In particular, when the reference configuration is op-
timal in the sense thatkeff reaches its maximum value,a0

5a3i5k3i
2 /(12k3i

2 ). If keff0
2 !1, as it is in the case of the

transverse piezoelectric effect in PZT ceramics@k31
2

,(0.1– 0.15) practically for all PZT compositions#

A8
keff

2

keff0
2

, ~46!

within 5%. In the case thatk33 is used, and especially for the
materials with large values of the coupling coefficients, for
instance, such as single-crystal ceramics (k3380.9), the ex-
act relation~45! has to be employed and

keff
2

keff0
2

5A
1

12~12A!keff0
2

5A
11a0

11Aa0
. ~47!

When the electrode shape changes, the equivalent compli-
anceCm

E remains the same, if the inactive parts of the me-
chanical system are electroded and short-circuited. If these
parts are not electroded, then strictly speaking one has to use
the Young’s modulus of the unpolarized ceramic upon evalu-
ating the contribution of the inactive parts to the total poten-
tial energy of the mechanical system. However, the potential
energy density,wpot, of these parts is relatively small be-
cause of small strain~they are not used for the electrome-
chanical conversion exactly for this reason!. Thus, the values
of the total Wm

E , and accordinglyCm
E , should not change

significantly in comparison with those for a fully active me-
chanical system. Therefore

A8
n2/Cel

S

~n2/Cel
S !0

,

and we can judge the change ofkeff based on the behavior of
the termn2/Cel

S .
Note that it is assumed throughout this article that the

mechanical system of the transducer remains uniformly
made up of ceramic material. In general, the unelectroded
parts of the mechanical system can be replaced by an inac-
tive material with different elastic properties. In this case the
same analysis is applicable, but the changes ofCm

E also have
to be taken into account.

Substitution ofwel
S1 andwem from Eq. ~7! into Eq. ~35!,

and carrying out the integrals in Eq.~33! over the volume of
the bar produces the following general expressions forn and
Cel

S1 in the case of a side-electroded length expander bar:

n5
d31b

s11
E E

2,/2

,/2

uE~x!uS~x!dx, ~48!

Cel
S15

«33
T ~12k31

2 !

t E
2,/2

,/2

uE
2~x!dx. ~49!

With these expressions in use, it appears that for the electric
field distribution corresponding to the electrode connection
shown in Fig. 2~b! in the case thata05a31, we obtain
A50.95, i.e.,keff50.97k31 ~which is almost the maximum
possible value! compared withkeff50.90k31 in the case of
the uniform electric field.

In the case of the electrode shape shown in Fig. 2~c!

uE~x!51 at uxu<
,el

2
and uE~x!50 at uxu.

,el

2
,

~50!

n5
2bd31

S11
E

sin
p,el

2,
, Cel

S15
«33

T ~12k31
2 !b,el

t
, ~51!

A~,el!5
8,

p2,el

•sin2
p,el

2,
. ~52!

The plot for Eq.~52! is depicted in Fig. 3, from which it can
be concluded that the maximum value forkeff can be
achieved by removing 0.125 of electrode length from each
end of the bar. In this caseA50.94, i.e., practically the same
value as for the rather complicated electrode configuration
presented in Fig. 2~b!. Another interesting conclusion can be
made that in the case that,el50.5, the value ofkeff is the
same as with the electrodes of the full size. Both of these
conclusions are qualitatively valid in general, namely, the
effective coupling coefficientkeff of a piezoelectric body can
be increased or remain as high as the case of replacing its
less active parts by an inactive material with approximately
the same elastic properties.

FIG. 3. Illustration of the effective coupling coefficient dependence on the
electrode length.
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If one considers a piezoelectric transducer as having the
mechanical system with multiple degrees of freedom each
corresponding to a normal mode of vibration, then maximiz-
ing keff for a particular mode makes this mode isolated, i.e.,
the only electromechanically coupled one. It is worth men-
tioning that the opposite statement is not valid, i.e., an iso-
lated mode does not always have maximumkeff . For ex-
ample, the electrode shape shown in Fig. 4, in which case

uE~x,y!51 at uyu<
b

2
sin

px

,

and
~53!

uE~x!50 at uyu.
b

2
sin

px

,
,

leads to the isolated fundamental modeuj(x)5cos(px/,). In
this case, however, evaluatingkeff by applying the above-
considered procedure giveskeff50.78k31, i.e., an even
smaller value than in the case of the uniform electrical field.

Very often it is more reasonable to consider the optimi-
zation ofkeff in terms of reducing the amount of piezoelectric
material in the mechanical system of a transducer without
loss inkeff rather than obtaining the maximum possiblekeff .
Thus, as we have already seen, up to 0.50 of the volume of a
length expander bar can be substituted by an inactive mate-
rial without loss inkeff . Even more significant gain can be
produced in the case that the mechanical system experiences
flexural deformation.

IV. ON THE EFFECTIVE COUPLING COEFFICIENTS
OF THE BEAMS AND PLATES UNDER
FLEXURE

The peculiarity of mechanical systems experiencing
flexural deformation is that nonuniform strain distribution
takes place in several dimensions. In the case of a thin beam
and round plate with axisymmetric electrodes shown in Fig.
5, for example, there are distributions in the direction of the
thickness and the length or the radius. Therefore, the values
of keff for regular designs with uniform electrical field have
to be smaller than in the case of a one-dimensional strain
distribution, and the gains due to optimization have to be
more significant. For a thin beam with simply supported ends
vibrating in the first flexural normal mode

jz~x!5j0 cos
px

,
,

~54!

Sx~x,z!52z
]2jz

]2x
5zj0

p2

,2
cos

px

,
.

In the case that electrodes are inserted in mechanical system
as shown in Fig. 5~a!, we represent the electrical field in the
body of the beam as follows:

E3~x,z!5uEx~x!uEz~z!
V

d
, ~55!

where

uEx~x!51 at uxu<
,el

2
and uEx50 at uxu.

,el

2
, ~56!

uEz~z!51 at uzu>
t

2
2d and uEz~z!50 at uzu<

t

2
2d.

~57!

Here, ,el and d are the length and thickness of the active
piezoelectric layers, which are assumed to be connected elec-
trically in parallel, and,el5, andd5t/2 correspond to the
beam fully made of active piezoelectric material. Using Eqs.
~8! and ~35! and carrying out the integrals in Eq.~33! over
the volume of the beam produces

n~d,,el!5
bd31

s11
E

~ t2d!p

,
sin

p,el

2,
,

~58!

Cel
S15

2«33
T ~12k31

2 !b,el

d
.

The termn2(d,,el)/Cel
S1(d,,el), which is normalized to its

value atd5t/2 and,el5,, may be represented in the form

FIG. 4. The electrode shape, leading to the isolated fundamental mode
uj(x)5cos(px/l).

FIG. 5. Mechanical systems under flexure:~a! rectangular bar with simply
supported ends, and~b! round plate with simply supported edge.
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A8
a~d,,el!

a~ t/2,, !
5A~,el!A~d!, ~59!

whereA(,el) is given by Eq.~52! and depicted in Fig. 3, and

A~d!58
~12d/t !2d

t
. ~60!

The coefficientA(d/t) is given in Fig. 6 as a function ofd/t.
This function has the maximum atd5t/3, and it has the
same value atd5t/6 as atd5t/2. Summarizing the results
illustrated in Figs. 3 and 6, one may conclude that the maxi-
mum value of keff can be achieved atd5t/3 and ,el

50.75,. In this casekeff50.91k31 and the volume of an ac-
tive material is half of the total volume of the beam. Note
that in the case of d5t/6 and ,el50.5, (Ṽactive

50.17Ṽtotal), the effective coupling coefficient has the same
value as in the case that the beam is fully made of piezoelec-
tric material. This value iskeff50.78k31.

The electromechanical conversion in the circular axially
symmetric plates@Fig. 5~b!# vibrating in flexure is consid-
ered in Ref. 5. For a circular plate the expression analogous
to Eq. ~59! for a beam vibrating in flexure may be repre-
sented as

A8
a~d,r el!

a~ t/2,a!
5A~d/t !A~r el /a!. ~61!

The factorA(d/t) is the same as given by Eq.~60! and as
illustrated in Fig. 6. The factorA(r el /a) is different for dif-
ferent boundary conditions. For the simply supported and
free plates,A(r el /a) as the function ofr el /a is given in Fig.
7. In the case that the plates are fully made of piezoelectric
materialkeff50.9k31 for the simply supported boundary, and
keff50.8k31 for the free boundary. The same value ofkeff can
be obtained atr el50.8a and d5t/6 (Ṽactive50.2Ṽtotal) for
the simply supported plate, and atr el50.58a and d
5t/6 (Ṽactive50.1Ṽtotal) for the free plate. The maximum val-
ues of keff are: keff50.98k31 (r el50.9a, d5t/3 and Ṽactive

50.55Ṽtotal) for the simply supported plate, andkeff

50.92k31 (r el50.75a, d5t/3 andṼactive50.37Ṽtotal) for the
free plate.

It can be noted that, in the case of a fully electroded
circular plate with a clamped outer boundary,keff50. This is
due to the fact that the total lateral strain distribution in the
plate under flexure and the distribution of the electrical
charge density, respectively, change their signs atr 8a/A2,
as shown in Fig. 8. Thus, the total charge of the electrode
appears to be zero. In order to ‘‘revive’’ the electromechani-
cal conversion the electrodes have to be split on the liner
5a/A2, and the two parts have to be connected in opposite
phase. This will make the first step to match electric field to
the strain distribution. Then, the above-described procedure
of keff optimization can be applied.

It has to be noticed that all the numerical results related
to keff optimization were obtained under the assumption that
the elastic properties of the inactive parts of a mechanical
system are approximately the same as for the active piezo-
electric parts. In the case that the elastic properties of the
active and inactive parts differ significantly, the mechanical
system has to be treated as nonuniform and the numerical
results may change, although the qualitative conclusions re-
main valid.

FIG. 6. Illustration of thekeff dependence on the thickness of a piezoelectric
layer.

FIG. 7. Illustration of thekeff of circular plates:~a! with supported bound-
ary; ~b! with free boundary.

FIG. 8. The distribution of the lateral strain and the charge density over the
electrodes of the circular plate with clamped boundary under flexure.
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V. CONCLUSIONS

The presented treatment shows that the analytical ex-
pression in Eq.~28! for the effective coupling coefficient,
keff , and its modification given in Eq.~32!, which are based
on the concept of the internal energy of a piezoelectric body
considered in Ref. 4, may be successfully used for optimiz-
ing the electromechanical conversion of energy under non-
uniform deformation. It was shown that the absolute maxi-
mum of keff , which is equal to the corresponding coupling
coefficient of the piezoelectric material, can theoretically be
achieved for any particular mode of the strain distribution by
special electrode design, leading to the distribution of elec-
tric field matching the strain distribution. It is illustrated with
typical examples of bars, beams, and plates vibrating in the
longitudinal and flexural modes that almost optimum results
can be obtained just by removing electrodes from the parts of
a piezoelectric body, which experience relatively small
strains. In practice, these parts of piezoelectric material may
be replaced by an inactive material having approximately
similar elastic properties. Another option illustrated with the
same examples is to significantly reduce the amount of the

piezoelectric material in an electromechanical transducer
without much reduction of the coupling coefficientkeff .
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A new microphone system was developed to monitor the human voice near the microphone in a
noisy environment. The system is equipped with two special functions in addition to the usual
microphone functions: reduction of air-blow effects by the mouth and focused reception to a sound
source. A wind filter was developed to reduce the air-blow effects from the mouth during speaking.
This filter is a plate perforated by an array of small holes; the method used to design the filter is also
presented. To achieve focused reception, four microphones were used in conjunction with a new
signal-processing method. The proposed signal-processing method effectively increases the
directivity in the desired direction. Additionally, it provides the system with focusing on the source
since the source is located adjacent to the system. A prototype of the proposed system was fabricated
and subjected to performance tests. The results showed that air-blow effects can be reduced by up
to 20 dB and the directional gain is more than 4 dB. The proposed microphone system shows such
good performance that it can be used in mobile phones for whispering communication. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1589752#

PACS numbers: 43.38.Hz, 43.38.Kb, 43.38.Si@AJZ#

I. INTRODUCTION

The widespread use of mobile phones in public places
has led to an increasing need for a microphone system that
can selectively monitor sounds from a particular source.
Phone calls in public places cause problems such as un-
wanted noise impinging on others and leakage of private
information. Despite these problems, many people feel it
convenient to make phone calls in any place and at any time
they desire. The problems associated with mobile phone use
in public places would be largely solved by the development
of a microphone system that could selectively monitor
sounds by focusing on a sound source at a particular loca-
tion. Such a microphone system would allow the user to
whisper into the phone, provided that it is suitable for use
near the mouth of the speaker.

Two special functions would be required if the micro-
phone system is to monitor the near whispering of a human:
~1! elimination of the effects of the air blows from the
mouth, and~2! the ability to focus on a sound source close to
the microphones. The former is very important when the
microphone system is operated close to the human mouth
because air is naturally blown from the mouth during speak-
ing. These air blows cannot be eliminated by the care of the
speaker because they accompany the pronunciation of con-
sonants such as ‘‘p’’ and ‘‘t’’. The second special function is
very useful when one makes a phone call in a very noisy
place.

In the present study we develop a novel microphone
system that includes the two special functions described
above. A plate perforated by an array of small holes, referred
to as the wind filter, is introduced to eliminate or at least
reduce the effects of air blows from the mouth on the acous-
tic signal received by the microphones. Since the micro-

phone system operates close to and in front of the mouth to
maximize the whispering sounds reception, the wind filter,
which is located very close to the front of the mouth, can
reduce the effects of the air blows. The wind filter is de-
signed to let the air blows from the mouth by-pass through it
freely to the opposite side of the microphone array such that
their effects on the microphones could be minimized. In ad-
dition, the arrangement of the microphones in the system
should also be properly designed so as to reduce the effects
of the air blows from the mouth.

To achieve the second special function, source-focused
reception, four microphones are used. This approach is simi-
lar to that used in existing microphone array systems, except
that the proposed system becomes more directive at near
field and at low frequencies by the signal-processing method.
However, since the source of the target sounds~i.e., the
speaker’s mouth! is located very close to the plane of the
microphones and wind filter, the source-focused reception
function does not need to be capable of focusing on a point
location; it is sufficient to increase the directivity in the di-
rection where the mouth will be located. Existing methods
for microphone arrangement and signal processing that have
been used previously to design source-focused microphone
systems cannot be directly applied to the microphone system
developed here, because in the present application the dis-
tance between the microphones is too small to generate a
satisfactory focusing effect.

Since the 1950s, various technologies have been devel-
oped that eliminate background noise by using multiple mi-
crophones with appropriate signal-processing techniques.1–6

Mitchell developed a nonlinear signal-processing technique
~MAXMIN and MINMAX types! that can extract noise-
reduced signals from the signals received by four micro-
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phones. This method works properly provided that the sig-
nals are nonoverlapping and have no reverberation effect.2

Flanaganet al. used two or more microphones to reduce the
reverberation-tail effects and devised a signal-processing
method that reduces the signal distortion more effectively
with two or more microphones than when perceiving sounds
using a single microphone.3 In addition, they designed a two-
dimensional microphone array that can receive sounds fo-
cused on a desired source in a large noisy room without
reverberation effects after passing the signals from the mul-
tiple microphones through the signal-processing procedures.4

In another study, they designed a system for increasing the
directivity of a single microphone. This method controlled
the directivity by placing multiple circular tubes of different
lengths on the path to the single microphone, as does the
end-fire microphone array.5 Zelinski et al. adopted an ap-
proach that uses four microphones to increase the directivity,
and a signal-filtering technique called the adaptive Wiener
filter ~WFS!.6 They demonstrated that their approach consid-
erably reduces background noise. It is worth noting that most
of the methods that have been developed to increase direc-
tivity require large separations between the microphones to
achieve their effects.

There is a technique that can increase the directivity of a
microphone system composed of several microphones with
their separation distance much smaller than the wavelength
of signals: the signal-processing techniques based on the di-
rectivity of the multipoles.7–10 However, in general the mul-
tipole microphone system has lower performance in directiv-
ity than the focused microphone systems described above,
and their directivity decreases at low frequencies. Further-
more, they can be used only for receiving sounds from a
faraway source instead of a near source.

As mentioned above, small devices such as cellular
phones cannot accommodate microphone systems that re-
quire large separations between microphones. Moreover, the
existing methods for increasing the directivity by use of an
array of microphones and signal processing are effective
only if the sources of signals and noise are at a sufficient
distance from the microphone system, which is not the case
for near whispering. Therefore, a new method needs to be
developed to improve the directivity of the microphone sys-
tem for close whispering.

In this paper, we present a new microphone system and
describe the methods used to design the system on the basis
of acoustics. A new wind filter is introduced for reducing the
air blows from the mouth, and a new signal-processing tech-
nique is developed to improve the directivity of the four-
microphone array when the sound source is very close to the
system in a given direction. A prototype of the new micro-
phone system was fabricated and subjected to performance
tests.

II. SYSTEM OPERATION PRINCIPLES AND
CONCEPTUAL DESIGN

A. Operation principles

The microphone system is to be installed into mobile
phones as an additional flip-style plate such as are found in

the flip-type and folder-type cellular phones illustrated in
Fig. 1. Hence, it should have a thin profile and be narrower
than the phone. The proposed configuration places the mi-
crophone system in front of and close to the mouth of the
user. The close proximity of the microphone system to the
user’s mouth means that it will be severely affected by the air
blows caused by popping and sibilance during speaking. So,
the system should be designed to minimize the effects of the
air blows on the microphones. This may be the first func-
tional requirement of the system.

Another function is required to receive whispering
sounds effectively in various environments: source-focused
reception characteristics. Since the system may be used in
various environments, it should be very sensitive to the voice
signals from the user but as insensitive as possible to the
sounds from other sources. Therefore, the function is re-
quired to focus the sound reception of the system on a spe-
cific source.

B. Functional requirements

1. Eliminating air-blow effects from the mouth

As described above, the mouth generates strong air
blows during speaking, and the noise caused by these air
blows must be eliminated if the microphone system is to be
effective. In most cases, the effects of air blows become
significant when they directly touch the microphone mem-
brane because they generate pressure variations at the mem-
brane. The ‘‘windscreen’’ is a widely used device for reduc-
ing the effects of wind on microphone reception. This device
damps out the air flows by passing them through porous
materials, thereby reducing the wind effects. The windscreen
requires relatively large volume in order to reduce the wind
effects considerably; hence, it cannot be properly installed on
the cellular phone without increasing its total volume. More-
over, the acoustic pressure obtained at the microphones is
reduced by the windscreen. Due to these reasons, the wind-
screen is not adequate to apply to the microphone system for
near whispering.

FIG. 1. Installation examples of the system.
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Therefore, we take a different approach to reduce the
air-blow effects. In our design the air flow is passed through
the system without increasing the pressure near the micro-
phones. This approach can be adopted because the air blows
from the mouth influence only a limited range around the
mouth.

2. Source-focused reception

The microphone system needs to effectively receive
sounds from a given direction~toward the talker’s mouth!. In
addition, it is desirable that the sensitivity of the system de-
creases rapidly with increasing distance from the source, be-
cause the sound source~the mouth! is always located close to
the microphone system during operation. As in existing mi-
crophone systems for focused reception, we used multiple
~four! microphones. And, signal-processing techniques were
used to improve the performance of the multimicrophone
system.

C. Components of the system and their functions

A schematic diagram of the proposed microphone sys-
tem is presented in Fig. 2~a!. The size of the system is lim-
ited by the size of the mobile phone into which it is installed.
In fact, given that the system will be installed as a flip-type
plate, the size of the system is further restricted to that of the
flip component in a flip-type phone@Fig. 1~a!# or the lower
part of a folder-type phone@Fig. 1~b!#. Therefore, the maxi-
mum size will be approximately a square of dimensions
30330 mm. In addition, the system should be thinner than
the latest thin mobile phones.

As shown in Fig. 2~a!, the system consists of a wind
filter, four microphones, and four acoustic cavities. The
power amplifier circuits are installed inside the plate-like
whole system shown in Fig. 2. The wind filter is the area at
the center of the square plane containing an array of micro-
channels@the shaded area in Fig. 2~a!#. These microchannels
are small holes with diameters of several hundred microme-
ters, which penetrate through the plate. Since air blows from

FIG. 2. Schematics and operating
scheme of the microphone system;~a!
schematics of the microphone system;
~b! operating scheme of the micro-
phone system.
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the mouth must pass through these small holes, the pressure
variations produced by air blows should be greatly dimin-
ished at the microphones. Thus, the pressure signals mea-
sured by the microphones should not include the effects of
air blows. There is a reason why an array of microchannels is
used to reduce the air-blow effects instead of one large hole
on the area where the mouth is located. Since sound waves as
well as air blows from the mouth pass freely through a large
hole, a relatively low proportion of the sounds generated
from the mouth is transmitted to the microphones, and a
relatively large proportion of them is delivered to people
around the speaker. Therefore, the array of microchannels is
designed so that only a small portion of the sound waves is
transmitted to the outside of the system while the air flows
easily pass through the channels.

The purpose of the wind filter is identical to that of the
windscreen: to reduce wind effects. However, wind filters
and windscreens interact with air flows in completely differ-
ent ways. The wind filter passes air flows with as small a
pressure drop as possible, whereas the windscreen damps out
the air flows as fast as possible. Since the dimensions of the
windscreen must be relatively large to effectively reduce air-
blow effects, it is not suitable for use in microphone systems
for detecting near whispering. In contrast, the wind filter is
very effective for such systems because the flow cross-
sectional area is small for air blows from the mouth.

To further reduce the effects of air blows, the micro-
phones are installed facing away from the sound source at
locations to the side of the wind filter. Since the microphones
face away from the source, acoustic cavities are necessary to
guide the sound waves from the source to the microphones.
The proposed system uses four microphones placed sym-
metrically at locations outside the wind filter in order to in-
crease the directional reception to the sound source. The sig-
nals received by the four microphones can be processed to
improve the directivity. Since the sound source~the mouth!
is located near the center of the four microphones, simple
addition of the signals from the microphones can achieve a
considerable increase in the directivity if the distances be-
tween them are large enough. However, due to the small size
of the proposed system, simple addition of signals provides
little improvement in the directional property of reception.
Thus, a new signal-processing method needs to be developed
to overcome this problem. In Sec. III C a new signal-
processing method is introduced that considerably improves
the directional characteristics of reception when the sound
source is located near the wind filter in the direction perpen-
dicular to the plane of the microphone system.

III. DESIGN OF EACH COMPONENT

A. Wind filter

The wind filter has two main purposes:~1! to reduce the
wind effect to the utmost, and~2! to prevent others near the
speaker from overhearing his/her voice by using attenuation
and reflection when a sound wave passes through the micro-
channel. To achieve these purposes, the wind filter is manu-
factured as an array of microchannels. Microchannel arrays
allow wind to pass through the system because of its inertial

tendency to move straight forward, whereas they restrict the
passage of sound waves out of the system. This allows the
sound waves to be delivered into the microphone through the
acoustic cavity without interference from wind effects.
Therefore, the optimum size of the microchannels in the
wind filter must be determined by taking into account the air
~fluid! flow and the acoustic wave propagation.11–14

The optimal diameter for the microchannels was deter-
mined using existing theories for fluids and the propagation
of acoustic waves. First, fluid flow was modeled using
Hagen–Poiseuille theory.11

Dp532rV2
L

D•Re
532rVn

L

D2
, ~1!

whereDp is the pressure difference across the length of the
channel,L is the length of the channel,r is the air density,V
is the air velocity,n is the kinematic viscosity, Re is the
Reynolds number, andD is the diameter of the channel. We
set the channel lengthL to 5 mm, which would be close to
the maximum thickness that could be used in a flip-type
cellular phone. The air velocityV is assumed to be 1 m/s.

Figure 3~a! shows the change in air pressure as a func-
tion of the microchannel diameter. The pressure difference is
observed to increase rapidly for diameters less than 100mm,
indicating that the diameter of the microchannel should be
over 100mm to allow the smooth passage of air.

Next, the propagation of acoustic waves in the micro-
channel was modeled by considering the absorption coeffi-
cient that expresses the loss that occurs when sound waves
pass through a microchannel, as follows:12

a5
2

Dc S hv

2r0
D 1/2S 11

g21

APr
D , ~2!

wherea is the absorption coefficient,c is the speed of sound,
h is the coefficient of shear viscosity,r0 is the equilibrium
density,g is the specific heat ratio, and Pr is a nondimen-
sional parameter, the Prandtl number of the air. When acous-
tic waves are passing through the microchannel, since the
change of sound pressure is dependent on the exponential
function of length variables~L! and absorption coefficient
~a!, it may be expressed as follows:

p5P0 exp~2aL !, ~3!

whereP0 is the equilibrium pressure. The result of this equa-
tion has a similar value to ‘‘the low reduced frequency solu-
tion’’ at the frequency of interest. The low reduced frequency
solution refers to the solution of the differential equations for
acoustic propagation in a circular channel when the reduced
frequency is much less than 1. Zwikker derived the solution
by approximating in the low reduced frequency region the
full Kirchhoff’s equations for acoustic wave propagation in a
circular channel.13 In that frequency region, the result from
Eq. ~3! is also similar to the numerical solution obtained by
Tijdeman using a Newton–Raphson procedure.14

Since the microphone system is to be used primarily for
receiving human voices, the frequency of 1500 Hz is se-
lected to show the changes in sound-pressure amplitude as a
function of microchannel diameter. The ratios of the sound-
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pressure amplitude at the outlet to that at the inlet are plotted
in Fig. 3~b! as a function of microchannel diameter. Similar
to the behavior of the air pressure shown in Fig. 3~a!, the
ratio of the acoustic pressures at the channel inlet and outlet
changes rapidly at a microchannel diameter of 100mm. That
is to say, the pressure changes rapidly with changing micro-
channel diameter for diameters less than 100mm in both the
cases of airflow and sound wave propagation in the micro-
channel. Optimally, air flow should be smooth through the
microchannel, which means the optimum diameter will be in
a region showing small pressure change in Fig. 3~a!. At the
same time, the diameter should ideally be in a region of
rapidly changing sound pressure in Fig. 3~b! in order to op-
timize sound wave propagation through the microchannel.
The optimal choice for the microchannel diameter will there-
fore lie before the rapid rise in Fig. 3~a! and before the rapid
descent in Fig. 3~b!. Thus, the ideal diameter for the micro-
channels is about 100mm. However, there are many techno-
logical difficulties that preclude the construction of an array
of microchannels of diameter 100mm and length 5 mm.
Therefore, for the functional test we employed an array of

microchannels whose diameter is about 500mm and length is
5 mm. These are the smallest channels that can be fabricated
using existing mechanical manufacturing technology.

We anticipate that future innovations in micromachining
technology will enable the construction of arrays of micro-
channels of diameter 100mm and length 5 mm.

B. Acoustic cavity

The acoustic cavity acts as the waveguide that propa-
gates the sound wave into the microphone. An important
consideration in the design of the microphone system is the
extent of the transmission loss when an acoustic cavity is
used. If the size of the acoustic cavity is too small, the trans-
mission loss becomes too high and as a result the acoustic
power to be propagated to the microphone is reduced, which
decreases the output of the microphone. Conversely, if the
size of the acoustic cavity is large, the probability of air
inflow through the cavity is high even though the transmis-
sion loss is reduced considerably. Therefore, acoustic theory
must be used to decide on an appropriate cavity size.

FIG. 3. Simulations for the design of the microchan-
nels;~a! pressure difference at inlet and outlet of chan-
nels of various diameters;~b! ratios of acoustic pres-
sures at inlet and outlet of channels of various
diameters.
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Figure 4 is a front view of the acoustic cavity. Here, we
employ a method for deciding the optimum cavity size that
considers only the effect of the cavity and ignores the effect
of the wind filter. The transmission loss, TL, can be ex-
pressed as

TL510 logS P i

P t
D

510 logS I i( Si

( SiI t
D

510 logS ( Si

( SiTI i
D 510 logS S11S2

S1TI 1
1S2TI 2

D , ~4!

whereP i , P t , S1 , S2 , andI i are the total power incident on
the source side of the partition, the total power transmitted
through the partition, the area of the acoustic cavity, the area
of the entire system excluding the cavity, and the acoustic
intensity, respectively. And,TI 1

and TI 2
are the intensity

transmission coefficient through the acoustic cavities of total
areaS1 and the intensity transmission coefficient of the area
S2 , respectively. In the calculations for design, the value of 1
is assigned toTI 1

and, to obtain the value ofTI 2
, the trans-

mission loss of a single-leaf partition is used, which is ex-
pressed as follows:

TI 2
51022 log~ f •rs!14.7, ~5!

wheref is the frequency of the incoming acoustic waves and
rs is the surface density. After a value is assigned tors,
which reflects the physical properties of the material used to
construct the system, the transmission loss in the system can
then be expressed as a function ofS1 and f by substituting
Eq. ~5! into Eq.~4!. When the material was assumed to have
the qualities of lucite (rs5r lucitet, r lucite51200 kg/m3,
t5thickness!, we could obtain the transmission loss through
the acoustic cavity at various frequencies, as shown in Fig.
5~a!, while leavingS1 as a constant. The results confirm that
the transmission loss is almost constant over the frequency
range above 1000 Hz. Figure 5~b! shows the variation in
transmission loss with changing cavity inlet areaS1 , while f

was fixed at 1500 Hz. The size of the cavity was set by
selecting the size that gave a transmission loss of around 13
dB. This value is somewhat arbitrary, and was selected on
the basis of the judgment that signal reduction would be too
much when the transmission loss exceeded about 13 dB. Af-
ter we set a rectangular-shaped cavity of dimensions 532.2
mm, i.e.,S151131026 m2 and recalculated the transmission
loss, we confirmed that transmission loss was about 13.10
dB.

C. Directional characteristics

1. Directional characteristics by simple addition of
signals

A power amplifier circuit with the configuration shown
in Fig. 6 was used to collect the signals from the four micro-
phones. In the proposed system, the distance between the
microphones is relatively small in comparison to the wave-
length of the sound waves. Hence, the phase differences be-

FIG. 4. Locations and areas of acoustic cavities in the system.

FIG. 5. Simulations for the design of the acoustic cavity;~a! transmission
loss through the acoustic cavity at various frequencies;~b! variation in trans-
mission loss with change in cavity inlet areaS1 .
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tween sound waves arriving at the microphones installed at
different locations are negligible, which means that the fo-
cusing effect is negligible when the signals obtained from the
microphones are added in order to use the phase differences
between the sound waves to focus on the acoustic source. To
ascertain the directional characteristics of the system in this
case, we used ray theory to simulate the summation of all the
signals coming from the microphones. The acoustic source
was assumed to be a point source, and the positions of the
microphones relative to the sound source were calculated for
the configuration depicted in Fig. 7. The simulation result for
the directional reception characteristics to a point source at
near field is shown in Fig. 8~a!. As the angle becomes larger,
the output signal of the microphones increases. Hence, the
system does not show the focusing effect if the output signals
from microphones are simply summed up. The devised sys-
tem therefore needs a function that emphasizes the output
signals from the direction of angle zero because the acoustic
source is located on the perpendicular line at the center of
system.

2. Directional characteristics by a developed signal
processing

To amplify the directivity of the system, we devised a
signal-processing principle using the special function,Fs .
Let P@ i # be the signal obtained at the microphone@i# whose
distance from the sound source isRi , as shown in Fig. 7.
The special functionFs is defined as follows:

Fs5(
i 51

4

f i•Pdiff @ i # . ~6!

In Eq. ~6!

f i5H 1, if Amp~P@ i #!>Amp~P@ i 11#!

21, if Amp~P@ i #!<Amp~P@ i 11#!

Pdiff @ i #5P@ i #2P@ i 11# ,

where Amp(P@ i #) implies the amplitude ofP@ i # and @1#
should be assigned to@ i 11# if i 11.4. If Padd is defined as

FIG. 6. Power amplifier circuits in the system.

FIG. 7. Relative positions of the microphones and a
sound source.
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Padd5P@1#1P@2#1P@3#1P@4# , ~7!

then the output signal,Pout, is defined as follows:

Pout5Padd2Fs . ~8!

The reason why the signal-processing principle de-
scribed above can improve the directivity of the system can
be explained as follows. If a sound point source is located
near the microphone system as shown in Fig. 7, the ampli-
tude of signalP@ i # , measured at the microphone@i#, de-
creases as the distance from the point sourceRi increases.
The amplitude ofP@ i # is larger than that ofP@ j # when Ri

,Rj , while P@ i # should be almost identical toP@ j # when
Ri5Rj . From the definition ofFs , the amplitude of it
should have its minimum whenP@1#5P@2#5P@3#5P@4# ,
which occurs if the point source lies on thex axis. Hence, in
that case, the amplitude ofPout becomes its maximum. If the
phase difference betweenP@ i # and P@ j # is sufficiently small
~i.e., the wavelength is much larger than the maximum dis-
tance between the microphones!, the amplitude ofFs in-
creases while its shape is preserved, as the point source
moves off from thex axis. By the definition ofPout, its
amplitude decreases in turn. This implies that the directivity

of the microphone system increases by the signal processing
defined by Eqs.~6! and ~8!.

If the point source is located far away from the micro-
phone system,Ri andRj will not become considerably dif-
ferent even when the point source moves off from thex axis.
This implies that the signal processing will not increase the
directivity of the microphone system considerably. Summa-
rizing the properties of the proposed signal processing, the
directivity can be improved for a close point source. The
effects on the directivity decrease as the source moves away.
And, the signal processing works well for the low-frequency
sounds.

The signal-processing principle described above is easy
to apply for receiving a single tone in real time, but difficult
to apply directly for the real-time reception of other sounds.
An approximate scheme was developed to implement the
developed signal-processing principle into real-time recep-
tion of various sounds, which can be implemented by use of
the circuits. Since in the approximate scheme the value off i

in Eq. ~6! can be determined only with the instant values of
P@ i #’s, f i should be well defined such thatPdiff @ i # should have
the same sign ofPadd

FIG. 8. Simulation and experimental results for the directional reception characteristics:~a! Directional reception characteristics to a point source at near field
with simple addition of signals~simulation!; ~b! directional reception characteristics to a point source at near field with signal processing~simulation!; ~c!
directional reception characteristics to a point source at near field with simple addition of measured signals~experimental measurement!; ~d! directional
reception characteristics to a point source at near field with signal processing~experimental measurement!.
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f i5H 1, sign~Padd!5sign~Pdiff @ i #!

21, sign~Padd!Þsign~Pdiff @ i #!
. ~9!

In this definition, sign(P) implies the sign ofP and @1#
should be assigned to@ i 11# if i 11.4. Then, Eq.~8! is
used again forPout.

The signal-processing scheme with Eqs.~6!, ~8!, and~9!
can be applied to reception of various sounds in real time to
improve the directivity of the system. But, it can bring about
signal distortion to high-frequency sounds because the prin-
ciple for the proposed signal-processing technique assumes
that the phase difference due to the traveling distance is suf-
ficiently small. This is the reason why the operating fre-
quency band is set from 500 Hz to 4 kHz. Most directional
microphone systems show higher directivity as the frequency
of the signal becomes higher.

Figure 8~b! shows the simulation results obtained using
the proposed signal-processing technique. As expected, the
greatest sensitivity was found at 0° as a result of the signal
processing. In addition, we found that the improvement in
sensitivity becomes greater as the acoustic source comes
closer to the microphones.

D. Fabrication of a prototype

In the preceding section, we verified through a numeri-
cal simulation that the microphone system with the proposed
signal processing can receive sounds focused on a near-
acoustic source located on the perpendicular line at the cen-
ter of system. However, this result was obtained using an
ideal model that assumes a point source. Therefore, we
needed to experimentally verify the model results. Further-
more, we needed to test the reduction in air-blow effects
achieved by the proposed system, which cannot be proved by
numerical simulation. Hence, we constructed a prototype of
the proposed system to test its efficiency. Figure 9 shows the
fabricated prototype. The size of the entire system was
50350 mm with a margin of 10 mm on all sides, which was
used to attach the system to the supporting structures that
fixed the system during performance testing. The size of the
microchannels was 5 mm in length and 500mm in diameter.
The distance between microchannel centers was 1 mm and
the dimension of the acoustic cavity was 5.532 mm. Figure
9 shows the power amplifying circuit and the microphones
connected to it.

IV. PERFORMANCE TESTING AND DISCUSSION

Two experiments were conducted to evaluate the perfor-
mance of the prototype system. First, the sensitivity of the
system to its orientation with respect to the sound source was
probed to assess the directivity of the system. Second, an
experiment was carried out to evaluate the effect of air blows
in front of the mouth. The details of these experiments are
outlined below.

A. Reception directivity tests

Figure 10 shows a schematic diagram of the experimen-
tal setup used to measure directivity. The purpose of this
experiment was to determine the angles at which the system
operated efficiently and to evaluate the degree of improve-
ment in sensitivity as the point source is moved closer to the
microphone system through the vertical direction~0°!. The
method used was to measure the change in the signal as the
system was rotated from 0° to 90° while maintaining a spe-
cific distance between the system and the acoustic source
~see Fig. 10!. Figure 8~c! shows the directional reception
characteristics according to the angle of the system acquired
from the results calculated by summing up the signals com-
ing from the 1.5-kHz frequency. We can easily see that the
system does not have the largest value of the directivity at 0°,
which was also the case in the simulation result shown in
Fig. 8~a!. Comparing the experimental results in Fig. 8~c!
with the simulation results in Fig. 8~a!, we find some differ-
ences. These differences derive from the disparity between
the ideal point source assumed in the simulations and the
experimental acoustic source, which was made by blocking
the front portion of a loudspeaker with a disk with a hole in
the center of it~see Fig. 10!. Unlike the ideal point source,
which sends sound waves in all directions as it is located
farther from the acoustic source, the acoustic source used in
the experiments might have directivity. The decrease ob-
served in the experimental output signals when the angle
exceeds 50° and the distance is 2 cm occurs because the
system blocks the acoustic source to some degree. This
blocking arises because the radius of the system is 1.5 cm,
which is close to the distance~2 cm! between the system and
the acoustic source.

The directivity experiments were repeated adopting the
signal-processing regime given in Eqs.~6!–~9! with the larg-
est directivity at 0°. The result is shown in Fig. 8~d!. Again,
since the experimental source was not a perfect point source,
we can see a few differences between the experimental result

FIG. 9. The fabricated prototype.
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and the simulation result shown in Fig. 8~b!. However, the
processed experimental signal shows that the largest direc-
tivity can be acquired at 0°. Moreover, high directivity could
be obtained at 0° in the frequency range of 500–4000 Hz,
the frequency in which we are interested. The experimental
data also confirm that the sensitivity changes rapidly with the
distance from the source.

B. Test on air-blow effects

Experiments using a wind source were carried out to
confirm the proper functioning of the wind filter. The func-
tion of the wind filter is to reduce the air-blow effect in front
of the mouth and thereby convey a pure sound wave to the
microphone. Figure 11 shows a schematic diagram of the
experimental setup used to measure air-blow effects. An air
compressor was used to generate the air flow, and a speaker
was used as an acoustic source. The acoustic source continu-
ously produced sound waves of constant frequency, while the

air blow was generated by the compressor. Since the larger
velocity of air flow affects the acoustic signals from the mi-
crophones to a greater extent, the average air-flow velocity
used in the experiments was greater than the value assumed
in the simulations. The average velocity of the air flows in
the experiments was about 4.6 m/s as measured with a flow
meter. A frequency of 1 kHz was chosen for the acoustic
source. The ability of the microchannel array to reduce the
wind effect was tested for two cases: when the microchannel
array was closed and when it was open. These experiments
measured the signals coming from each microphone while
air was continuously blown by the compressor.

Figure 12 shows the output voltage signals from the mi-
crophone system in the time domain when the microchannels
in the wind filter are open or closed. In Fig. 12~a!, the solid
line represents the signals from the microphones measured
when the microchannels in the wind filter are open, and the
dashed line represents the signals when the microchannels
are closed. The air-blow source is located 0.3 cm away from

FIG. 10. Schematic diagram of experi-
mental setup for measuring directivity.

FIG. 11. Schematic diagram of experi-
mental setup for measuring air-blow
effects.
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the array in the perpendicular direction to the surface of wind
filter, as illustrated in Fig. 11. Figure 12~b! shows the same
things as Fig. 12~a! except the distance between the air-blow
source and the wind filter surface, which is 6 cm in this case.
From Figs. 12~a! and ~b!, it can be easily noticed that SNR
~signal-to-noise ratio! is improved considerably when the mi-
crochannels in the wind filter are open. And, improvement of
SNR is much greater when the source is located closer to the
wind filter than when the source is a distance away. This
implies that the wind filter shows better performance reduc-
ing the disturbances caused by the air blows from the mouth
when the air-blow source~the mouth! is located close to the
wind filter. Quantitatively, the SNR of the signals measured
with open and closed microchannels with the air source at
0.3 cm@Fig. 12~a!# are 24.5 and 3.45 dB, respectively, con-
firming that the wind filter greatly reduces wind effects. The
newly devised microphone system is intended for use close
to the acoustic source; therefore, the microchannel array
wind filter successfully fulfills the function of removing air
blow.

V. CONCLUSIONS

A new microphone system was developed to receive hu-
man whispering. The system includes two special functions
in addition to the usual functions of a microphone:~1! reduc-
tion of the effects of air blows from the mouth during speak-
ing, and~2! improved the directivity in the direction to the
source location. The addition of these special functions pro-
duced a microphone system with good performance, which
should allow whispering communication on mobile phones
in noisy places with privacy. The technical achievements in
the development process are as follows:

~1! A new device referred to as the wind filter was devised
to reduce the effects of air blows from the mouth. It was
designed based on the existing theories on fluid flows
and acoustic wave propagations in a small circular chan-
nel. The wind filter was demonstrated to significantly
reduce air-blow effects in a prototype microphone sys-
tem.

~2! A new signal-processing method was developed to im-

FIG. 12. Comparisons of the signals
measured with microchannels open or
closed at two locations of the air blow
source;~a! source distance: 0.3 cm;~b!
source distance: 6 cm.
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prove the directional reception characteristics from a
close sound source by use of four microphones. The per-
formance of the proposed signal-processing method was
tested theoretically by numerical simulation and experi-
mentally using a prototype microphone system. The pro-
posed method improves the directivity considerably. The
reception sensitivity of the microphone system was
found to decrease rapidly with increasing distance from
the sound source. This property improved the source fo-
cusing performance of the microphone system.

~3! The design process also involved the development of the
acoustic cavity in the system. Experimental tests showed
that the acoustic cavity fulfilled a suitable function for
the system.
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Surface acoustic wave diffraction in spectral theory
of interdigital transducers
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A theory of interdigital transducer is presented that accounts for the surface acoustic wave
diffraction. It is formulated with help of the Blotekjær, Ingebrigtsen, and Skeie expansion method
used earlier in the plane-wave theory. Now, the electric field is applied to the breaks in the strips
making parts of them polarized with different potentials. This way the finite aperture width
transducers are modeled residing within an infinite system of periodic strips. Closed expressions are
derived for system working below the Bragg condition. The theory is open for further development
accounting for elastic strips, pseudo surface, leaky or even surface skimming bulk waves, for any
frequency range, including Bragg reflection exploited in surface wave resonators. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1579010#

PACS numbers: 43.38.Rh, 43.20.Gp, 43.35.Pt@DEC#

I. INTRODUCTION

In surface wave~SAW! devices, the wave is generated
by a finite aperture width transducer~usually, an interdigital
transducer, IDT!. The generated wave beam diffracts and
nonuniformly insonifies the output IDT. This is why the re-
sulting frequency response of a SAW filter departs from its
predicted shape by the plane-wave theory of IDTs.

To overcome this difficulty, authors developed numerous
ad-hocmodels based on physical interpretation how the dif-
fraction may affect the transducer generation and detection
properties and the transfer function of the filter.1 Usually, the
angular spectrum theory is applied to model the SAW propa-
gation between the generating and receiving transducer fin-
gers. The theory, developed for bulk waves,2 accounts for the
media anisotropy and the velocity variation over the propa-
gation angle; this is also the SAW case. The applied bulk to
surface wave analogy is however, left without deeper discus-
sion.

Another model uses the Huygen’s principle,3 againad-
hoc extended to the surface anisotropic case by applying the
appropriate square root dependence on the propagation dis-
tance and variable wave velocity and piezoelectric coupling
dependent on the propagation angle. In spite of thead-hoc
nature of these diffraction models, authors obtained remark-
able results in designing the diffraction compensated filters.
In all these models, the SAW diffraction and its generation
and detection are treated separately giving no way to formu-
late a general unified theory. The unified model of IDTs pre-
sented here and accounting for diffraction can serve prima-
rily for deeper theoretical understanding of the former
models. Next, its final results may be incorporated in the
earlier developed software for evaluation of the interaction of
two transducer fingers, replacing thead-hoc expressions
based on either the angular spectrum or Huygen’s theories.
Finally, it makes certain progress in the theory of SAW de-
vices.

The proposed is an extension of the earlier developed
plane-wave theory of IDTs.4 To model the finite aperture
width transducer, the considered infinite periodic strips~the
transducer fingers! may now have variable applied electric
potentials along strips, taking at least two values: there is or
is not the applied potential that is the source of the surface
wave at the transducer fingers. This is depicted in Fig. 1,
where both parts of the shown broken strip may have differ-
ent electric potentials. Analogously for the receiving finger:
only part of it contributes to the transducer output current.

Naturally, this generalization requires substantial refor-
mulation of the theory. The simplest possible system is con-
sidered here: the periodic strips have rather small period to
avoid Bragg scattering of SAWs, and the transducer fingers
are ideal, without elastic properties and massless. Both sim-
plifications can be easily removed on the way presented in
the plane-wave theory.4

The paper starts with the piezoelectric substrate descrip-
tion by the corresponding planar harmonic Green functions,
then formulation of the boundary conditions for the properly
chosen wave field components is presented; they are rather
nonstandard for conducting strips. Next, the solution is con-
structed using the method introduced by Blotekjær, Inge-
brigtsen, and Skeie,5 referred to as the BIS expansion method
~see Appendix A!. Finally, the transfer function between
strips is evaluated and interpreted. For this reason, Appendix
B presents shortly the plane-wave theory in the same nota-
tions for the readers’ convenience.

II. A SAW PLANAR HARMONIC GREEN FUNCTION

The planar harmonic Green function for piezoelectric
substrates supporting surface acoustic waves is rather a com-
plicated function of a spectral variable—the wave numberk
for given angular frequencyv. There is however, its useful
approximation accounting for only the surface waves and
neglecting any bulk waves in the media. Moreover, neglect-
ing the mechanical interaction between the piezoelectric
half-space and the ideal conducting strips residing on it, the
planar harmonic Green function of interest becomes6a!Electronic mail: edanicki@ippt.gov.pl
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G5DDy /f5kee

k22kv
2

k22ko
2 , k5Ar 21s2. ~1!

This scalar function describes the relation between the sur-
face electric charge distribution equal to the jump of the
normal electric inductionDDy in the substrate and vacuum
above it, and electric potentialf, both being harmonic func-
tions of the form exp(jvt2jrx2jsz) in the plane of stripsy
50; r , s are wave numbers.

In this approximated planar harmonic Green function,ee

is the equivalent surface electric permittivity,ko is the SAW
wave number for short-circuited substrate~that is at condi-
tion f50 on its surface!, andkv is the SAW wave number
on the isolated substrate surface~at DDy50, that is without
surface electric charge!. All these parameters may depend on
q5atan(s/r ) due to the anisotropy of piezoelectrics, and can
be evaluated by numerical methods,6 taking into account
what follows.

Applying rotation to the coordinate system by an angle
q aroundy axis, it is easy to transform the above spatial
harmonic wave form into exp(jvt2kx8), representing the
plane wave on the surfacey50 ~Fig. 1! that is analyzed in
the discussed paper.6 The approximation has the form

Dy /f52kee~Ak22ks
22buku!/~Ak22ks

22auku!,

accounting for thatE15 jkf andD352Dy in current nota-
tion. The parametersa, b, ks are evaluated numerically. In
the case of weak piezoelectric substrates, the values ofa and
b are very close, thus multiplying the right-hand side by

~Ak22ks
21buku!/~Ak22ks

21auku!'1,

one easily obtains Eq.~1! with ko,v resulting fromks , a, b
~note thatDy of vacuum iskeof).

III. SAW EXCITATION BY STRIPS

In the theory of interdigital transducers,4 alternate volt-
ages are applied to the system of strips which, due to the
substrate piezoelectricity, excite SAWs of corresponding fre-
quency. In simplest cases, the strip period equals half wave-
length. The excitation is most efficient if the spatial period of
the applied potential by means of strips equals the SAW
wavelength at a given frequency. The assumed infinitely long
strips excite the plane SAW; the theory is, in fact, one di-
mensional for the wave field in the plane of strips placed on
the substrate surface~see Appendix B for details!.

In the analysis presented below, we exploit the concept
of composite strips depicted in Fig. 1, in which each strip is
actually a stack of imaginarydz-wide ‘‘substrips’’ with pos-
sible electric field distribution between them~that is along
the original strip!. This approach, making the analysis two
dimensional in the plane of strips, will enable us to apply the
variable potential on strips. The corresponding boundary
conditions for the electric field in the plane of strips are~note
that Ez may vary withz)

Ex50, ]xEz50 on strips,
~2!

DDy50 between strips,

with the standard notation of electric fieldEi52]f/]xi

(xi5x,z). Strips have periodL52p/K and width 2w. The
field components involved in Eq.~2! and representing the
wave field in the boundary-value problem under consider-
ation are Ex , ]xEz , and the surface charge distribution
DDy . They are all square-root singular function at the strip
edges, appropriate for the BIS expansion.

Now, the condition forEz need to be specified. Here,
Ez50 on the whole perfectly conducting strip except the
break in it, Fig. 1. The break is infinitesimal, thus the condi-
tion of interest sounds

Ez~x5nL,z!5end~z2zn!, ~3!

whereen is the given amplitude of the Diracd-like electric
field in the infinitesimally narrow break in thenth strip atz
5zn . Its z-Fourier transform is

en~s!5E
2`

`

en~z!ejsz dz5enejszn. ~4!

Naturally, specifyingEz(x5nL,z) over nth strip sets
the potential difference betweennth strip and its neighbors;
for the d-like field, the strip part (2`,zn) has different po-
tential with respect to the part (zn ,`) and with respect to
other strips. Thus specifyingen sets the correspondingEx

field between strips. Detailed discussion of this subject is
presented later.

IV. BLOCH AND BIS EXPANSIONS

The system of strips under consideration is periodic,
thus the appropriate field representation is the Bloch expan-
sion

f5(
n

E(n)

kn
e2 j r nx2 jsz, kn5Ar n

21s2,

@Ex ,Ez#5(
n

F j r n

kn
,

js

kn
GE(n)e2 j r nx2 jsz, ~5!

]xEz52 jsEx ,

wherer n5r 1nK is the wave number ofnth Bloch compo-
nent. The domain 0,r ,K is chosen to avoid ambiguity of
the field representation.

The wave field will satisfy the boundary conditions~2! if
its Bloch components have the following BIS expansions
(D5Kw, see Appendix A for details!

FIG. 1. Modeling of a finite aperture width transducer by periodic strips;
note a break in one strip.

814 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Eugene J. Danicki: SAW diffraction



DDy
(n)5amPn2m~cosD!e2 j r nx,

Ex
(n)5

j r n

kn
E(n)5am8 Sn2mPn2m~cosD!e2 j r nxe2 j r nx, ~6!

]xEz
(n)52 js

jr n

kn
E(n)e2 j r nx

5bmSn2mPn2m~cosD!e2 j r nx,

with summation symbol overm dropped, as well as
exp(2jsz). It is assumed below that the wave field ampli-
tudes depend on both wave numbersr and s—the spectral
variables of Fourier transforms overx and z, respectively.
The correspondingx-harmonic dependence, being in fact the
term involved in the inverse Fourier transform, is included
explicitly in the above expressions for convenience of the
analysis that follows: the notation follows that of earlier
papers.4,5 Note that]xEz5]zEx thus

am8 5
j

s
bm ,

E(n)5
kn

srn
bmSn2mPn2m~c!, ~7!

amPn2m~cosD!5ee

kn
22kv

2

kn
22ko

2

kn

srn
bmSn2mPn2m~c!

(c5cosD). The last equation~actually the system of equa-
tions, 2`,n,`) results from the planar harmonic Green
function ~1! applied to thenth Bloch components of the tan-
gential electric fieldE(n) and the surface electric charge
DDy

(n) .
There is a doubly infinite set of equations~for negative

and positiven) in which we can apply the approximation

ee

kn
22kv

2

kn
22ko

2

kn

srn
5

ee

s
Sn if unu.N, ~8!

whereN is a certain large number. To satisfy all these equa-
tions with the assumed finite number of the BIS expansion
coefficientsam , bm , one must apply that5

bm5
s

eo am , ~9!

whereeo5ee(un→0), un5atan(s/r n), unu→`.
This finally transforms the last of Eqs.~7! into

amF12 ēe~un!
kn

22kv
2~un!

kn
22ko

2~un!

kn

r n
Sn2mGPn2m~cosD!50

~10!

~summation symbol overm dropped, 2N<m<N11),
where ēe5ee /eo. There are less equations, by 1, than un-
knowns am , thus the above equations, taken for2N<n
<N, allow us to evaluate only the relative coefficientsām

5am /a0 . For othern, Eq. ~10! is satisfied automatically
due to the approximation~8!.

V. TRANSFER FUNCTION OF STRIPS

Integrating]xEz over x, one obtains from~6!,

Ez~r ,s!5(
m,n

j
s

eo

am

r 1nK
Sn2mPn2m~c!e2 j (r 1nK)xux5 lL

5
jsao~r ,s!

eoK sinpr /K
~21!māmP2m2r /K~2c!e2 j r l L

~11!

(c5cosD), evaluated with the help of Eq.~A2!. The inverse
x-Fourier transform forEz is the integral

Ez~ lL;s!5
1

K E
0

K jspao~r ,s!

eoK sinpr /K
~21!mām

3P2m2r /K~2cosD!e2 j r l L dr, ~12!

that should result in the givenel(s). This requires that

a0~r ,s!5
2 j eoKen~s!ejrnL sinpr /K

sp(m~21!māmP2m2r /K~2cosD!
~13!

~summation symbol overm included to avoid misinterpreta-
tion!. Indeed, applying it in Eq.~12! results in Ez( lL;s)
5en(s)dnl because*0

K exp(2jlr L)dr/K5d0l , where dnl is
the Kroenecker delta.

The electric charge ofkth strip (k is an integer number
here! results from the integration ofDDy over x in the kth
strip domain (kL2w/2, kL1w/2) that can be extended into
(kL2L/2, kL1L/2) on the strength of Eqs.~2!. Using
again Eq.~A2!, one obtains

E
kL2L/2

kL1L/2

DDy dx5(
m,n

amPn2m~cosD!

3@e2 j r n(kL1L/2)2e2 j r n(kL2L/2)#/~2 j r n!

5Qk~r ,s!

5a0~r ,s!LāmP2m2r /K~cosD!e2 j rkL.

~14!

The total currentJ̄k flowing along thekth strip can be evalu-
ated by applying the charge conservation law

2
]

]z
J̄k5 j vQk , yielding J̄k~r ,s!5

v

s
Qk~r ,s!. ~15!

Accounting for the result~13!, one obtains

J̄k~r ,s!52 j v2eo
en~s!

s2 R~r ,s!e2 j r (k2n)L,

~16!

R~r ,s!5
(mamP2m2r /K~cosD!

(mam~21!mP2m2r /K~2cosD!
.

Here, the relativeām has been replaced byam .
The inverse Fourier transform ofJ̄k yields the spatial

transfer function of strips~the strip transadmittance!

J̄k~z!52 j v2eoE
2`

`

s22en~s!e2 jsz
ds

2p

3E
0

K

R~r ,s!e2 j r (k2n)L sinpr /K
dr

K
. ~17!
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This is the current ofkth strip resulting from the applied
electric field to thenth strip. It is caused by the strip mutual
capacitance and by the excited SAW that propagates along
the substrate surface between strips. This latter component,
Jk , is discussed further in the next section assuming that
en(z) is a d-like function ~3!.

For the convenience of physical interpretation of the re-
sulting wave component of the strip transadmittance, the ap-
plied excitation of strips is generalized here with respect to
Eq. ~3! by introducing the following potential distribution
along the strip:

f~nL,z!5VnHexp@2a~z2zn!#, z.zn ,
2exp@a~z2zn!#, z,zn . ~18!

This corresponds to thed-like electric fieldEz52]zf at z
5zn , but the potential slowly vanishes whenuz2znu→` (a
is assumed small!. Thez-Fourier transform of interest is

en~z!52Vn

2s2

s21a2 ejszn, ~19!

which substituted into~17! yields

J̄k5 j v4eoVnE
2`

` e2 js(z2zn)

s21a2

ds

2p

3E
0

K

R~r ,s!e2 j r (k2n)L sinpr /K
dr

K
. ~20!

Later, we will applya→0 to obtain the final result, in which
case the strip sections down and upzn have constant poten-
tials 7Vn , respectively.

VI. CASE OF LARGE K

Continuing the above analysis, we would develop a gen-
eral theory of IDTs that is rather complex. More instructive
results of certain practical value can be obtained applying
further approximations. Moreover, the resulting simplified
analysis may better present the proposed model. The first
assumption is thatK52p/L is large with respect to the
SAW wave numbersko,v . This means that there are more
than two strips per SAW wavelength, like in the frequently
used split-finger transducers whereK'4kv . The other as-
sumption is also frequently applied,D5Kw5p/2 meaning
equal strip width and spacing. These assumptions, and ap-
proximations that follow, have clear physical interpretation
and have been already used in an earlier theory of IDT.4,7

For instance, if 0,r ,K/2, Eq. ~10! needs only to be
checked forn50, with m allowed to be only 0 and 1. No-
ticing thatP0(0)51, P1(0)50, this yields

a152a0~12a!/~11a!,
~21!

a5 ēe~u0!
r 21s22kv

2~u0!

r 21s22ko
2~u0!

Ar 21s2

r
.

Similarly, if K/2,r ,K, it is sufficient to check Eq.~10! at
n521 only with appliedm521,0:

a2152a0~11b!/~12b!,
~22!

b5 ēe~u21!
r 21

2 1s22kv
2~u21!

r 21
2 1s22ko

2~u21!

Ar 21
2 1s2

r 21
.

Here,a0 is arbitrary and the otheram50. This yields

R~r ,s!'ēe~u0!
r 21s22kv

2~u0!

r 21s22ko
2~u0!

Ar 21s2

r
,

~23!

R~r ,s!'ēe~u21!
r 21

2 1s22kv
2~u21!

r 21
2 1s22ko

2~u21!

Ar 21
2 1s2

2r 21
,

respectively, for 0,r ,K/2 andK/2,r ,K.
Taking both of the above into account, one obtains for

2K/2,j,K/2,

R~j,s!'ēe~u!
k22kv

2~u!

k22ko
2~u!

k

j
Sj , ~24!

where u5atan(s/j), k5Aj21s2. Now, the inner integral
~20! can be rewritten in the form

E
0

K

R~r ,s!e2 j r (m2n)L sinp
r

K
dr

5E
2K/2

K/2

ēe~u!
k22kv

2

k22ko
2

k

j
e2 j r (m2n)L sinp

j

K
dj.

Most interesting is the part of the transfer function resulting
from the wave propagation between strips. This will be the
part satisfying the Jordan lemma when the integration overj,
from 2K/2 to K/2 with K assumed large, is extended to
6`. To obtain this part, we consider only the second com-
ponent of

k22kv
2

k22ko
2 511

ko
22kv

2

k22ko
2

proportional tod5(ko2kv)/ko , which quantity is called a
piezoelectric coupling coefficient for SAW, being usually of
an order of 1%;ko

22kv
2'2ko

2d. ~The unitary part of the
above expression describes the strip mutual capacitance that
is not discussed further below.! The SAW induced current is

Jm~z!5
j v4Vn

pK E
2`

` e2 js(z2zn)

s21a2 E
2`

`

ee~u!

3
ko

2d~u!

k22ko
2

k

j
e2 j j(m2n)L sin

pj

K
dj ds. ~25!

Below, mÞn is assumed, meaning that the interaction be-
tween different strips is sought.

This result needs somewhat deeper discussion, however.
It is evident that the limit value discussed in Eq.~8! depends
on s: for s large, we need more equations to be accounted for
in Eq. ~10!, perhaps rendering solutions~20!–~24! too much
simplified. Happily, only small values ofs are most impor-
tant in the expression for current, Eq.~25!, because the term
of (s21a2)21 vanish if s→`, a→0. This proves the cor-
rectness of the applied approximationa posteriori, at least
for largeK and for the SAW-induced currentJm .
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VII. SAW TRANSFER FUNCTION OF STRIPS

It is convenient to apply angular variables in the above
two-dimensional integral,

z2zn5z8, ~k2n!L5x8,

z85p sina, x85p cosa, ~26!

j5k cosu, s5k sinu,

with the transformation Jakobian equal tok.
Noticing thatee(u1p)5ee(u) due to the material sym-

metry, and similarly for the other parameters of the planar
harmonic Green function, one obtains

JmÞn
R ~z8!5

j v8Vn

2pK E
2p/2

p/2

duE
2`

` ee~u!ko
2~u!d~u!

k2 sin2 u1a2

3k2
e2 jpk cos(u2a)

k22ko
2~u!

X dk, ~27!

where X5@sin(pkcosu/K)#/(kcosu)]. This is p/K for k
'ko!K.

Let x8.0 meaning that the strip the current of which is
evaluated is placed on the right-hand side of the strip sup-
plied with external voltage source~the strip exciting SAWs
in the system!. To evaluate the inner integral, one must take
into account thatko has complex value in lossy materials.
Assuming thatko is the wave number of the forward propa-
gating wave that carries acoustic power tox→1`, Im$ko%
,0 while its real part can be either positive or negative in
anisotropic materials. Having this in mind and applying the
Cauchy theorem, we obtain

Jm~z8!54vVnE
Q

eeko
3d~u!/K

ko
2 sin2 u1a2

3X~ko cosu!e2 jpko cos(u2a) du, mÞn, ~28!

where the integration domainQ is chosen such that the out-
ward normal to the slowness curveko /v over the integration
domain is directed towards the observation point which is
(x8,z8) appearing in the exponential function in the above
integral. This selects automaticallyko(u) that has the proper
value of its imaginary part as discussed above; the wave will
decay on the path from the source (nL,zn) to the observa-
tion point (mL,z), when in lossy materials.

The other poles, atk2 sin2 u1a250, have been neglected
in the above result because their contribution toJm does not
result from the SAW propagation between strips. Indeed, the
phase shift of the exponential term resulting from these poles
would bepa cos(u2a)/sinu that is far from the correct one,
kWopW , resulting from the surface waves.

It is worth to compare this important result with the one
resulting from the plane-wave theory of IDTs presented in
Appendix B. The integrand values atu;0 contribute most to
the integral~28!, thus applying sinu'u, cosu'1, and notic-
ing that*0

`(11x2)21 dx5p/2, we easily obtain that

Jl~z850!'
1

a
2vVneo~ko2kv!Le2 jkou l 2nuL sinpko /K,

~29!

where p cos(u2a)5pcosa that is u l 2nuL; similarly for u
50 is ee'eo and z85z2zn5p sinu50 which latter equa-
tion means that we evaluate thel th strip current atz5zn .

The interpretation of this result is the following. Both
parts of thenth strip having potential7Vn excite SAWs of
equal amplitudes but different signs. These almost plane
SAWs propagate in imaginary neighboring acoustic channels
(2`,zn) and (zn ,`), and excite currents in thel th strip. At
the boundary of these acoustic channels,z5zn , these cur-
rents are of equal amplitudes, but flowing to the upper part of
the strip and from the lower part of it; these equal currents
areJl evaluated above atz850, that is, atz5zn . That is why
there is nice agreement between Eqs.~29! and ~B9!.

VIII. REGULARIZATION „a\0…

The integral~28! is strongly singular whena→0. This
corresponds to the case ofA→` in Eq. ~B10!. Indeed, the
strips are infinitely long in the above presented theory, cor-
responding to the infinite aperture width in the plane-wave
theory that brings the analogous difficulty in Eq.~B10! when
A→`.

The problem arises from applying voltages to strips of
infinite length. This excites the SAW of infinite beam width
and, naturally, excites infinite current in the neighboring in-
finite grounded strip. In practice, the strips are of finite
length~Fig. 2! which can be modeled by superposition of the
three excitation cases described by Eq.~18! ~with a→0), as
shown in Fig. 2. Moreover, note that the potential difference
between the strip sections is set, not the absolute section
voltages,6V. Thus, the strip sections have potentialsC
6V rather than6V, with the bias voltageC to be deter-
mined from the Kirchhoff laws.4

Similar is the case of the receiving transducer. Its output
bars collect currents from its fingers:JR5Jl(zl)2Jl(A/2)
and JL5Jl(2A/2)2Jl(zl) are l th strip contributions to the
right and left transducer bars. Assuming that the transducer is
short-circuited, both bars’ total currents should be the same.
If they are not, then the receiving transducer has certain bias
potential C which can be evaluated from the condition of
equal bar’s currents. This potential contributes to the propa-
gating SAWs, but in typical cases the effect is negligible and
C is neglected. This corresponds toA50 in the plane-wave
theory. Applying this simplification, the transducer output
current is simply( lJ(xl ,zl), the sum over all transducer
fingers.

Introducing notation D(u)54vee(ko2kv)LXko /K,
one obtains

Jm~zm!5VnE
Q

D~u!
ko

2~u!e2 jkWopW

ko
2 sin2 u1a2 du, ~30!

FIG. 2. Finite aperture-width transducer: modeling by superposition of three
cases.
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whereD~u! represents the piezoelectric property of the sub-
strate andko(u) is the SAW wave number which may de-
pend on the propagation direction;z85zm2zn5p sina and
x85(m2n)L5p cosa. The integration domainQ is chosen
according to the rule discussed in the section above.

To overcome the above mentioned difficulty with infi-
nite strips but avoiding too sophisticated analysis resulting
from Fig. 2, the trick is applied here by settingA→0. This is
by analogy to the plane-wave theory where the troublesome
component (A) is neglected with respect to this part of~B10!
which depends on the transducer apodizationzn . Using the
above-mentioned superposition of three cases depicted in
Fig. 2, andA50, one obtains7 at a→0

Jm~zm!5VnE
Q

D~u!
e2 jkWopW2e2 jkox8 cosu

sin2 u
du. ~31!

The integral principal value exists and can be evaluated nu-
merically. Indeed, one can easily transform the integral into
*0

p/2f (u)sin22 u du, where f (u);z8u2 at u→0, for any
ko(u). Note the linear dependence of this approximation on
z. It will result in the similar dependence of the transducer
current onz ~i.e., on the transducer apodization!, like in the
plane-wave theory of IDTs~B10!. Numerical examples ob-
tained with help of this equation for IDTs counting hundreds
of strips can be found elsewhere.7 It was found convenient to
sum up the contributions of all the strips to the total IDT
current first, and then perform numerical integration overu.

IX. CONCLUSIONS

The theory of IDTs accounting for the SAW diffraction
has been formulated using the BIS expansion method. The
same method has been used earlier in the plane-wave model4

of IDTs that was thoroughly verified experimentally.7 As
shown in Sec. VII, both theories yield the same results in the
limit case. This is certain verification of the proposed model.

The surface wave diffraction is a spurious phenomenon
that distorts the frequency response of SAW filters with re-
spect to that designed with help of the plane-wave theory
~Appendix B!. The diffraction may cause spurious cross-talk,
for instance, between tightly arranged filters on the substrate
in filter banks. Otherwise it may be exploited positively in
laterally coupled SAW resonators. The presented model de-
livers a method for analyzing and designing of such devices,
particularly in cases of narrow band selective filters and reso-
nators exploiting systems of several hundred strips of rela-
tively small lengthA, Fig. 2.

The theory is open for further development:~1! Ac-
counting for moream , the system of two strips per wave-
length applied in SAW resonators can be analyzed, yielding
an estimation of the diffraction losses.~2! Applying an ap-
propriate planar harmonic Green function, pseudo-SAW,
leaky and surface skimming bulk waves, can be included
into the theory as well.~3! And by applying the model of
elastic strips,4,7 the mechanical interaction of the transducer
fingers with propagating SAWs can be accounted for. This
analysis would involve the full matrix Green function.6

Although the presented model relies on several approxi-
mations, the results can be made as accurate as required by

applying largerN in Eqs. ~10!, at expense of computation
time. This makes it an ideal tool for verification of the other
ad-hocmodels that may appear in literature and which may
be less computationally demanding. In the present theory, the
computation time is to be spent primarily on evaluation of
integrals like ~31!, due to its rapidly varying exponential
function for very distant transducer fingers.

ACKNOWLEDGMENTS

This paper is dedicated to His Holiness Pope John Paul
II. The author is indebted to Dr. Thomas Danicki from Roch-
ester Hills, MI, for his kind contribution to the text of the
paper that improved it considerably.

APPENDIX A: USEFUL IDENTITIES

The BIS expansion method exploits the known Fourier
expansion of a complementary pair of periodic square-root
singular functions that will serve as a prototype of the real
wave field for further modifications. Vanishing in alternate
domains, these prototype functions satisfy the mixed bound-
ary conditions. Slightly transformed forms of these functions
with respect to the identity presented in the monograph8 are

(
n52`

`

amPn2m~cosD!e2 jnu

5&
am exp~2 jmu!

Acosu2cosD
ej u/2, uuu,D,

~A1!

(
n52`

`

bmSn2mPn2m~cosD!e2 jnu

52 jSu&
bm exp~2 jmu!

AcosD2cosu
ej u/2, D,uuu,p

~and zero in the other domains4!, whereSn51 for n>0, and
21 otherwise, andPn(cosD) is a Legendre function. The
second form results from the first by applying substitution of
u, D by p2u, p2D and using the identityPn(2cosD)
5Sn(21)nPn(cosD).

The real wave field in the plane of strips is constructed
as a superposition of the above prototype functions overm in
certain large but finite limits. Such a constructed wave field
satisfies the above mentioned boundary conditions at the
plane of strips automatically like the prototype functions in
Eqs. ~A1!, although having different values, dependent on
the expansion coefficientsam andbm , in alternate domains
where they are different from zero. This is due to the result-
ing summation overm ~a finite Fourier series! in the numera-
tor of the right-hand sides of Eqs.~A1! involving arbitrary
coefficientsam , bm . This secondary finite expansion overm
is called the BIS expansion, in contrast to the infinite Bloch
expansion overn in Eqs.~A1!.

The unknown expansion coefficients (am ,bm) will be
determined by checking the differential equations describing
the medium in which the strips are embedded, for each of
harmonic ~Bloch! components of the wave field. Conve-
niently, these equations can be sufficiently represented by the
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corresponding planar harmonic Green function describing
both homogeneous half-spaces above and below the plane of
strips. The asymptotic property of this function of spectral
variable makes the above-mentioned checking significant
only for certain finite number of the lowest Bloch compo-
nents. Moreover, careful analysis of the resulting infinite
number of equations for higher Bloch components shows
that bm depends onam , thus eliminating half unknowns.

The resulting system of equations has very specific form
depicted below

3
•

• •

• • • • • • •

• • • • • • •

• • • • • • •

•

4 .

It is evident that the upper two unknowns of this system of
equations and the lowest one have trivial solutions equal to
zero. Apparently, including more equations taken for higher
positive and negative Bloch components does not change the
nontrivial solution foram . The strength of the BIS expan-
sion method relies on this feature, that it results in a small
system of equations that must be solved numerically.

Summarizing, as opposed to many approximate meth-
ods, the BIS expansion method tends to satisfy the boundary
conditions exactly. This is achieved at the cost of certain
inaccuracy in the differential equations describing the me-
dium, the inaccuracy dependent on how many coefficients
am , bm are included in the wave field representation.

Two useful identities, resulting from the Dougall
expansion8 are, after some easy transformations

(
n52`

`

am

~21!nPn2m~x!

r 1nK
5

pam

K sinpr /K
P2m2r /K~x!,

~A2!

(
n52`

`

bm

Sn2mPn2m~x!

r 1nK
5

p~21!mbm

K sinpr /K
P2m2r /K~2x!,

x5cosD, which help us to present the final results of the
analysis in quite simple forms.

APPENDIX B: PLANE-WAVE THEORY OF IDT

The theory of IDTs based on the BIS expansion method
is presented in the earlier papers.4,7 Here, we present it
shortly for the readers’ convenience neglecting the strip elas-
ticity and the resulting SAW stopbands. In spite of it, the
results remain valid for most applications.

For plane-wave approximation, strips are infinitely long
and the field is assumed independent ofz, thus

E(n)5 j r nfn , r n5r 1nK, kn5Ar n
2,

DDy
(n)52 j eo

r n
22kv

2

r n
22ko

2

kn

r n
E(n), ~B1!

for nth Bloch wave field component;kn /r n can be replaced
by Sn ~assuming 0,r ,K). The BIS expansion is~summa-
tion symbol overm dropped!

DDy
(n)5amPn2m~cosD!e2 j r nx,

~B2!
E(n)5am8 Sn2mPn2m~cosD!e2 j r nx.

Applying ~B1!, one finds thatam8 5 j am /eo which results in

amF12SnSn2m

r n
22kv

2

r n
22ko

2GPn2m~cosD!50. ~B3!

It is satisfied automatically whenunu→` for any am andm
in finite limits ~this results from the form of the system ma-
trix discussed in the preceding section!.

This set of equations, applied forunu<N and 2N<m
<N11, can be solved forām5am /a0 , then the Fourier
transforms can be evaluated for the currentJ̄ flowing to the
strips, and of the strip potentialV, both of which are depen-
dent onr

J̄~r !5 j va0E
2L/2

L/2

DDy dy5 j vLa0~r !āmP2m2r /K~x!,

~B4!

V~r !52E E dx5a0~r !
p~21!mām

eoK sinpr /K
P2m2r /K~2x!

(x5cosD). The derivation is analogous to that presented in
the preceding sections.

The inverse Fourier transform toV(r ) must yield the
given strip potentialVn , hence it must be

a0~r !5Vn

eoKe2 j rnL sinpr /K

p~21!māmP2m2r /K~2cosD!
. ~B5!

This, when applied in the inverse Fourier transform for the
current ofl th strip, yields (x5cosD)

J̄l5
1

K E
0

K

J̄~r !e2 j r L dr

5 j vVn2eo
1

K E
0

K

R~r !e2 j r ( l 2n)L sinpr /K dr,

~B6!

R~r !5
amP2m2r /K~x!

~21!mamP2m2r /K~2x!
'

r 2r v

r 2r o

K2r 2r v

K2r 2to
,

where r v and r o are zero and the pole ofR(r )5R(K2r ),
which functional symmetry was accounted for in the above
approximation toR; moreoverr o,v'ko,v if K@ko .

The part of the current caused by the SAWs is

Jl5 j v2eoVn

1

K E
0

KS r o2r v

r 2r o
1

r o2r v

K2r 2r o
D

3e2 j r ( l 2n)L sinpr /K dr, ~B7!

which integration is performed by~1! extending limits to
infinity ~assumingK large!, and ~2! applying the Cauchy
theorem. The result is forlÞn

Jl52vVneo~r o2r v!Le2 j r ou l 2nuL sinpr o /K. ~B8!

This is the fundamental relation of the theory of IDTs: the
voltage Vn applied tonth strips excites a plane SAW that

819J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Eugene J. Danicki: SAW diffraction



propagates along the substrate surface with wave numberr o

and excites the current of densityJl ~per strip length! in a
groundedl th strip.

The contribution of a strip of lengthA to the IDT current
is AJ, neglecting its part caused by the strip mutual
capacitance.4 Applying still the plane-wave theory, suppose
that the voltageVn varies along the strip like exp(2az), z
P(0,̀ ), a small. The total current excited in thel th strip
evaluated from the plane-wave theory, is

I l5E
0

`

Jle
2az dz5Jl /a. ~B9!

This means that the equivalent aperture width of the applied
excitation isA51/a.

For the so-called apodized IDTs which strips spans be-
tween the transducer bars~separated by the distanceA), and
having a break atzn between bars, the transducer total cur-
rent has been evaluated4 to be

I 5yU(
n,m

@A2uzn2zmu#e2 j r oun2muL, ~B10!

whereU is the potential difference applied to the bars. The
current depends onv mainly due toko;v in the exponential
terms involved (y is a certain coefficient weakly dependent
on v!. The transducer frequency responseI (v) is known to

be dependent on the transducer apodizationzn rather than on
the transducer bar separationA, which term is usually ne-
glected in the analysis under the assumption that the IDT has
such a typical construction that the terms withA cancel each
other in the frequency band of interest.4
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The predicted barrier effects in the proximity of tall buildings
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A ray model is developed and validated for the prediction of the insertion loss of barriers that are
placed in front of a tall building in high-rise cities. The model is based on the theory of geometrical
acoustics for sound diffraction at the edge of a barrier and multiple reflections by the barrier and
façade surfaces. It is crucial to include the diffraction and multiple reflection effects in the ray
model, as they play important roles in determining the overall sound pressure levels for receivers
located between the fac¸ade and barrier. Comparisons of the ray model with indoor experimental data
and wave-based boundary element formulation show reasonably good agreement over a broad
frequency range. Case studies are also presented that highlight the significance of positioning the
barrier relative to the noise-sensitive receivers in order to achieve improved shielding efficiency of
the barrier. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1593060#

PACS numbers: 43.50.Gf, 43.28.En, 43.50.Rq@DKW#

I. INTRODUCTION

The use of acoustic barriers to shield land transportation
noise sources from neighborhood residents has been imple-
mented extensively in many countries worldwide. Since the
late 1960s,1–6 much effort has been put into predicting the
sound levels behind barriers by using theoretical studies,
scaled-model experiments, and other more costly full-scale
field experiments. Despite this widespread interest, there are
relatively few studies that consider the barrier effect on the
overall sound pressure levels in front of a tall building. This
typical urban scenario is particularly important in high-rise
cities where noise barriers are sometimes built close to tall
residential buildings.

In the absence of other reflecting surfaces, diffraction
over the top edge is often the only path for sound waves to
reach receivers located at the opposite side of the barrier. In
this simplest case, rules and charts are available to aid the
practical design of noise barriers such that their acoustic per-
formance can be assessed readily. Theoretical approxima-
tions and field experience were combined heuristically to
devise these design rules and charts.4,7,8 Much of this early
theoretical work on the study of noise barriers was based on
the classical diffraction theory.9 More recent theoretical work
has allowed the presence of the impedance ground, the use of
sound-absorbent materials on the barrier surface, and mul-
tiple diffraction/reflection between two barriers.10–12 How-
ever, with a barrier situated in front of a tall building, a series
of image sources are formed behind the fac¸ade and barrier
surfaces due to multiple reflections. Most standard prediction
methodologies, for example, the CRTN13 and FHWA
programs,14 do not take into account the prediction of the
sound field due to these multiple reflections occurring be-
tween a fac¸ade–barrier system.

Sakuraiet al.15 used a time–domain method to investi-
gate the sound field of the fac¸ade–barrier system. The pre-

diction of the sound field around the barrier was based on the
Kirchhoff–Rubinowicz theory but their theoretical model
was not in accord with their experimental data for sound
fields measured behind the barrier. Walerianet al.16 devel-
oped a computer simulation program to evaluate the time-
averaging sound pressure levels in an outdoor environment.
However, their program involved too many different param-
eters, which made it somewhat complex to apply in the
present fac¸ade–barrier system.

Cheng and Ng17 studied the acoustic performance of a
parallel barrier in front of a building fac¸ade. They used an
empirical diffraction model but they did not consider the
multiple reflections between the fac¸ade and barrier and only
one image source was included in their numerical formula-
tion. Godinho et al.18 used the boundary element method
~BEM! to determine the sound field produced by an infinitely
long barrier in the vicinity of building fac¸ades. The BEM
numerical scheme is an accurate numerical method. One of
its main disadvantages is that it is very computationally in-
tensive, especially at high frequencies. In Godinho’s investi-
gations, no experiments were conducted, but they compared
their numerical results with those obtained by other rather
simplified prediction models.14,19 These simplified models
were mainly used for outdoor situations and did not show
much agreement with their BEM results.

In this paper, we aim to develop a ray-based model for
the prediction of the effect of a noise barrier in the vicinity of
tall buildings. The theoretical formulation for the ray model
is outlined in Sec. II. Details of numerical and indoor experi-
ments for the validation of the theoretical model are pre-
sented in Sec. III. In Sec. IV, typical outdoor situations are
simulated that investigate the fac¸ade effect on the acoustic
performance of noise barriers. Concluding remarks are of-
fered in Sec. V.

II. THEORY—FORMULATION OF A RAY MODEL

We consider a typical scenario of a high-rise city in
which a noise barrier of heightH is aligned parallel to a row

a!Author to whom correspondence should be addressed. Electronic mail:
mmkmli@polyu.edu.hk
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of tall buildings. The barrier is designed to shield residents in
the buildings from noise sources that are located on the op-
posite side of the barrier. To model the problem, we assume
that the tall buildings are replaced by a plane fac¸ade where
the barrier is built at a distanceL in front of it, above an
absorbing ground. Figure 1 shows a schematic diagram of
the specified problem. The fac¸ade is situated along they axis
at thex50 plane. Furthermore, the fac¸ade is assumed to be
much higher than the barrier and receiver so that diffraction
of sound at the top of the fac¸ade can be ignored. We are
primarily interested in a three-dimensional problem where
the barrier and building fac¸ade are placed on the ground
surface at the plane ofz50. They are extended to infinity in
both directions along they axis, i.e.,2`<y<1`, so that
sound diffracted at their side edges is omitted. To simplify
the problem, let the source and receiver be located at the
same vertical plane aty50. A time-dependent factore2 ivt is
understood in this paper.

A rectangular coordinate system is used where the re-
ceiver is positioned atR[(xr ,0,zr) between the barrier and
façade. A noise source is placed on the opposite side of the
barrier atC0[(xs,0,zs), wherexs>L andzs , zr>0. Using
the image source concept, an image source above the imped-
ance boundary atC08[(xs,0,2zs) can be identified immedi-
ately. In the present study, we wish to investigate the case
where the receivers are located in front of the fac¸ade but are
separated from the source by the barrier, i.e.,L>xr>0. Let
us consider a more general situation where the ground sur-
faces have the specific normalized admittance ofb1 at the
receiver side andb2 at the source side. Since acoustically
hard materials are commonly used for the fac¸ade and barrier
surfaces in most metropolitan areas, the specific normalized
admittance of the fac¸ade and barrier surfaces are assumed to
be zero.

When the barrier blocks the direct line-of-sight contact
between the receiver and noise source, the receiver itself is
located in the shadow zone. In this case, the diffraction of
sound at the top edge of the barrier is the only transmission
path for the propagation of noise toward the receiver, as the
transmission of sound through the barrier is ignored. On
reaching the top edge of the barrier, part of the diffracted

waves propagate toward the receiver directly. Other parts of
the diffracted waves are reflected at the ground and fac¸ade
surfaces before they reach the receiver. The point of diffrac-
tion at the barrier edge, which is located atH above the
ground surface, may be treated as a secondary noise source.
Since this secondary noise source is located at the top edge
of the barrier’s surface, multiple reflections take place be-
tween the fac¸ade and barrier before the diffracted waves ar-
rive at the reception point. Images of the primary and sec-
ondary sources are formed in the quarters ofx.0, z.0 and
x,0, z.0. By virtue of the impedance boundary, ground-
reflected image sources are also formed in the quarters ofx
,0, z,0 andx.0, z,0. The positions of these primary and
secondary sources and their corresponding images can be
identified as located atCn5(xn,0,zs), Sn5( x̄n,0,H), Cn8
5(xn,0,2zs), and Sn85( x̄n,0,2H), respectively. Here,n is
the order of the image sources that can be regarded as the
number of reflections from the two parallel surfaces. When
the ordern is an odd number~equal to 2m11, say!, the
image source is located at the left side behind the fac¸ade
surface (x,0). In this particular image source, the ray can
be identified as hitting the fac¸ade surfacem11 times and
interacting with the barrier surfacem times. Whenn is even,
the image source is situated at the right side behind the bar-
rier surface (x.0). The corresponding ray will hit the fa-
çade and barrier surfaces an equal number of times. In addi-
tion, an extra reflection occurs for those image sources
located below the ground surface.

A close examination of the positions of the secondary
source and its images reveals that the distance in thex direc-
tion of the consecutive images in each quarter differs by a
length of 2L. It is straightforward to generalize thex coor-
dinate,xn of the secondary source and its images. It is inter-
esting to note that the even- and odd-order rays~order 2m
and 2m11 for m50,1,2,...) are of equal horizontal distance
from the origin:

x2m52x2m115~2m11!xs ,
x̄2m52 x̄2m115~2m11!L, for m50,1,2,3,... . ~1!

A negative sign is required for thex coordinates of all odd-

FIG. 1. Schematic diagram of the source/receiver con-
figuration in a fac¸ade–barrier system.
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order rays because these sources are located at the left side
behind the fac¸ade surface (x,0).

The geometrical configuration of the problem is shown
in Fig. 2~a!, illustrating the positions of receiver, primary
noise source, secondary noise source, and its images in the
x2z plane. For reasons of clarity, the image sources below
ground are not shown in Fig. 2~a!. In principle, the number

of images tends to infinity as they line up in the6x direc-
tions. However, in practice, only a finite number of image
sources contribute to yield the total sound field. Obviously, if
the separation between the barrier and fac¸ade is smaller,
more image sources will be generated within a specified dis-
tance because of the increased number of possible reflections
between these two vertical surfaces. This may lead to a more
intense noise level as more image sources contribute to the
total sound field. We reiterate that both source and receiver
are assumed to locate at the same vertical plane aty50 and
the primary source is located below the barrier top edge, but
the receiver is allowed to vary along the height of the fac¸ade
above the barrier top edge. This arrangement permits us to
simulate situations where the noise-sensitive receivers reside
on different floors in the buildings.

Let us investigate different zones of the sound field in
the proximity of the fac¸ade–barrier system. The current
setup is quite complicated due to the presence of a building
façade behind the noise barrier. When a receiver is located in
the shadow zone@i.e., Region I of Fig. 2~a!#, the line of sight
between the source and receiver is blocked. The sound field
is mainly dominated by the diffracted waves and their sub-
sequent multiple reflections between the fac¸ade and barrier
surfaces. An image source method, see, for example, Ref. 20,
is used to account for the effects of multiple reflections. Ac-
cording to this concept, each reflected wave is replaced by a
wave emitted from an image source. In Region I, the total
sound field is determined by summing all diffraction terms
formed by these secondary image sources. To compute the
diffracted wave terms, it is useful to consider the geometrical
configuration, as shown in Fig. 3~a!. For a point source lo-
cated atC0[(xs,0,zs), receiver atR[(xr ,0,zr), and the
point of diffraction atD[(xd,0,zd), Pierce’s formulation21

may be used to compute the diffracted sound field by using
the following formula:

P~S,R,D!5S eip/4

A2
D F eik~dS1dR!

4p~dS1dR!G
3@AD~X1!1AD~X2!#, ~2!

FIG. 2. The source/receiver geometry in a fac¸ade–barrier system in thex-z
plane. The distance between the receiver and barrier is denoted as ‘‘a.’’ The
distance between the receiver and building fac¸ade is denoted as ‘‘b.’’ Sub-
sequent secondary source images are separated by a distance of 2(a1b).
The three regions of the sound field are formed by~a! the primary noise
source,c0 ; and ~b! the image source,c08 , due to the reflection from the
ground.

FIG. 3. ~a! The geometrical configuration for the dif-
fraction of sound by a thin barrier.~b! Schematic dia-
gram showing multiple reflections between the fac¸ade
and barrier surfaces for the receiver height is less than
that of the barrier.
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wheredS anddR are the respective distances from the source
and receiver to the diffraction point. The function,AD(X), is
the diffraction integral21 given by

AD~X!5sgn~X!@ f ~ uXu!2 ig~ uXu!#, ~3!

where sgn(X) is the sign function, andf (X) andg(X) are the
auxiliary Fresnel functions22 of real argumentX. The argu-
ments of the diffraction integral,X1 andX2 , are determined
by

X65X~fR6fS!, ~4!

where

X~F!5F22 cosS F

2 D GA 2•dS•dR

l~dS1dR!
, ~5!

l is the wavelength of the diffracted sound, and the angles
fR andfS are defined in the surface of the screen, as shown
in Fig. 3~a!. The argumentF in Eq. ~5! is either (fR1fS) or
(fR2fS) for X1 andX2 , respectively.

The total diffracted sound field due to the primary
sources can be calculated as follows:

PD5PA1PB ~6a!

wherePA and PB are corresponding contributions from the
secondary sources~even- and odd-order image sources, re-
spectively! above and below the ground surfaces. They are
determined by

PA5(
m

P~C2m ,R,S2m!1(
m

P~C2m11 ,R,S2m11!

~6b!

and

PB5(
m

Q~S2m8 ,R,b1!P~C2m ,R,S2m8 !

1(
m

Q~S2m118 ,R,b1!P~C2m11 ,R,S2m118 !, ~6c!

where the functionQ is the spherical wave reflection coeffi-
cient for a given source and receiver position and the acous-
tical characteristics of the plane boundary. Generally speak-
ing, for a given source positionS, receiver positionR, and
specific normalized admittance of the impedance boundary
b, the spherical wave reflection coefficientQ(S,R,b) can be
computed by23

Q~S,R,b!5V~u!1@12V~u!#F~w!, ~7a!

where the plane wave reflection coefficientV(u), the bound-
ary loss factorF(w), and the numerical distancew are de-
termined according to

V~u!5
cosu2b

cosu1b
, ~7b!

F~w!511 iApwe2w2
erfc~2 iw !, ~7c!

and

w51A 1
2 ikd~cosu1b!. ~7d!

The function erfc(X) is the complementary error function of
complex argumentX, d is the distance between the image
source and receiver, andu is the angle of incidence of the
reflected wave. It is relatively simple to determined and u
for a given geometrical configuration of the sourceS and
receiverR.

Similarly, the total diffracted sound field due to the im-
ages of the primary sourcesCn8 are given below:

PD8 5PA81PB8 , ~8a!

where

PA85(
m

Q~C2m8 ,S2m ,b2!P~C2m8 ,R,S2m!

1(
m

Q~C2m118 ,S2m11 ,b2!P~C2m118 ,R,S2m11!

~8b!

and

PB85(
m

Q~S2m8 ,R,b1!Q~C2m8 ,S2m8 ,b2!P~C2m8 ,R,S2m8 !

1(
m

Q~S2m118 ,R,b1!Q~C2m118 ,S2m118 ,b2!

3P~C2m118 ,R,S2m118 !. ~8c!

All series in Eqs.~6b!, ~6c! and ~8b!, ~8c! start fromm50,
but the number of terms required in each series is different. It
is independent of the source position but depends only on the
receiver position between the fac¸ade and barrier surfaces.

We need to determine the number of terms required in
the series for the calculation of the diffraction fields@cf. Eqs.
~6a!–~6c! and ~8a!–~8c!#. If the receiver height is less than
that of the barrier, as shown in the Region A of Fig. 4, then

FIG. 4. The source/receiver geometry in a fac¸ade–
barrier system in thex-z plane. Four different regions
A, B, C, and D, are identified due to positions of the
diffraction edge and the images of the even and odd
virtual sources,S2m andS2m8 .
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multiple reflections between the fac¸ade and barrier surfaces
are possible, as they are aligned parallel to each other@see
also Fig. 3~b!#. Hence, in principle, a sum of infinite diffrac-
tion terms is required for each series in Eqs.~6b!, ~6c! and
~8b!, ~8c!. However, in practice, only a finite number of
terms are required because the higher-order rays have longer
distances to travel between the barrier edge and the receiver.
Consequently, higher-order diffracted rays that are smaller in
magnitude can be neglected in the total sound field. This
could be verified by the convergence of the calculated sound
field in the simulations. On the other hand, if the receiver is
located at a higher position than the top edge of the barrier,
then the number of diffraction terms is dependent on the
positions of virtual sources~eitherSn or Sn8) and the receiver
R. This is because multiple reflections between the two sur-
faces can only be sustained as long as the height of the ray
path is less than the top edge of the barrier. As a result, only
some diffraction terms from the secondary sources and their
images contribute to the total sound field. A close examina-
tion of Eqs.~8b! and~8c! reveals that only zeroth- and first-
order diffracted rays,S0 and S1 , can contribute to the total
field if the receiver is located in regions B, C, and D, as
shown in Fig. 4. Hence, only the first term is required in the
series.

To determine the required terms for the series in Eqs.
~6c! and~8c!, let us consider a pair of consecutive even- and
odd-order diffracted rays,S2m8 andS2m118 , wherem50,1,2,
3, etc. We can easily identify different regions where these
two diffracted rays can contribute to the total field. In they
50 plane, a line can be drawn from the virtual sourceS2m8 to
the barrier edgeS0 and its slope can be determined as
2H/mL. The line can be extended farther until it reaches
point M at „0,0,(m11)H/m… on the fac¸ade. By considering
the ray path’s geometrical configuration, we can see that the
diffracted ray can only penetrate Regions A and B in Fig. 4.
No diffracted rays from the virtual sourceS2m8 can reach
noise-sensitive receivers that are located at Regions C and D.

The equation of this limiting ray can be determined that
leads to the following condition for the receiver position
(xr ,0,zr), where the virtual sourceS2m8 contributes to the
total field,

zr<2
Hxr

mL
1

~m11!H

m
. ~9!

Alternatively, we can determine the maximum number of
termsm̂ from Eq. ~9! as

m̂5 intFH~L2xr !

L~zr2H ! G . ~10!

Similarly, there is an analogous limiting ray to determine
the region where there is a contribution of the odd-order ray
from the virtual source,S2m118 . We can construct a reflected
ray MN, which has a slope ofH/mL and passes through the
virtual sourceS2m118 . It is easy to identify that there is no
diffracted ray from the virtual sourceS2m118 in Region D.
The corresponding condition for the existence of the dif-
fracted ray is

zr<
Hxr

mL
1

~m11!H

m
. ~11!

In this case, the maximum number of termsm̂8 is simply

m̂85 intFH~L1xr !

L~zr2H ! G . ~12!

We remark that further diffraction by the secondary
sources and their images, i.e., multiple diffractions at the
barrier edge, are ignored in the current formulation. The ex-
pression for the diffracted fields can be simplified consider-
ably if the ground surfaces are acoustically hard such that
b15b250. In this case, all spherical wave reflection coeffi-
cients are equal to 1 in Eqs.~6! and ~8!.

When the receiver height increases above the shadow
zone and enters Region II as indicated in Fig. 2~a!, the direct
line-of-sight contact will be established with the noise
source. As a result, the overall sound fields are composed of
not only the diffracted wave but also a direct wave and a
wave reflected from the fac¸ade. Finally, when the receiver
height is raised further, only the direct and diffracted waves
can reach the receiver@see Region III of Fig. 2~a!#. From the
geometrical consideration, the direct line-of-sight sound field
P1 can be written as

P155
0, in Region I,

eikRa/4pRa1Q~C0 ,R,b f !e
ikRb/4pRb ,

in Region II,

eikRa/4pRa , in Region III,

~13!

where Ra and Rb are, respectively, the pathlengths of the
direct wave and the specularly reflected wave on the fac¸ade
surface.

Similar zones of the sound field can be identified in the
vicinity of the barrier due to the image of the primary noise
source in the quarter ofx.0, z,0. Three regions of the
sound field can be identified, i.e., Regions I8, II8, and III8, as
shown in Fig. 2~b!. The direct line-of-sight sound fieldP2 ,
due to the image of the primary source, can be written analo-
gously as

P255
0, in Region I8,

Q~C08 ,R,b2!@eikRc/4pRc1Q~C08 ,R,b f !

3eikRd/4pRd, in Region II8,

Q~C08 ,R,b2!eikRd/4pRd , in Region III8,

~14!

where Rc and Rd are, respectively, the pathlengths of the
specularly reflected waves on the ground surface~in the
source side! and that reflected on both the ground and fac¸ade
surfaces.

As can be seen in this section, different regions in the
vicinity of a façade–barrier system have different formulas
for calculating the sound pressure levels. They have to be
identified carefully by considering the geometrical configu-
ration of the barrier, source, and receiver. By incorporating
the identified regions in the fac¸ade–barrier system from Figs.
1, 2~a!, 2~b!, and 4, we can compute the sound fieldPT in
front of a building fac¸ade as follows:
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PT5PD1PD8 1P11P2 , ~15!

wherePD , PD8 , P1 , andP2 can be calculated by Eqs.~6!,
~8!, ~13!, and ~14!, respectively. In fact, the region between
the façade and barrier is the region of interest because we
wish to investigate the effect of the barrier on the change in
the overall sound field in front of a tall building.

III. VALIDATION OF THE RAY MODEL

A. Numerical comparisons

The ray model derived in the last section has been
implemented for the computation of sound fields in front of a
tall building behind a hard screen. A two-dimensional~2-D!
Boundary Element Method~BEM! is also used to predict the
acoustic sound field of this fac¸ade–barrier system. The BEM
model is developed and its details of implementation are
described elsewhere.24 As the BEM model is an accurate
numerical scheme to handle the scattering and diffraction of
sound by obstacles, the predicted results from the BEM
model provide useful benchmarking data to validate the ray
method. The computational time of a BEM formulation in-
creases with the number of ‘‘boundary’’ elements. As a rule
of thumb, six elements per wavelength are required to ensure
an acceptable numerical accuracy, although Marburg25 has
pointed out that use of biquadratic or even higher-order
boundary elements can lead to a more accurate numerical
solution. Obviously, a traffic noise prediction model with a
long barrier along the road in front of tall buildings~often
over 100 m in height! requires an exceedingly large number
of elements, even for a simple 2-D BEM model let alone for
the full 3-D model. Nevertheless, to reduce the required
computational time, a 2-D BEM model is used in the present
paper to obtain the benchmarking results for numerical com-
parison with the ray model. The use of a 2-D BEM is justi-
fiable because Ouis26 has showed theoretically that the effect
of wave divergence is insignificant such that the 2-D predic-
tion results for a coherent line source are equivalent to a
more general 3-D case of a point source. Moreover, the view
of Ouis has been supported by scale model27 and full scale28

experimental results using point sources.
In this section we present two typical sets of numerical

examples for a reflecting screen on a hard ground surface. In
this investigation, a realistic outdoor configuration is used in
the BEM and ray models. The barrier height is taken to be 3
m and it is situated at 4 m in front of a building fac¸ade. We
also assume that the contributions from sound diffracted at
the top edge of the fac¸ade should be negligibly small if the
height ratio of fac¸ade to barrier is greater than 7:1, i.e., for
the height of the fac¸ade of about 20 m or more. Obviously,
this height ratio is dependent on the frequency range of in-
terest. Using a larger height ratio in the numerical analysis
can lead to more accurate BEM results at the expense of a
longer computational time. We have no attempt to optimize
the height ratio, but the close agreement of numerical com-
parisons, see Figs. 5 and 6, between the BEM and ray model
predictions justifies our choice of the fac¸ade height.

The rectangular coordinates, (x,y,z), are used to repre-
sent the situation, assuming that the origin~0.0,0.0,0.0! is at

the point where the face of the fac¸ade meets the ground
surface; the top edge of the barrier will be at~4.0,0.0,3.0!.
The noise source is fixed at a position of 0.3 m high above
the hard ground; see Fig. 1 for the general geometrical con-
figuration of the problem. This is used to simulate the engine
exhaust noise of a normal vehicle. It is placed 2 m away
from the barrier’s outer surface, i.e., at point~6.0,0.0,0.3!.
Four different receiver positions at coordinates of
~1.0,0.0,2.0!, ~1.0,0.0,4.0!, ~3.0,0.0,2.0!, and~3.0,0.0,4.0! are
simulated. These receivers are all located within the shadow
zone behind the barrier. A frequency range from 100 to 2000
Hz is used in the numerical comparison. Figure 5 displays
the results of using the ray model described in Sec. II and the
BEM simulation of relative sound pressure levels with the

FIG. 5. Theoretical predictions and BEM data for sound propagation of a
façade-barrier system. The distance between the building fac¸ade and barrier
54.0 m. The barrier height53.0 m, source height50.3 m at 2.0 m from the
barrier, and the receiver position~the origin is at the base of the barrier
where it meets the ground!: ~a! ~1.0,2.0!; ~b! ~1.0,4.0!; ~c! ~3.0,2.0!; ~d!
~3.0,4.0! ~dotted line: analytic formulation; solid line: BEM prediction!.

FIG. 6. Theoretical predictions and BEM data for sound propagation of a
façade-barrier system. The distance between the building fac¸ade and barrier
54.0 m. The barrier height53.0 m, source height50.1 m at 4.0 m from the
barrier, and the receiver position~the origin is at the base of the barrier
where it meets the ground!: ~a! ~1.0,2.0!; ~b! ~1.0,4.0!; ~c! ~3.0,2.0!; ~d!
~3.0,4.0! ~dotted line: analytic formulation; solid line: BEM prediction!.
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reference free-field level. These geometrical configurations
are chosen according to the corresponding configuration of
the measurement setup shown in the next section. They show
good agreement with each other with discrepancies less than
5 dB in general. These discrepancies are due to the numerical
deficiency of calculating the BEM data with insufficient ‘‘el-
ements.’’ Another simulation is carried out when the source
is situated farther away from the barrier surface. It is located
4 m away from the outer barrier’s surface and at 0.1 m above
the hard ground, i.e., at coordinates~8.0,0.0,0.1!. The source
can be used to simulate the noise produced near the ground
with the interaction with the vehicle. The receivers are kept
at the same positions as before between the fac¸ade and bar-
rier, i.e., at ~1.0,0.0,2.0!, ~1.0,0.0,4.0!, ~3.0,0.0,2.0!, and
~3.0,0.0,4.0!. Here, the receivers are located in the shadow
and illuminated zones. Figure 6 shows the comparison of the
numerical results obtained from the BEM model and the
mathematical prediction model developed in the previous
section. Again, good agreement between the two curves is
achieved with discrepancies less than 5 dB in general. We
note that approximately 30 terms are used in the ray model in
order to achieve converged results in all predictions shown in
Figs. 5 and 6.

B. Experimental validation

The ray model for the prediction of sound pressure lev-
els of the fac¸ade–barrier system involves the use of a some-
what intricate set of formulations; cf. Eqs.~1!, ~13!–~15!,
which is dependent on the source/receiver position and the
relative location of the barrier. To further validate the nu-
merical formulation, indoor experiments were carried out in
an anechoic chamber of size 6 m36 m34 m. In the mea-
surements, two thin hardwood boards 2 cm thick were used
to represent the building fac¸ade and barrier surfaces. Both
hardwood boards have a nominal width of 2.4 m, but their
respective heights are 1.8 and 0.36 m for the simulation of
the building fac¸ade and the barrier, respectively. The height
ratio of the fac¸ade to barrier is 5:1 such that we assume the
contribution from the sound diffracted at the top edge of the
façade does not affect the measured sound fields signifi-
cantly. Excellent agreements between the experimental re-
sults ~see Figs. 7 and 8 below! and theoretical predictions
justify this assumption.

Two different types of ground surface were simulated in
the experiment. Hardwood boards were also used to provide
the simulation of a hard ground. All hardwood boards were
varnished to create smooth surfaces and were sealed to pre-
vent sound leakage for all measurements. In the experimental
measurements, a hard ground was used initially. It was then
followed by putting a layer of carpet~about 1 cm thick! on
top of the hard ground to create a surface of finite imped-
ance. The barrier base was aligned with the lower face of the
carpet. In all experiments, the fac¸ade and barrier surfaces
were aligned parallel to each other and perpendicular to the
ground.

A BSWA TECH MK224 1
29 condenser microphone and a

BSWA TECH MA201 preamplifier were used together as the
receiver. The microphone was placed between the fac¸ade and
barrier. A Tannoy driver with a tube with an internal diameter

of 3 cm and a length of 1 m was used as a point source in all
indoor experiments. The noise source was placed at the op-
posite side of the barrier. This setup was to simulate the
situation in which the barrier was used to protect the noise-
sensitive receivers in the building from traffic noise~i.e., to
block the line of sight between source and receiver!. The
Tannoy driver was connected to a maximum length sequence
system analyzer~MLSSA! with a MLS card installed in a PC
computer.29 The analyzer was connected to a B&K 2713 am-
plifier. The MLSSA system was used both as the signal gen-
erator for the source and as the signal processing analyzer.
The Tannoy driver and the condenser microphone were
placed in a fixed position by means of a stand and clamps,
and the position of the receiver was adjusted for different
sets of measurements. In the experiment, the source and re-
ceiver were both located in the same vertical plane mutually
perpendicular to the ground and barrier surfaces.

Two sets of experiments were conducted separately
above different ground surfaces~hard and carpet-covered!.
For the hard ground surface, the distance between the fac¸ade

FIG. 7. Experimental data and theoretical predictions for sound propagation
of a façade–barrier system. The ground, fac¸ade, and barrier are all hard
surfaces. The distance between the fac¸ade and the barrier50.79 m. Barrier
height50.36 m. Source height50.15 m, and the receiver is positioned at
0.395 m from the fac¸ade. The height of the receiver from the surface of the
ground:~a! 0.2 m; ~b! 0.3 m; ~c! 0.5 m; ~d! 0.6 m; ~e! 0.8 m; ~f! 0.9 m; ~g!
1.0 m;~h! 1.1 m~dotted line: theoretical prediction; solid line: experimental
result!.
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and barrier was kept constant at 0.79 m. The receiver was
positioned in the middle between these two vertical planes
~i.e., 0.395 m from the inner surface of both the fac¸ade and
barrier!. The source height was kept constant at 0.15 m
above the ground surface and its distance away from the
outer barrier surface was fixed at 0.6 m. The position of the
receiver was allowed to vary vertically above the ground
surface from 0.2 to 1.1 m. Measurements of the sound field
were taken at intervals of 0.1 m. With this geometrical con-
figuration, the receiver position was allowed to vary from
locations in the shadow zone to locations in the illumination
zone, where direct line-of-sight contact was possible between
the source and receiver. Figure 7 displays the experimental
results and theoretical predictions of the relative sound pres-
sure levels with the reference free-field level measured at a
horizontal distance of 1 m from the source. They both show
very good agreement with each other.

For the impedance ground surface, a layer of carpet was
put on top of the hardwood board in our indoor experiments.
Prior measurements were conducted to characterize the

acoustical impedance of the carpet.30 A two-parameter
model31 was used to predict its effective normalized admit-
tance, as follows:

b5
1

0.436~11 i !~se / f !0.5119.48iae / f
, ~16!

wherese is the effective flow resistivity andae is the effec-
tive rate of change of porosity with the depth of the material
used in the experiment, i.e., carpet. Best-fit parameters with
se510 000 Pa s m22 and ae580 m21 were obtained~see
Ref. 30 for typical experimental results of the ground char-
acterization!. These paremeter values were used in our sub-
sequent predictions based on the ray method. We remark that
Buschet al.32 have reported an improved technique for si-
multaneously selecting both an optimal scale factor and op-
timal model materials for indoor scale model experiments.
However, there is no attempt to select the most appropriate
materials for modeling an outdoor porous ground surface in
our present study. However, the use of carpet-covered
ground will allow a validation of the ray model by compar-
ing theoretical predictions with precise indoor measurements
for ground surfaces with finite impedance.

After the characterization of the ground surface, the sec-
ond set of experiments was conducted. In these measure-
ments, the separation between the fac¸ade and barrier was
fixed at 0.94 m. The receiver was placed in the middle be-
tween these two vertical planes~i.e., 0.47 m from each of the
inner surfaces!. The noise source was located on the other
side of the barrier. Its position was 0.62 m away from the
outer barrier surface and 0.2 m above the carpet covered
ground. The position of receiver was raised vertically above
the carpet surface from 0.2 to 1.1 m. Experimental results
were recorded at 0.1 m intervals. The comparison of the
results obtained from the theoretical prediction and experi-
ment is shown in Fig. 8. They show reasonably good agree-
ment for all the measured frequencies. Generally speaking,
the developed ray model was able to predict the sound pres-
sure levels in the fac¸ade–barrier system.

The total sound pressure levels in the region between the
façade and barrier is the summation of the different wave
terms produced by the primary and secondary noise sources
and their images, as described in Sec. II. For a receiver lo-
cated below the height of the barrier, the sound pressure level
is made up of the multiple reflections of the secondary noise
source between the fac¸ade and barrier. In this case, it would
be ideal to sum up all diffraction terms produced by the
secondary source images. In the theoretical prediction using
the dimensions of the experimental setup, up to 30 secondary
source images are found to be sufficient for predicting the
sound pressure levels. However, it should be noted that if the
distance between the fac¸ade and barrier is very short, a stron-
ger reverberant sound field is formed in the area. Therefore,
a large number of secondary source images will be required
for the computation. Nevertheless, in a more realistic envi-
ronment where the distance between the fac¸ade and barrier is
much greater—of the order of 10 m or more, only a few of
these terms are needed for the computation of the total sound
field, as higher-order terms are negligibly small. This is due

FIG. 8. Experimental data and theoretical predictions for sound propagation
of a façade–barrier system. The fac¸ade and barrier are of hard surfaces. The
hard ground is covered with a layer of carpet. The distance between the
façade and the barrier50.94 m. The barrier height50.36 m. Source height
50.20 m, and the receiver is positioned at 0.47 m from the fac¸ade. The
height of the receiver from the surface of the carpet:~a! 0.2 m;~b! 0.3 m;~c!
0.4 m; ~d! 0.6 m; ~e! 0.7 m; ~f! 0.8 m; ~g! 0.9 m; ~h! 1.1 m ~dotted line:
theoretical prediction; solid line: experimental result!.
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to the fact that these higher-order terms are weaker in
strength when they are located farther from the receiver.
Here, we remark that no attempts have been made to explore
the effect of absorptive barriers in the current investigations.
This area will be an area of future studies.

IV. APPLICATION OF THE RAY MODEL IN URBAN
ENVIRONMENTS

With the numerical and experimental validations, we are
confident about further applying the ray model to predict the
sound field of a fac¸ade–barrier system so that we can assess
the acoustic performance of a barrier in high-rise cities. In-
deed, a barrier aligned parallel to the front of a building is
often used to block the noise produced by the traffic on the
other side of the barrier. Over the years, it has been proven to
be an effective measure. However, little attention has been
focused on the distribution of the sound field between the
façade and barrier. Therefore, we shall investigate these ef-
fects using the ray model described in Sec. II for a variety of
source heights and distances away from the barrier.

In the first simulation, the setup of the fac¸ade–barrier
system is similar to that of Fig. 1. The receiver is placed
between the fac¸ade and barrier and the source is situated on
the other side of the barrier. The source and receiver are
located in the same plane in which they are mutually perpen-
dicular to the ground and building fac¸ade. The ground, fa-
çade, and barrier all have hard and reflecting surfaces. The
façade is infinitely high compared with the height of the
barrier, and hence the diffraction at the top of the building is
ignored. The barrier height is 4 m and is situated 6 m away
from the building fac¸ade. The source is kept at a distance of
2 m away from the outer barrier’s surface~which is the sur-
face facing away from the fac¸ade! and its height chosen at
0.5 and 1.5 m above the ground for each simulation.

Figure 9 displays the results of the prediction of the
barrier insertion loss. It is calculated as the difference in the
A-weighted sound pressure level with and without the pres-
ence of the barrier. A white noise spectrum is used for the
A-weighting process~see Ref. 31 for details!. The region of
sound pressure levels in front of the fac¸ade of up to 6 m
away from its surface and from 0 to 16 m above ground is
investigated. The two different heights of noise source con-
sidered all obtained a similar range of values of sound pres-
sure level attenuation in the shadow zone from about 0 to 30
dB~A!, when the barrier was erected. The most obvious fea-
ture of these figures is the variation of the size of the shadow
zone behind the barrier. As the position of the source is
lifted, the area of the shadow zone on the other side of the
barrier decreases. Therefore, people who live on high floors
will be protected by the barrier from the noise produced near
the ground, such as noise from tires. If the source height is
higher, for example, the engine exhaust noise from a large
wagon that has the exhaust pipe situated at the top of the
truck, the direct line-of-sight contact can be established, even
for receivers located at the low to middle floors in a building.
The maximum noise attenuation level of about 35 dB~A! is
obtained close to the ground behind the barrier when the
source is at the lowest position~i.e., 0.5 m!. This is because
it is easier for the sound waves from the higher source posi-

tion to travel around and diffract at the top edge of the bar-
rier. Hence, the sound pressure levels attained on the other
side of the barrier will be slightly higher compared with the
case where the source position is close to the ground. More-
over, the noise attenuation level is higher in the vicinity of
the barrier because it is deep inside the shadow zone. As the
receiver proceeds toward the fac¸ade, the attenuation level
becomes less.

Another case is considered for the determination of the
sound field of a fac¸ade–barrier system when the source is
moving away from the barrier. The source is fixed at a height
of 0.5 m and its distance away from the outer barrier surface
is 2 and 4 m, respectively, for each simulation. Figure 10
shows the prediction of the barrier insertion loss in the same
region discussed above~a distance of up to 6 m from the
façade surface and from 0 to 16 m above-ground!. The two
distances considered show similar noise attenuation, from
about 0 to 30 dB~A! in the shadow zone, with the presence of
a barrier. A slightly higher sound pressure attenuation of 35
dB~A! is found when the source is closest to the barrier at 2
m @Fig. 10~a!#. As expected, the area of the shadow zone

FIG. 9. Prediction of the barrier insertion loss of a fac¸ade–barrier system.
The façade is erected on the left-hand side. The distance between the fac¸ade
and the barrier is 6 m. The barrier height is 4 m. The source is located at 2
m from the outer barrier’s surface. Source height:~a! 0.5 m; ~b! 1.5 m.
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behind the barrier diminishes with an increase in the distance
of source away from the barrier. Again, better noise attenu-
ation is found close to the barrier and ground surface, i.e.,
deep inside the shadow zone. Therefore, the residents on
higher floors are better protected by the barrier when traffic
is operating close to it.

The presence of a building next to a road leads to the
reflection of noise on the fac¸ade’s surface. It was shown
earlier in this section that the insertion of a barrier creates a
shadow zone that can protect the residents of low to middle
floors from traffic noise. In the region close to the ground
@region I in Fig. 2~a!#, multiple reflections of the diffracted
sound occur between the fac¸ade and barrier. Above the
height of the barrier within region I, diffracted sound waves
impinge on the fac¸ade and barrier surfaces before reaching
the receiver. Above the shadow zone, direct, reflected, and
diffracted sound waves contribute to the total sound field.
The presence of a building fac¸ade seems to be rather signifi-
cant in determining the sound fields in front of it because of
its nature to reflect noise. Here, we investigate the effects of

the sound pressure levels behind a barrier due to the presence
of a tall building, i.e., the insertion loss degradation20 of the
building façade. The insertion loss degradation~DIL ! repre-
sents the difference in sound pressure levels before and after
the erection of the building. It can be calculated using Eq.
~13!:

DIL520 logU Ptotal,ground1barrier

Ptotal,ground1facade1barriers
U. ~17!

Two simulations are considered to predict the insertion
loss degradation of a building fac¸ade ~assumed to be infi-
nitely high! behind a barrier. A barrier of 4 m high is aligned
parallel at 10 m in front of a building. A noise source is fixed
at 2 m from the outer barrier’s surface. The receiver position
varies inside the region between the fac¸ade and barrier, that
is, 0–6 m from the inner barrier surface and 0–15 m above
the hard ground. In the first simulation, the configuration of
the noise source, receiver, barrier, and building fac¸ade is the
same as the setup described in Fig. 9. The two contour plots
in Fig. 11 show the insertion loss degradation of the building
façade, when the noise source is 0.5 and 1.5 m above the

FIG. 10. The prediction of the barrier insertion loss of a fac¸ade–barrier
system. The fac¸ade is erected on the left-hand side. The distance between
the façade and the barrier is 6 m. The barrier height is 4 m. The source
height is situated at 0.5 m above the ground, and at~a! 2.0 m;~b! 4.0 m from
the outer barrier’s surface.

FIG. 11. The prediction of the insertion loss degradation of the building
façade in a fac¸ade–barrier system. The barrier is erected on the right-hand
side. The configuration of the noise source, receiver, barrier, and fac¸ade is
the same as described in the setup in Fig. 9.
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hard ground, respectively. This is calculated as the difference
in the A-weighted sound pressure levels with and without the
consideration of the building fac¸ade. The range of the overall
insertion loss degradation is from about26 to 8 dB~A!. Posi-
tive readings indicate an increase in the sound pressure levels
due to insertion of the building fac¸ade. From the two plots
shown in Fig. 11, the maximum degradation occurs near the
façade surface within the shadow zone. A receiver situated in
the region above the height of the barrier and inside the
shadow zone also experiences quite a large insertion loss
degradation of about 5 to 8 dB~A!, in general. The area of
this insertion loss degradation is inversely proportional to the
height of the noise source. Furthermore, the magnitude of the
degradation is slightly more apparent when the position of
the noise source is high. Hence, a noisier environment is
created above the level of barrier. In the region close to the
ground, the change in insertion loss degradation is smaller. It
ranges from about22 to 3 dB~A!, which indicates that the
increase in sound pressure levels due to the multiple reflec-
tions of sound between the fac¸ade and barrier is not too
significant. At some positions, especially near the barrier, a
negative insertion loss degradation is found. This implies
that the presence of the building leads to a quieter environ-
ment at those locations.

In the region above the shadow zone, there is almost no
change in the insertion loss degradation, whether or not the
building is erected. This indicates that the direct line of sight
between the source and receiver is dominant in the overall
sound field. A more negative insertion loss degradation is
found just above the shadow zone. The variation of the
sound field is due to the interference effects between the
diffracted waves at the barrier’s top edge and the reflected
waves from the fac¸ade’s surface. It is noteworthy that sig-
nificant variability in the barrier insertion loss over short
spatial scales is evident in Figs. 9–11. This is an artifact of
the calculation method. The contours in these figures will
have smoother appearance if more points are used in the
designated regions or more frequencies had been used in the
calculations.

V. CONCLUSIONS

Our aim in the present study is to investigate the acous-
tical performance of noise barriers in a high-rise city. A ray
model was developed for a barrier placed closed to high-rise
buildings in many urban areas. The ray model was validated
by extensive numerical studies and precise indoor experi-
mental measurments. Simulations of sound fields were then
carried out for different configurations in typical urban envi-
ronments. In particular, the sound field in the vicinity of a
façade–barrier system was investigated in which a barrier
was aligned parallel to the front of a building. The receiver
was positioned between the building fac¸ade and the barrier
and a noise source was situated on the other side of the
barrier. The secondary noise source was formed at the top
edge of the barrier due to the diffraction at this position. A
series of secondary source images were formed due to the
multiple reflections between the fac¸ade and barrier. The
sound pressure levels obtained by the receiver when it is
below the top edge of the barrier consists of the summation

of the diffracted sound waves of the secondary source im-
ages. When the receiver is lifted up to a position above the
shadow zone of the barrier, the direct sound wave from the
noise source to the receiver and/or noise reflection from the
ground surface may be established. Different regions of the
sound field can be identified in the vicinity of the fac¸ade–
barrier system. The size and position of these regions are
dependent on the configuration of the barrier, source, and
receiver.

In predicting the insertion loss of a noise barrier, the
maximum noise attenuation is obtained close to the ground
immediately behind the barrier, deep within the shadow
zone. In general, slightly less attenuation of the noise is
found when the receiver is close to the building fac¸ade. The
erection of a barrier close to the traffic has a significant effect
for the people who live on the higher floors of a building.
The effect is greatest for noise produced close to the ground,
such as tire noise, as this creates a bigger shadow zone be-
hind the barrier.

The presence of a building fac¸ade behind a noise barrier
causes an increase in sound pressure levels in the region
between these two vertical planes, especially close to the
façade surface and above the barrier’s top edge within the
shadow zone. When a receiver is close to the ground, mul-
tiple reflections, which take place between the fac¸ade and
barrier, lead to an increase in the sound field. The effect due
to reflection on the fac¸ade surface also increases the sound
pressure levels in the region within the shadow. However,
above the shadow zone region, the change in sound pressure
levels is not significant because of the domination of the
direct sound waves.
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A theoretical framework is established, for the robustness of multichannel sound equalization in
reverberant environments. Using results from statistical room acoustics, a closed-form expression is
derived that predicts the degradation in performance of an equalization system as the sound source
moves from its nominal position inside the enclosure. The presented analysis also provides means
of identifying the performance bounds that can be expected when using such a system in an actual
room. Using extensive computer simulations, the effect of physical parameters such as the relative
positions of the source and the receivers, as well as effects of different design parameters are
investigated. Based on the conditions imposed by these parameters, it is shown that, depending on
the array geometry and the exact form of the equalizers, slight performance gains can be expected
as the number of receivers is increased. ©2003 Acoustical Society of America.
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I. INTRODUCTION

The problem of acoustic equalization in a reverberant
environment arises in two classes of application. First, when
a microphone cannot be placed close to the mouth of some-
one speaking, the signal received by the microphone can be
equalized to remove distortion caused by the room transfer
characteristics. Alternatively, when a loudspeaker is used to
deliver sound to a listener, an equalizer can be used to pre-
filter the source signal to compensate for its subsequent room
transmission.

The sound wave produced by an acoustic source in a
room propagates through a direct path and a set of multiple
reflections that impinge on the walls at random angles while
traveling with the speed of soundc ~generally defined as
being equal to 343 m/s at room temperature!. The receiver
first detects the direct sound, followed by reflections of the
signal off nearby surfaces, which are called early echoes.
After a few tens milliseconds, the number of the reflected
waves becomes very large, and the remainder of the rever-
berant decay is characterized by a dense collection of echoes
traveling in all directions, whose intensity is relatively inde-
pendent of the location within the room. This is called dif-
fuse reverberation. In the frequency domain, the nature of
this multipath distortion is the appearance of peaks and
troughs in the room transfer function. Applications requiring
a high-quality, undistorted version of the original source sig-
nal must attempt to equalize the undesired multipath effects
of reverberation.

Assuming that one has designed an equalizer that per-
forms this task for a specific source and receiver location, the
question arises as to how well this equalizer performs if the
source~or receiver! moves. This question was addressed by

Radlovicet al.,1 who showed that movement by as little as a
few tenths of a wavelength can render the equalizer ineffec-
tive. However, the analysis in Ref. 1 was restricted to the
case of a single source and single receiver.

The performance of a multichannel equalizer~with a
single source and multiple receivers! was recently addressed
to some extent by Bharitkaret al. in Refs. 2 and 3. They
considered a specific class of equalizers, designed such that
the impulse response is measured at a number of locations,
and the equalizer is chosen to compensate for the spatially
averaged impulse response. The analysis presented was re-
stricted to a geometry where the source and receivers were
confined to lie in a plane.

In this paper we aim to generalize these previous studies
by considering the robustness of a very general class of mul-
tichannel equalizers. Note that we are not specifically con-
cerned with how to design such equalizers; rather, our focus
is on the fundamental question of whether the performance
of multichannel equalizers is robust enough to make them
feasible in a time-varying environment where the source lo-
cation cannot be fixed. Specifically, we derive a closed-form
expression for the expected degradation in performance
when the source moves from its nominal position~where the
multichannel equalizer performs well!. Initially, we consider
the performance of exact equalizers~which compensate pre-
cisely for the reverberant room transfer functions!, and then
extend our results to the case of beamformer-based equaliz-
ers. Next, we attempt to quantify the performance of an ‘‘op-
timum’’ equalizer, which is optimum in the sense that it
maximizes robustness. We also consider the effect of design
parameters such as the number of receivers and the geometry
of the receiver array, and thereby provide design guidelines
on how to maximize the robustness of multichannel equaliz-
ers.

Because the acoustic behavior in real rooms is too com-
plex to model explicitly, as in Refs. 1 and 2, we make use of

a!Electronic mail: fotios.talantzis@ic.ac.uk
b!Electronic mail: d.ward@ic.ac.uk
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the classical tools of statistical room acoustics~SRA!. SRA
provides a statistical description of the transfer function be-
tween a source and receiver in terms of a few key quantities.
More specifically, SRA considers the distribution of ampli-
tudes and phases of individual plane waves being so close to
random that the sound field can be considered uniform
throughout the volume of the room. The validity of this
model is subject to a set of conditions that must be satisfied
to ensure the accuracy of calculations.4 Our analysis there-
fore implicitly assumes that the following conditions hold:1

~i! the dimensions of the room are relatively large compared
to the wavelength;~ii ! the frequencies considered exceed the
Schroeder frequencyf s52000AT60/V, whereV is the room
volume ~in m3! andT60 is the reverberation time in seconds
~defined as the time for the reverberation level to decay to 60
dB below the initial level!; and~iii ! the source and receivers
are at least one half-wavelength away from the walls, where
l5c/ f is the wavelength andf is the frequency of the source
signal.

A. Notation

Throughout this paper we use the following notation.
Matrices and vectors are represented by upper and lower
case bold face, respectively, e.g.,A anda. The (n,m)th ele-
ment of a matrix is denoted by@A#n,m , and similarly thenth
element of a vector is@a#n . The symbolj 5A21 is used to
denote the imaginary part of a complex number. The vector
2-norm of a vectora is denoted byiai. Matrix transpose is
denoted byT, and Hermitian~complex conjugate! transpose
by H.

II. PROBLEM FORMULATION

Consider a source located in a reverberant room at a
position y1 , which we hereafter refer to as thenominal
source position. Without loss of generality we assume a Car-
tesian coordinate system withy15@0,0,0#T at the origin. Let
G(y1 ,xn) denote the complex steady-state transfer function
~TF! from y1 to a receiver located at the arbitrary position

xn5@Xn ,Yn ,Zn#T. ~1!

Although G(y1 ,xn) is a function of frequency, to simplify
notation we will not express this frequency dependence ex-
plicitly. Assume that the transmission path betweeny1 andxn

is equalized by a causal equalizer

H~xn!5
ej 2p f tn

G~y1 ,xn!
, ~2!

wheretn is a delay chosen to ensure causality.
The robustness of this single-channel system to move-

ment of the source was recently considered in Ref. 1~al-
though the equalizer used was noncausal!.

Now, consider the generalN-channel equalization sys-
tem shown in Fig. 1, in which the signal at thenth receiver is
filtered by an equalizerH(xn) as in Eq.~2!, and is weighted
by a scalar constantwn ~one obvious choice for the scalar
weights iswn51/N, ;n). These filtered and weighted sig-
nals are then summed to form the output signal.

Without loss of generality, assume that the causal delay
on each equalizer is the same, i.e.,tn5t0 , ;n. Ideally, with
the source in the nominal position, the overall transfer func-
tion from the source to the equalizer output is a delay, which
we will set tot0 ~again, without loss of generality!.

Assume the source moves to a positiony2 that is a dis-
tanceD from the nominal positiony1 , i.e.,D5iy12y2i ~see
Fig. 2!. One can quantify the sensitivity of this multichannel
equalization system in terms of themean-squared error
~MSE! function, defined as

MSE~D!,EH U(
n51

N

wnG~y2 ,xn!H~xn!2ej 2p f t0U2J , ~3!

where

y25D@sinu cosf,sinu sinf,cosu#T ~4!

is the displaced source position, and

E$g~y2!%5
1

4p E
0

2pE
0

p

g~y2!sinu du df ~5!

is the spatial expectation operator@with g(•) an arbitrary
function of the displaced position#. Hence, Eq.~3! measures
the expected degradation in performance when the source
moves a distanceD from the nominal positionin an arbi-
trary direction.

In the sequel we derive a closed-form expression for the
MSE ~3!, and use this expression to investigate various as-
pects of the multichannel equalization problem.

FIG. 1. Block diagram of anN-channel equalization system with the source
placed at the originy15@0,0,0#T and N receivers placed at positionsxn

5@Xn ,Yn ,Zn#T, n51,...,N.

FIG. 2. Geometry used for the analysis of the multichannel equalizer.
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III. ROBUSTNESS ANALYSIS

A. Exact channel equalization

The main result of this paper is summarized in the fol-
lowing theorem.

Theorem 1: Let Rn5iy12xni be the distance between
the nominal source positiony1 and thenth receiver position
xn . Let k52p/l denote the wave number~with l5c/ f be-
ing the wavelength!. If the source is displaced from the
nominal position by a distanceD in an arbitrary direction,
then the MSE~3! at a given frequency is

MSE~D!'wHQDw22
sinkD

kD
Re$wH1%11, ~6!

where Re$•% denotes the real part of a complex quantity,1
denotes theN vector of ones

w5@w1* w2* ¯ wn* #T, ~7!

is the vector of weights, andQD is a Hermitian symmetric
matrix whose diagonal and off-diagonal elements are, re-
spectively,

@QD#n,n5

gn

Rn

2D
lnURn1D

Rn2DU11

gn11
~8!

and

@QD#
nÞm
n,m 5

Agngmejk~Rn2Rm1D2mnm!
sin~kDznm!

~kDznm!
1

sin~kixn2xmi !

kixn2xmi

Agngmejk~Rn2Rm!1
sin~kixn2xmi !

kixn2xmi

, ~9!

where

znm5
A~RmXn2RnXm!21~RmYn2RnYm!21~RmZn2RnZm!2

RnRm
, ~10!

and

mnm5
1

2 S 1

Rn
2

1

Rm
D . ~11!

The direct-to-reverberant energy ratio at thenth receiver,
gn , is defined as

gn,
1

16pRn
2 S Sa

12a D , ~12!

whereS is the total surface area of the walls anda is the
average absorption coefficient of the walls.

Proof: See the Appendix.
As expected, if the source is at the nominal source po-

sition, i.e.,D50, the MSE~6! reduces to zero, provided that
the equalizer weights are normalized to sum to unity. Also, in
the special case whereN51, Eq. ~6! reduces to the expres-
sion give in Ref. 1.

Equation~6! demonstrates that the MSE is a function of
both the source displacementD, and several environmental
variables~which include the relative positions of the source
and the receivers, the weights of the equalizers, and the room
parameters!. The diagonal elements ofQD express the auto-
correlation of the signals detected at any one of the receivers,
and the off-diagonal elements express the cross correlations
between each pair of receivers. So, the MSE becomes larger
as the values of these correlations become larger. The weight
vectorw also affects the overall system performance by de-
termining the contribution of each receiver equalizer to the
overall system equalization.

B. Direct-path equalization

1. MSE of direct-path equalizer

In deriving the MSE in Eq.~6!, we assumed that the
room TF was equalized exactly according to Eq.~2!. As a
special case, we now consider a system in which only the
direct-path TF is equalized, i.e.,

HDP~xn!5
ej 2p f t0

Gd~y1 ,xn!
, ~13!

where

Gd~y,x!,
ejkiy2xi

4piy2xi , ~14!

is the free-space Green’s function betweeny andx.
Corollary 1: If the equalizers are designed to equalize

the direct-path transfer function according to Eq.~13!, then
the MSE~3! is

MSEDP~D!'wHQD
DPw22

sinkD

kD
Re$wH1%11, ~15!

whereQD
DP is a Hermitian symmetric matrix whose diagonal

and off-diagonal elements are, respectively,

@QD
DP#n,n5

Rn

2D
lnURn1D

Rn2DU1 1

gn
, ~16!

and
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@QD
DP#

nÞm
n,m 5ejkD2mnm

sin~kDznm!

~kDznm!
1

sin~kixn2xmi !

kixn2xmi

Agngmejk~Rn2Rm!
.

~17!

In contrast with Eq.~6!, for direct-path equalization the
MSE does not reduce to zero when the source is at its nomi-
nal location. Instead, the minimum MSE is

MSEDP~D50!'wHQ0
DPw22 Re$wH1%11, ~18!

where

@Q0
DP#n,m511

sin~kixn2xmi !

kixn2xmi

Agngmejk~Rn2Rm!
, ;n,m. ~19!

2. Relation to beamforming

One can interpret the direct-path equalizer~13! as a
beamformer. The well-known delay-and-sum beamformer
~DSB! delays the signal received at each sensor such that a
signal from the chosen look direction adds constructively.5

Since steered beamforming is often used as the basis of mi-
crophone arrays6 in reverberant rooms, we now apply our
results to this particular case.

To steer a DSB towards the nominal source positiony1 ,
the nth equalizer would therefore be chosen as

HDSB~xn!5ej 2p f ~t02iy12xni /c!, ~20!

wheret0 is a delay chosen to ensure causality. Observe that
the signals received at all sensors are weighted equally in the
DSB.

Comparing with Eq.~13! shows that

HDP~xn!54piy12xniHDSB~xn!. ~21!

Hence, the direct-path equalizer weights the sensor signals
proportionally to the distance from the source to the sensor.
This may be undesirable from a beamforming perspective,
since sensors that are further from the source will have lower
direct-to-reverberant energies, and thus will provide poorer
estimates of the source signal.

In general, the MSE for any steered beamformer can be
predicted using Eq.~15! as follows:

MSEBF~D!'wBF
H QD

DPwBF22
sinkD

kD
Re$wBF

H 1%11, ~22!

where QD
DP is defined in Eqs.~16! and ~17!, and wBF is a

specific set of equalizer weights that implements the desired
beamformer response@after undoing the implicit weighting
of the direct-path equalizer, evident in Eq.~21!#. In particu-
lar, if bn , n51,...,N is a set of beamforming weights that
implements a desired beamformer response, the MSE perfor-
mance of this beamformer is given by Eq.~22! with

@wBF#n}
bn

4piy12xni , ~23!

where the constant of proportionality is typically chosen to
ensure that the beamformer has a unity response to the cho-
sen direction.

C. Choice of the equalization weights

We have already considered the choice of the equaliza-
tion weights for the specific case of steered beamforming
above. For the case of exact equalization, an obvious ques-
tion to ask is whether the robustness of the equalization sys-
tem can be improved if the amount of equalization is sacri-
ficed. In other words, is there a different equalizer that
reduces the MSE? Since the equalizer on each sensor is sim-
ply a complex-valued scalar~at any given frequency!, and
since each equalizer is weighted by a scalar weight~see Fig.
1!, the question of using a different equalizer can easily be
incorporated into the existing MSE expressions by attempt-
ing to optimize the equalizer weights under certain condi-
tions.

With this motivation in mind, we consider the optimiza-
tion problem of choosingw in order to minimize the MSE
over some range of displacementsL. For this process we
will not specifically impose the constraint that the equaliza-
tion weights should sum to unity, since this requirement is
only imposed if we are aiming for exact equalization. To
avoid numerical instability we impose an additional con-
straint on the norm ofw, resulting in the following problem:

min
w
E

DPL
MSE~D!dD, such thatwHw<1. ~24!

This has a solution

wo5~Q̃1eI !21q̃, ~25!

where

Q̃5E
DPL

QDdD, ~26!

q̃51E
DPL

sin~kD!

kD
dD, ~27!

ande is a Lagrange multiplier chosen to satisfy the constraint
wHw<1.

For a given range of displacements, the integration in
Eq. ~26! and Eq.~27! can be carried out numerically. Our
approach for finding the Lagrange multiplier is to initially
solve the unconstrained optimization problem withe50, and
then test ifwo satisfies the constraint. If it does not, we use a
numerical root-finding technique to solve fore in

q̃H~Q̃1eI !21~Q̃1eI !21q̃51, ~28!

and then findwo from Eq. ~25!.

IV. RESULTS

A. Verification of MSE expression

Having established the theoretical framework, we now
verify the results against a representative experiment using
the well-known image model.7 The model was implemented
in the frequency domain as described in Ref. 1. For the pur-
poses of the analysis we consider an example room of vol-
ume 128 m3 and of dimensions@ length,width,height#
5@6.4,5,4# in meters~these room dimensions are the same as
used in Ref. 1!. The average absorption coefficienta was

836 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 F. Talantzis and D. B. Ward: Robustness of multichannel equalization



chosen asa50.29, resulting in a reverberation time ofT60

50.45 s. We perform the measurements in two steps.
First, we determine the frequency response between ran-

dom positions of the source and each one of the receivers for
fixed distances between them. The second step involves the
movement of the source from its original positiony1 to a
new arbitrary oney2 , for which the frequency response is
again calculated. This process is repeatedly performed for
various displacements up to half a wavelength. For each of
these steps the error function is calculated according to Eq.
~3!. We repeat this series of actionsM times for a random set
of source and receiver positions inside the room. The average
normalized error at frequencyf was then given as

MSE5
1

M (
m51

M U(
n51

N

wnG~y2 ,xn!H~xn!2ej 2p f t0U2

,

~29!

wherem denotes the simulation number for which the corre-
sponding frequency response is calculated. The averaging
took place overM5100 different simulations for a series of
experiments that varied the positions of the source and the
two receivers. These same experiments allowed for the veri-
fication of the theoretical results as shown in Fig. 3 and Fig.
4 for exact and direct-only equalization respectively~with
N57). The graphs compare the tendency of the experimen-
tal error calculations~solid line! over M runs with the theo-
retical error~dashed line! as this is calculated from Eq.~6!.
Observe that the theoretical curves are very close to the ex-
perimental ones, thereby validating our theoretical expres-
sions in Sec. III. In the remainder, all plots are of the theo-
retical MSE only.

B. Effect of number of elements

As discussed earlier, using Eq.~6! to predict the MSE of
a random source displacement is subject to the choice of an

appropriate set of weights for each of the equalizers. If these
weights are chosen to be equal to 1/N, we then effectively
weight the equalizers uniformly. The gain in performance
then showed sensitivity only to the geometry. For the array
configuration the geometry is a function of two control pa-
rameters, i.e., the size of the array and the distance of the
source from the receivers.

Figure 5 shows the MSE for a series of simulations in
which the number of receivers was increased while keeping
the total array size constant~extra receivers were added uni-
formly between the original two receivers!. Observe that the
two-channel case gives the most robust performance~i.e., the
MSE is lowest as the source displacement increases!. Some-
what surprisingly, adding more receivers does not increase
performance when uniform weights are used and the control
parameters are kept identical. This can be explained if we
note that when uniform weighting is used the elements ofw
are all equal to 1/N. This means that as we add more receiv-

FIG. 3. Seven-channel reverberant error power versus the displacement of
the source from the equalization point, at frequency 2 Khz. Exact equaliza-
tion scheme is used. The source is nominally located aty15@0,0,0#Tm and
the receivers at xn5@Xn,1,0#m, where Xn5$21,20.67,
20.33,0,0.33,0.67,1%m.

FIG. 4. As in Fig. 3, but using direct-path-only equalization.

FIG. 5. MSE of equalizers with uniform weightswn51/N for source dis-
placementsD up to 0.5l. Results are shown for increasing number of re-
ceivers. Total length of the array is 2 m and the distance of the source from
the midpoint of the array is 1 m.

837J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 F. Talantzis and D. B. Ward: Robustness of multichannel equalization



ers the weights become smaller. This same addition of re-
ceivers, though, causes the elements of@QD#

nÞm
n,m to become

significantly large and consequently the MSE becomes
larger, as shown in Fig. 5. The elements of@QD#n,n are not
affected by the addition of receivers, as they remain approxi-
mately equal to 1 for all cases. To reduce the MSE the sys-
tem requires a set of weights that will not necessarily attempt
to become small themselves, but rather to make the MSE as
small as possible.

Using Eq.~15!, Eq.~16!, and Eq.~17! we may derive the
expected error if only the direct paths between the source and
the receivers were equalized. As can be seen in Fig. 6 the
performance of such a system degrades very quickly and
becomes inappropriate for most applications. However, in
this case the addition of more receiversdoesimprove robust-
ness. This difference from exact equalization can be ex-
plained as follows. For direct-path equalization, the off-
diagonal terms of QD

DP are close to those for exact
equalization. The diagonal terms, however, are no longer ap-
proximately unity~as in the exact equalization system!. It is
thus the difference in the diagonal terms that explains the
difference in MSE performance. Recall that for exact equal-
ization, the contribution of the weighted diagonal terms is
(nwn

2, whereas for the direct-path equalization these terms
become (nwn

2(111/gn). But, 1/gn}Rn
2 @see Eq. ~12!#,

whereRn
2 is the squared distance from the nominal source

position to thenth receiver. In the example we consider, the
nominal source position is located perpendicular to the mid-
point of the receiver array. Thus, if extra receivers are added
between the original outside receivers, then for each addi-
tional receiver the distance to the sourceRn is reduced. It is
for this reason that adding more receivers reduces the MSE
when direct-path equalization is used.

C. Effect of equalizer weights

Despite the fact that performance can be improved by
using a two-channel setup, the equalization quality still re-
mains highly restricted in the range of a fraction of a wave-
length. There are, though, alternative means of optimizing

the robustness offered by Eq.~6!. If the equalizers are
weighted according to the optimal scheme of Eq.~25!, then
gains in performance can be achieved over both the one-
channel and two-channel systems. This demonstrates that ex-
act equalizers are not the optimum choice to the presented
equalization problem. Figure 7 shows the resulting MSE
variation for increasing number of receivers. For this case the
two-channel system~which was again weighted with an 1/2
factor per channel! serves as a lower performance bound.
Note from Eq.~25! that the optimum weights are a function
of the source displacementD. For all of the optimized plots,
the optimized weights were calculated for an example dis-
placement interval of the source, i.e., forDPL where L
5@0.01l,0.3l#. Comparing this to Fig. 5~which considers
uniform weighting!, observe in Fig. 7 that increasing the
number of receiversdoesgive a more robust equalizer. The
difference in performance can be explained by analyzing the
optimization process. Optimal weighting alters Eq.~6! so
that the weights are not necessarily equal.w is now chosen
to compensate for the rising elements of@QD#

nÞm
n,m as more

receivers are added. The elements of this matrix are domi-
nated by the@sin(kznmD)#/@(kznmD)# term. This term results
from the cross correlation between the direct-path transfer
functions from the perturbed source positiony2 to the nth
and mth receivers. The magnitude of this term is predomi-
nantly determined by the perturbation distanceD and znm .
znm is solely dependent on the positions of the source and the
receivers. The addition of more receivers creates more cross-
correlation effects that need to be made as small as possible.
The optimum weighting function chooses the weights affect-
ing these terms according to this condition.

D. Effect of geometry

Results presented up to now are for linear array with
equally spaced elements. We now consider alternative geom-
etries, specifically nonuniform spacings and circular arrays.
Figure 8 shows an example of a 4-channel linear array with

FIG. 6. As in Fig. 5, but using direct-path-only equalization. FIG. 7. As in Fig. 5, but using optimum weights@given by Eq. ~25!#.
Optimized over the rangeDP@0.01l,0.3l#.
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nonuniform spacingsxn5$1,20.1,0.1,1%. The MSE perfor-
mance is marginally improved over the equally spaced array.

If we place all of the receivers equidistantly from the
source and in a circular geometry, we witness a significant
improvement in exact equalization robustness over the linear
array geometry. As can be seen in Fig. 9 performance de-
grades much slower even when four receivers are used. In
this case we make all of theRn2Rm terms in@QD#

nÞm
n,m zero,

i.e., we perform the minimization of the dominant sinc term
directly. The radius of the used circle affects performance as
before, i.e., the smaller the radius the slower the degradation.
Optimal weighting does not generally improve performance
further.

V. CONCLUSIONS

We have established the robustness performance of mul-
tichannel equalization systems when used in reverberant en-

vironments. Specifically, we developed a closed-form ex-
pression for the expected mean-square error when the source
moves from the position for which the equalizer was de-
signed.

Three classes of equalizer were considered:~i! exact
equalizers that attempt to precisely compensate for the trans-
fer function from the source to each receiver~this is the
direct extension of Radlovicet al.1!; ~ii ! direct-path equaliz-
ers ~of which beamformers are a special case!; and ~iii ! op-
timum equalizers that aim to minimize the MSE.

Results are parametrized by physical quantities such as
the room size, reverberation time, distance of the source
from the array, and array size. Our results show that for an
equally spaced, uniformly weighted linear array, adding
more receiversdoes notimprove the MSE when exact equal-
ization is used;N52 gives the best performance. If optimum
weighting is used, however, then the MSEdoesimprove as
more receivers are added, although the improvement is not
significant.

For an equally spaced linear array, when direct-path
equalization~such as beamforming! is used, adding more
receivers always improves the MSE. The best performance
we found is when a circular array is used with the nominal
source position at its center.

Although we have shown that the robustness of an
acoustic equalizer can be improved by adding more receivers
~depending on the geometry!, the improvement is not signifi-
cant, and the region in which the MSE is below 10 dB is
restricted to a fraction of a wavelength.
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APPENDIX: PROOF OF THEOREM 1

Here, we present the proof ofTheorem 1, which follows
similar lines to that given in Ref. 1. Equation~3! can be
written

MSE5EH U(
n51

N

wn

G~y2 ,xn!

G~y1 ,xn!
ej 2p f t02ej 2p f t0U2J

5EH 11 (
n51

N

(
m51

N

wnwm*
G~y2 ,xn!G* ~y2 ,xm!

G~y1 ,xn!G* ~y1 ,xm!

2 (
n51

N Fwn

G~y2 ,xn!

G~y1 ,xn!
1wn*

G* ~y2 ,xn!

G* ~y1 ,xn! G J . ~A1!

Using a zeroth-order Taylor expansion for the expectations,
i.e., E$g(x)%'g( x̄), this becomes

FIG. 8. Demonstration of robustness improvement when receivers are
placed nonuniformly on the array. Geometrical parameters as the ones of
Fig. 5. For the nonuniform case, the receivers are placed at distances$1,0.1,
20.1,1% ~in m! from the center point of the array.

FIG. 9. Demonstration of robustness improvement forN54 when circular
geometry is used. The radius of the array is 1 m.
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MSE'11 (
n51

N

(
m51

N

wnwm*
E$G~y2 ,xn!G* ~y2 ,xm!%

E$G~y1 ,xn!G* ~y1 ,xm!%

2 (
n51

N Fwn

E$G~y2 ,xn!G* ~y1 ,xn!%

E$G~y1 ,xn!G* ~y1 ,xn!%

1wn*
E$G* ~y2 ,xn!G~y1 ,xn!%

E$G* ~y1 ,xn!G~y1 ,xn!% G , ~A2!

where we have multiplied and divided the last summation
terms byG* (y1 ,xn) andG(y1 ,xn), respectively. This can be
written in matrix form as

MSE'11wHQDw2wHqD2qD
Hw, ~A3!

wherew is defined in Eq.~7!

@QD#n,m5
E$G~y2 ,xn!G* ~y2 ,xm!%

E$G~y1 ,xn!G* ~y1 ,xm!%
, ~A4!

and

@qD#n5
E$G~y2 ,xn!G* ~y1 ,xn!%

E$G~y1 ,xn!G* ~y1 ,xn!%
. ~A5!

The frequency response between two pointsx, y in a
reverberant room can be expressed as the superposition of
the direct and reverberant frequency components, i.e.,
G(y,x)5Gd(y,x)1Gr(y,x), where the direct-path compo-
nent is

Gd~y,x!5
ejkiy2xi

4piy2xi . ~A6!

Under the conditions presented in Sec. I, the direct and re-
verberant sound pressure at any point is uncorrelated, giving

@QD#n,m

5
E$Gd~y2 ,xn!Gd* ~y2 ,xm!%1E$Gr~y2 ,xn!Gr* ~y2 ,xm!%

E$Gd~y1 ,xn!Gd* ~y1 ,xm!%1E$Gr~y1 ,xn!Gr* ~y1 ,xm!%
,

~A7!

@qD#n

5
E$Gd~y2 ,xn!Gd* ~y1 ,xn!%1E$Gr~y2 ,xn!Gr* ~y1 ,xn!%

E$Gd~y1 ,xn!Gd* ~y1 ,xn!%1E$Gr~y1 ,xn!Gr* ~y1 ,xn!%
.

~A8!

We now consider each of the expectations in turn.

1. Direct-path terms

Consider

E$Gd~y2 ,xn!Gd* ~y2 ,xm!%5EH ejkiy22xni

4piy22xni
e2 jkiy22xmi

4piy22xmi J .

~A9!

Let Rn5iy12xni andRn85iy22xni . Using Eq.~1! and Eq.
~4!, we have

Rn8
25Xn

21Yn
21Zn

21D222D~Xn sinu cosf

1Yn sinu sinf1Zn cosu!5Rn
21D2

22D~Xn sinu cosf1Yn sinu sinf1Zn cosu!.

~A10!

If Rn@D, then the Taylor series approximationA11x'1
1x/2 can be used to yield

Rn8'Rn1
D2

2Rn
2

D

Rn
~Xn sinu cosf1Yn sinu sinf

1Zn cosu!5R̂n8 . ~A11!

Substituting this into the numerator of Eq.~A9!, and
approximating the denominator asRn8'Rn , ;n, we have

E$Gd~y2 ,xn!Gd* ~y2 ,xm!%5
1

~4p!2RnRm
E$ejk~R̂n82R̂m8 !%,

~A12!

where

E$ejk~R̂n82R̂m8 !%5
1

4p E
0

2pE
0

p

ejk~R̂n82R̂m8 ! sin8 u du df,

~A13!

and

R̂n82R̂m8 5Rn2Rm1
D2

2 S 1

Rn
2

1

Rm
D2

D

RnRm

3@~RmXn2RnXm!sinu cosf1~RmYn

2RnYm!sinu sinf1~RmZn2RnZm!cosu#.

~A14!

The integral in Eq.~A13! can be solved by noting that8

1

4p E
0

2pE
0

p

g~c1 cosu1c2 sinu cosf

1c3 sinu sinf!sinu du df5
1

2 E21

1

g~At!dt, ~A15!

whereA5Ac1
21c2

21c3
2. Hence, after lengthy but straightfor-

ward manipulations, we have

E$Gd~y2 ,xn!Gd* ~y2 ,xm!%

5
ejk~Rn2Rm1D2mnm!

~4p!2RnRm

sin~kznmD!

kznmD
, ;n,m,nÞm,

~A16!

where znm and mnm are given by Eq.~10! and Eq. ~11!,
respectively.

In the special case ofn5m, we have

E$Gd~y2 ,xn!Gd* ~y2 ,xn!%5EH 1

~4p!2iy22xni2J , ~A17!

which can be solved exactly using Eq.~A10! and Eq.~A15!,
to give
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E$Gd~y2 ,xn!Gd* ~y2 ,xn!%5
1

~4p!2

1

2DRn
lnURn1D

Rn2DU, ;n.

~A18!

Next, consider

E$Gd~y2 ,xn!Gd* ~y1 ,xn!%

5EH ejkiy22xni

4piy22xni
e2 jkiy12xni

4piy12xni J 5
e2 jkRn

~4p!2Rn
EH ejkRn8

Rn8
J .

~A19!

Using Eq.~A11! and Eq.~A15!, we obtain

EH ejkRn8

Rn8
J 5

ejkRn

Rn

sinkD

kD
. ~A20!

Substitution gives

E$Gd~y2 ,xn!Gd* ~y1 ,xn!%5
1

~4p!2Rn
2

sinkD

kD
, ;n.

~A21!

Finally,

E$Gd~y1 ,xn!Gd* ~y1 ,xm!%5
ejk~Rn2Rm!

~4p!2RnRm
, ;n,m.

~A22!

2. Reverberant-path terms

Using results from Ref. 9 it immediately follows that the
reverberant path terms are

E$Gr~y2 ,xn!Gr* ~y2 ,xm!%

5S 12a

pSa D sinkixn2xmi
kixn2xmi , ;n,m, ~A23!

E$Gr~y1 ,xn!Gr* ~y1 ,xm!%

5S 12a

pSa D sinkixn2xmi
kixn2xmi , ;n,m, ~A24!

and

E$Gr~y2 ,xn!Gr* ~y1 ,xn!%5S 12a

pSa D sinkD

kD
, ;n.

~A25!

Substituting these expressions into Eq.~A7! yields

@QD#
nÞm
n,m '

ejk~Rn2Rm1D2mnm!

~4p!2RnRm

sin~kznmD!

kznmD
1S 12a

pSa D sinkixn2xmi
kixn2xmi

ejk~Rn2Rm!

~4p!2RnRm
1S 12a

pSa D sinkixn2xmi
kixn2xmi

5

Agngmejk~Rn2Rm1D2mnm!
sin~kznmD!

kznmD
1

sinkixn2xmi
kixn2xmi

Agngmejk~Rn2Rm!1
sinkixn2xmi

kixn2xmi

, ~A26!

where the last equality follows by multiplying the numerator
and denominator by (pSa)/(12a), and using Eq.~12!.
Similarly, the diagonal elements ofQD are

@QD#n,n5

gn

Rn

2D
lnURn1D

Rn2DU11

gn11
. ~A27!

Finally, the elements ofqD become

@qD#n5

1

~4p!2Rn
2

sinkD

kD
1S 12a

pSa D sinkD

kD

1

~4p!2Rn
2 1S 12a

pSa D

5

~gn11!
sinkD

kD

~g11!
5

sinkD

kD
, ~A28!

thus completing the proof.
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Application of cylindrical near-field acoustical holography
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The purpose of this study was to develop methods for visualizing the sound radiation from
aeroacoustic sources in order to identify their source strength distribution, radiation patterns, and to
quantify the performance of noise control solutions. Here, cylindrical Near-field Acoustical
Holography was used for that purpose. In a practical holographic measurement of sources
comprising either partially correlated or uncorrelated subsources, it is necessary to use a number of
reference microphones so that the sound field on the hologram surface can be decomposed into
mutually incoherent partial fields before holographic projection. In this article, procedures are
described for determining the number of reference microphones required when visualizing partially
correlated aeroacoustic sources; performing source nonstationarity compensation; and applying
regularization. The procedures have been demonstrated by application to a ducted fan. Holographic
tests were performed to visualize the sound radiation from that source in its original form. The
system was then altered to investigate the effect of two modifications on the fan’s sound radiation
pattern: first, leaks were created in the fan and duct assembly, and second, sound absorbing material
was used to line the downstream duct section. Results in all three cases are shown at the blade
passing frequency and for a broadband noise component. In the absence of leakage, both
components were found to exhibit a dipole-like radiation pattern. Leakage was found to have a
strong influence on the directivity of the blade passing tone. The increase of the flow resistance
caused by adding the acoustical lining resulted in a nearly symmetric reduction of sound radiation.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1587735#

PACS numbers: 43.60.Sx, 43.28.Ra, 43.50.Nm@EGW#

I. INTRODUCTION

Since Near-field Acoustical Holography~NAH! was first
proposed by Williams and others in the 1980s, this sound
field visualization technique has been applied to many sound
radiation problems.1 However, most applications have been
focused on the study of sound radiation from vibrating struc-
tures. At the same time, many alternative, array-based mea-
surement techniques have been developed to identify and
locate aeroacoustic sources~e.g., the acoustic mirror,2 the
acoustic telescope,2,3 and polar correlation2,4!. In contrast
with NAH measurements that are made in a source’s near-
field, these other techniques are based on farfield measure-
ments, thus imposing a limit on the spatial resolution with
which a source can be visualized.

In the present study, cylindrical NAH was applied to the
visualization of a stationary aeroacoustic source. Due to the
spatially random nature of aeroacoustic sources, the use of
multiple reference microphones is required to enable both a
scanning measurement and the decomposition of the field
into mutually incoherent partial fields. In the past, the NAH
procedure for the visualization of multiple incoherent
sources has been implemented using two different ap-
proaches to partial field decomposition:the virtual coherence
method and the partial coherence method.5,6 Although those

methods differ in the way the sound field is decomposed, the
composite holographic projections that result are the same in
either case under ideal circumstances.6

In the NAH reconstruction process, especially when pro-
jecting back toward the source, results can be degraded by
the amplification of measurement noise associated with eva-
nescent wave components.1 A number of regularization pro-
cedures for ill-posed, inverse problems have been applied
recently to address this problem. Among the various regular-
ization techniques considered, e.g., Tikhonov-based
methods,7,8 Landweber iteration,8,9 and the conjugate gradi-
ent approach,7,8 Tikhonov-based methods have been most
frequently adopted in recent work.10,11 Those regularization
techniques are used to determine the shape of ak-space re-
construction filter and are used in conjunction with a param-
eter selection technique to determine the optimal break point
of the k-space filter. The parameter selection technique is
classified in two ways depending on whether the variance of
the measurement noise is known. When the Mozorov Dis-
crepancy Principle~MDP!7,8 is used, knowledge of the vari-
ance of the measurement noise is required, whereas that in-
formation is not required when the Generalized Cross
Validation ~GCV!7,12 or L-Curve Criterion7,13 is used.
Sureshkumar and Raveendra have compared the performance
of three techniques for the selection of the regularization
parameter in conjunction with the standard Tikhonov regu-
larization method.14
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In the present study, a NAH procedure based on the use
of the virtual coherence method and a modified Tikhonov
regularization method in conjunction with the Mozorov Dis-
crepancy Principle was applied to visualize the sound field of
a small ducted fan assembly. The frequency range of interest
in this case was below 400 Hz, in which range a small fan is
usually considered a compact dipole source. In a recent paper
by Jordan and Fitzpatrick, it was found that conventional
farfield beamforming methods fail when applied to the iden-
tification of the location and spectral characteristics of a
simple dipole.15 In contrast, here the applicability of NAH to
an aeroacoustic dipole is demonstrated. The theory underly-
ing the current NAH implementation is described in Sec. II.
The experimental apparatus and procedures used here are
described in Sec. III, which is followed by the presentation
of the results in Sec. IV. A discussion and conclusions are
presented in the final two sections.

II. THEORY

A. Cross-spectral measurement by using multiple
references

An aeroacoustic source is typically only partially spa-
tially correlated. So consider here the case of a composite
noise source that comprises multiple uncorrelated sub-
sources. If it were possible to measure the contribution of
each incoherent source separately, each partial field could be
projected independently by using NAH: they could then be
added on an energy basis to reconstruct the total field. How-
ever, this approach is usually not practical since it is typically
not possible to measure the partial fields individually. Alter-
natively, a cross-spectral procedure based on using a set of
reference signals can be used.5 The latter signals can then be
used to decompose the composite sound field into a set of
linearly independent partial fields, as will be shown next.

1. Partial field decomposition

Here the virtual coherence method was used to perform
the partial field decomposition.16 In particular, the following
cross-spectral relations were used:17

Crp5Crr Hrp , ~1!

Cpp5Hrp
H Crr Hrp . ~2!

In Eqs.~1! and~2!, Hrp is the transfer matrix that relates the
reference signals and the measured field signals on the holo-
gram surface, andCrr , Crp , andCpp are cross-spectral ma-
trices defined as

Crr 5E@r* rT#, ~3!

Crp5E@r* pT#, ~4!

Cpp5E@p* pT#, ~5!

where r5@r 1¯r N#T and p5@p1¯pM#T are the Fourier
transforms of the time histories measured by the references
and by the field microphones on the hologram surface, re-
spectively,N is the number of references,M is the number of
measurement points, the superscript H denotes the Hermitian
operator, the superscript T denotes the transpose operator,
and the superscript* denotes the complex conjugate. In these

equations, E@•# represents the expectation operator that aver-
ages the elements ofr and p calculated based on the time
history record lengthT in the limit T→`.

Singular Value Decomposition~SVD! plays a crucial
role in this method since it can be used both to diagonalize
the reference cross-spectral matrix and to determine the num-
ber of reference signals required to describe the sound field.
The reference cross-spectral matrix,Crr , can be decomposed
in the following way:

Crr 5USVH5USUH, ~6!

whereS is a diagonal matrix composed of the singular val-
ues,U andV are unitary matrices that are composed of the
left and right singular vectors, respectively, andU andV are
identical sinceCrr is a positive semidefinite Hermitian ma-
trix.

To perform an effective decomposition, the number of
references should be equal to or larger than the number of
singular values greater than the background noise level.18

Note that, in practical cases, the number of references deter-
mined by SVD does not exactly correspond to the number of
the actual uncorrelated sources creating the total sound field.
Since measured spectra may be in error, especially due to
bias errors introduced by finite discrete Fourier transform
~DFT! operations, additional artificial sources may be intro-
duced. That is, the number of singular values greater than the
background noise level may be greater than the number of
actual sources.19 The rearrangement of Eq.~6! and the sub-
stitution of Eq.~6! into Eq. ~2! gives

S5UHCrr U5E@v* vT#5Cvv , ~7!

Cpp5Hrp
H USUHHrp5Hvp

H SHvp , ~8!

where v is the virtual reference vector,Cvv is the cross-
spectral matrix between the virtual references, andHvp

5UHHrp is the transfer matrix that relates the virtual refer-
ences and the measured signals on the hologram surface.
Equation~7! indicates that the singular values of the refer-
ence cross-spectral matrix represent the autospectral ampli-
tudes of the virtual references. By using Eqs.~1! and~6!, the
virtual transfer matrix,Hvp , can be calculated as

Hvp5S21UHCrp . ~9!

The decomposed partial fields,P̂, can then be calculated as
the product of the virtual transfer matrix and the square root
of the diagonal matrix composed of the singular values: i.e.,

P̂5Hvp
T S1/25Hrp

T U* S1/25Crp
T U* S21/2, ~10!

where thei th column vector ofP̂ represents thei th partial
field. Note that the decomposed partial fields,P̂, are subject
to the condition thatCpp5P̂* P̂T.16

The sufficiency of the reference set determined by ap-
plying SVD can be verified by calculating the virtual coher-
ence,g i j

2 , at each frequency of interest:6 i.e.,
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g i j
2 5

uCv j pi
u2

Cpi pi
Cv jv j

, ~11!

whereCvp5UHCrp is the cross-spectral matrix between the
virtual references and the measured signals on the hologram
surface, Cv j pi

represents the (j ,i )th element of Cvp , i

denotes thei th measurement point, andj denotes thej th
partial field. The sum of the virtual coherences,( j 51

N g i j
2 ,

indicates how well a subset of virtual references describes

the sound field: if its value is nearly unity, the reference set
is sufficient.

2. Source nonstationarity compensation

When the sound field on the hologram surface is mea-
sured by scanning a subarray over a number of patches in
sequence, as is typically the case, the reference cross-spectral
matrix may vary from scan to scan owing to the slight non-
stationarity that is characteristic of real sources. In this case,

FIG. 1. Flow chart of the data analysis procedures.

844 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Lee et al.: Nearfield acoustical holography and aeroacoustic sources



the partial fields calculated by the direct application of Eq.
~10! may be corrupted by spatial noise in the shape of the
subarray. In contrast, the transfer matrix,Hrp , calculated for
each patch is more likely to be independent of source levels
since it represents amplitude and phase informationrelative
to the sources.20 When Hrp is independent of source level,
the effects of source nonstationarity can be compensated for
by modifying Eq.~10! and using the relationHrp5Crr

21Crp

to form

P̂5Hrp~scan!
T U~avg!* S~avg!

1/2

5~Crr ~scan!
21 Crp~scan!!

TU~avg!* S~avg!
1/2 , ~12!

where the subscripts~scan! and ~avg! denote estimates cal-
culated during each scan and estimates averaged over all
scans, respectively.20

The partial fields calculated using Eq.~12! can be used
as input to the NAH equations presented in the following
two sections. It is necessary to perform as many holographic
projections to the reconstruction surface as there are mean-
ingful partial fields: the total sound field is then obtained by
adding the projected partial fields together on an energy ba-
sis.

B. Equations of cylindrical holography

When implementing exterior, cylindrical NAH in an
anechoic space, the homogeneous, time-independent Helm-
holtz equation in cylindrical coordinates for the sound pres-
sure, p̂(r ,f,z), is solved by the method of separation of
variables, and the pressure field is expressed in terms of cy-
lindrical modal functions:21 i.e.,

p̂~r ,f,z!5 (
n52`

`

einf
1

2p E
2`

`

An~kz ,v!

3Hn
~1!~krr !eikzz dkz , ~13!

wherekr5Ak22kz
2, kr andkz are the radial and axial wave

numbers, respectively,k5v/c, An(kz ,v)Hn
(1)(krr ) is the

two-dimensional Fourier transform,P̂n(r ,kz), of p̂(r ,f,z)

~i.e., thehelical wave spectrum!, Hn
(1) is the Hankel function

of the first kind, v is the angular frequency, andc is the
ambient sound speed. Herep̂(r ,f,z) represents one of the
partial fields. Once the helical wave spectrum of each partial
field on the cylindrical hologram surface is known, the
acoustical properties associated with each of them~i.e., pres-
sure, particle velocity, and acoustic intensity! can be calcu-
lated in a three-dimensional volume by multiplying the heli-
cal wave spectrum by an appropriate propagator and then
taking an inverse Fourier transform to obtain21

p̂~r ,f,z!

5 (
n52`

`

einf
1

2p E
2`

`

P̂n~r h ,kz!
Hn

~1!~krr !

Hn
~1!~krr h!

eikzz dkz ,

~14!

w6 ~r ,f,z!5 (
n52`

`

einf
1

2p E
2`

`

P̂n~r h ,kz!

3
2 ikr

rck

Hn
~1!8~krr !

Hn
~1!~krr h!

eikzz dkz , ~15!

wherew6 is the radial particle velocity,r is the radius of the
surface of interest,r h is the radius of the hologram surface,r

FIG. 2. Holography measurement array~ducted fan located at the center of
the frame!.

FIG. 3. Ducted fan system configurations:~a! locations of the holes in fan
housing;~b! downstream fiber glass duct lining.
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is the ambient density, and$•%8 denotes a derivative with
respect to the argument.

In practice, the helical wave spectrum and the projected
fields are calculated using two-dimensional, discrete Fourier
transforms. Equations~14! and~15! can be expressed in ma-
trix form as

p̂i~r !5Tp
21p̂i~r h!, ~16!

wN i~r !5Tẇ
21p̂i~r h!, ~17!

where p̂i(r h) represents thei th partial field vector on the
hologram ~i.e., the i th column of P̂ @Eq. ~12!#, p̂i(r ) and
wN i(r ) represent the reconstructed pressure field and the radial
particle velocity vector on the surface of interest, respec-
tively, Tp is the transfer matrix that relates the pressures on
different surfaces, andTẇ is the transfer matrix that relates
the pressures and the particle velocity.

The matrices,Tp andTẇ , can be decomposed by using
an eigenvalue decomposition such as

Tp5ŪGpŪH5Ū diag~t1 ,...,tM !ŪH, ~18!

FIG. 4. Singular values of the reference cross-spectral
matrices,Crr : ~a! the first case~without leakage!; ~b!
the second case~with leakage!; ~c! the third case~with-
out leakage and with the acoustical lining!.
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Tẇ5ŪGẇŪH5Ū diag~l1 ,...,lM !ŪH, ~19!

whereŪ is anM by M matrix whose columns are the corre-
sponding eigenvectors, thet j ’s andl j ’s are the eigenvalues
of the transfer matrices,Gp and Gẇ are diagonal matrices
that comprise the eigenvalues~their inverses are referred to
as the pressure propagator and the velocity propagator, re-
spectively!, and diag(̄ ) denotes a diagonal matrix. Note
thatM, previously defined as the number of the measurement
points, may here be larger than the actual number of mea-
surement points, owing to zero padding of the hologram data
in the axial direction.

The substitution of Eqs.~18! and~19! into Eqs.~16! and
~17! and rearrangement of the equations gives

ŪHp̂i~r !5diagS 1

t1
,...,

1

tM
D ŪHp̂i~r h!, ~20!

ŪHwN i~r !5diagS 1

l1
,...,

1

lM
D ŪHp̂i~r h!. ~21!

In the eigenvalue decomposition,ŪH corresponds to the
two-dimensional Fourier transform operator. ThusŪHp̂i and
ŪHwN i represent the helical wave spectra of the pressure and
the particle velocity of thei th partial field, respectively. The
forms of the eigenvalues,t j andl j , depend on the coordi-
nate system, and, in a cylindrical geometry, are defined by1,21

tnk5
Hn

~1!~krkr h!

Hn
~1!~krkr !

, ~22!

lnk5
irck

krk

Hn
~1!~krkr h!

Hn
~1!8~krkr !

, ~23!

wherekrk[Ak22kzk
2 , the subscriptk represents the discreti-

zation of the helical wave spectrum, andtnk andlnk corre-
spond tot j andl j , respectively, depending on the way that
the rows ofCrp are ordered. Note that the magnitudes of the
tnk’s and lnk’s depend on the relative back-projection dis-

FIG. 5. Virtual coherences at 330 Hz
versus measurement position:~a! g i1

2

for the first case;~b! g i1
2 for the second

case;~c! g i1
2 1g i2

2 for the second case;
~d! g i1

2 for the third case;~e! g i1
2

1g i2
2 for the third case.
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tance. By using Eqs.~22! and~23!, Eqs.~20! and~21! can be
expressed as

H ]

P̂n~r ,kzk! i

]

J 5F� Hn
~1!~krkr !

Hn
~1!~krkr h!

�

G H ]

P̂n~r h ,kzk! i

]

J ,

~24!

H ]

W6 n~r ,kzk! i

]

J 5F� krk

irck

Hn
~1!8~krkr !

Hn
~1!~krkr h!

�

G
3H ]

P̂n~r h ,kzk! i

]

J . ~25!

Once the helical wave spectra are calculated on the re-
construction surface by using Eqs.~24! and ~25!, the spatial
distribution of the pressure field and the particle velocity can

be obtained by applying the inverse discrete Fourier trans-
form.

C. Regularization

Before the partial fields are projected, however, they
must almost always be filtered to remove poorly determined,
typically evanescent, components of the sound field. The lat-
ter process is referred to as regularization. The particular
method used to perform filtering in the present work is de-
scribed in this section.

When noise is present in a measurement, the relation
between particle velocity and the measured sound pressure,
Eq. ~17!, can be rewritten as

wN i
d5Tẇ

21p̂i
d , ~26!

wherep̂i
d represents thei th partial field vector, which is as-

sumed to contain superimposed measurement noise having
zero mean and a standard deviation ofs̄, and wN i

d is the
corresponding, noise-contaminated particle velocity field.8

When a field is projected back toward the source by using
Eqs. ~16! and ~17!, components associated with subsonic
axial components and large circumferential orders are ampli-

FIG. 6. Virtual coherences at 361 Hz
versus measurement position:~a! g i1

2

for the first case;~b! g i1
2 for the second

case;~c! g i1
2 1g i2

2 for the second case;
~d! g i1

2 for the third case.
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fied exponentially and geometrically, respectively. This in-
verse process is ill-posed since the latter components often
cannot be accurately estimated during a measurement, owing
to their rapid radial decay. As a result, reconstruction quality
can be poor unless additional processing is performed, as
described next.

Here, the modified Tikhonov regularization method,
used in conjunction with the Mozorov Discrepancy Prin-
ciple, served as the basis fork-space filtering. The procedure
followed here is based closely on that described in Ref. 8 and
is based on a knowledge of the variance of the noise com-
ponents. When applying the Tikhonov regularization method,
the regularized inverse ofTẇ is determined by minimizing
the Tikhonov functional,Ja , with respect towN i

d for a fixed
regularization parameter,a. HereJa is defined as7,8

Ja~wN i
d!5iTẇwN i

d2p̂i
di21aiLwN i

di2, ~27!

wherei•i denotes the L2 norm, the second term is a penalty
function, andL denotes the regularization matrix. The func-
tional Ja is found to be minimized when

wN i
a,d5~aI1Tẇ

HTẇ!21Tẇ
Hp̂i

d5Rap̂i
d , for a.0, ~28!

where the superscripta denotes the dependence ona, Ra is
the regularized inverse ofTẇ , and L has been set to the
identity matrix,I ~the standard form!.7

The substitution of Eq.~19! into Eq. ~28! gives

wN i
a,d5ŪFa diagS 1

l1
,...,

1

lM
D ŪHp̂i

d , ~29!

where

Fa5diagS ul1u2

a1ul1u2
,...,

ulMu2

a1ulMu2D ~30!

is a filter factor that acts as a low-passk-space filter, and
where the regularization parametera is determined based on
a knowledge of the measurement noise level~see below!.
When Eq.~23! was implemented here,r was set equal toa:
i.e., to the nominal radius of the source surface.

FIG. 7. The helical wave spectra at 330 Hz:~a! ^P̂n
a,d(r h ,kz)1& for the first case;~b! ^P̂n

a,d(r h ,kz)112& for the second case;~c! ^P̂n
a,d(r h ,kz)1& for the second

case;~d! ^P̂n
a,d(r h ,kz)2& for the second case;~e! ^P̂n

a,d(r h ,kz)112& for the third case;~f! ^P̂n
a,d(r h ,kz)1& for the third case;~g! ^P̂n

a,d(r h ,kz)2& for the third
case.
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The filtered pressure on the hologram surface is then
obtained by premultiplication of both sides of Eq.~29! by
Tẇ : i.e.,

p̂i
a,d5ŪFaŪHp̂i

d . ~31!

Equation~31! is the main results of this section: it is applied
in turn to each column ofP̂ to obtain the filtered partial
fields, each of which is then projected using Eq.~16! or ~17!
as appropriate.

It has been suggested that the Tikhonov method could be
improved by increasing the filter’s slope.8 In that case, a
modified filter is obtained by substitutingL5(I2Fa)ŪH into
Eq. ~27!, instead of the standard form, to obtain

Fa,15diagH¯ul j u2Y Ful j u21aS a

a1ul j u2
D 2G¯J .

~32!

In Eqs.~30! and~32!, the unknown parameter,a, is de-
termined by an application of the Mozorov Discrepancy
Principle based on a knowledge of the standard deviation of
the noise: i.e.,

iTẇwN i
a,d2p̂i

di5s̄AM . ~33!

SinceTẇwN i
a,d is the filtered pressure,p̂i

a,d , Eq.~33! indicates
that a should be chosen to remove an amount of energy
equal to that of the noise contained in the measurement. In
practice,a can be determined by varyinga iteratively until
Eq. ~33! is satisfied. The standard deviation of the measure-
ment noise in each partial field can be estimated by using the
equation8

i ūq
Hp̂i

di /AQ's̄, q51,...,Q, ~34!

whereūq is a column vector ofŪ, andQ is the number of the
vectors that are used when evaluating Eq.~34!. The norm is
taken by using the appropriately chosenūq’s that are associ-
ated with noise-dominated components. When Eq.~34! is
implemented in a cylindrical geometry, the helical wave
spectrum components that lie outside the circle defined by
the radius,kmax[max(kz max,nmax/a), ~i.e., the helical wave
number components,kh[Akz

21(n/a)2, that are larger than
kmax), are chosen since in a well-arranged measurement, i.e.,
one in which the sound field is sampled spatially at a suffi-
ciently high rate, the levels associated with the noise-free
sound field should be negligible near the edges of the helical
wave spectrum, leaving only the measurement noise contri-
bution. When used in conjunction with the Mozorov Dis-
crepancy Principle, Eq.~34! is strictly valid only whenQ is
not too large, and this approach does not guarantee the opti-
mal result; however, this approach has been found to be ro-
bust and applicable in cases where other approaches fail to
successfully identify a regularization parameter.14

D. Data treatment

In holographic formulations, the harmonic time depen-
dence,e2 ivt, is usually used. In that case positive values of
kz correspond to waves propagating in the positivez direc-
tion and vice versa. Thus, in NAH as implemented here, the

definition of the temporal Fourier spectrum differs subtly
from the conventional one: i.e., it is taken to have the form

F~v!5E
2`

`

f ~ t !eivt dt, ~35!

where f (t) is a time history andF(v) is its Fourier trans-
form. The spectrum calculated by using Eq.~35! is the con-
jugate of the spectrum calculated by following the conven-
tional definition:

F~v!5E
2`

`

f ~ t !e2 ivt dt. ~36!

Therefore a conjugate operation is required when preparing
data for input to the holographic process when the cross-
spectra are calculated using a commercial FFT analyzer in
which the definition of Eq.~36! is used. There are two alter-
natives in the latter case: take a conjugate of the cross-
spectra@i.e., Eqs.~3! and~4!# before input to the partial field
decomposition, or take the conjugate of the calculated partial
fields before input to the NAH procedure@i.e., Eqs.~16! and
~17!#. Some authors use a different notation when defining
the cross-spectra, e.g.,Crp5E@rpH#, in which case the tem-
poral Fourier spectrum is calculated based on Eq.~36!.16,20

Thus, care should be taken when implementing the holo-
graphic procedure to ensure consistency in the choice of
transform sign convention since phase plays a crucial role
when the sound field is projected from one surface to an-
other.

E. Considerations related to the measurement
of aeroacoustic sources

Unlike a structure-borne noise source, aeroacoustic
sources are usually accompanied by a mean flow that may
impinge on either the field or reference microphones, or
both. When microphones are exposed to flow, the measured
data contains the self-noise generated by the interaction of
the flow and the microphone, as well as the desired signal,
thus corrupting the decomposed field data. This problem can
be addressed by the proper placement of the various micro-

FIG. 8. A comparison of thêP̂0
a,d(r h ,kz) total& helical wave spectral com-

ponents at 330 Hz.

850 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Lee et al.: Nearfield acoustical holography and aeroacoustic sources



phones. When placing microphones, two conditions should
be satisfied: first, the reference microphones should be
placed in regions of low flow velocity to minimize the gen-
eration of self-noise, and second, the reference microphones
should not sense any flow noise generated by the interaction
of the flow with the field microphones.22 These requirements
can be demonstrated in the following way.

When both reference and field microphones are placed
in a flow, the measured reference signal,r total, and the field
microphone signal,ptotal, can be expressed as

r total5r s1r sr1r s f , ~37!

ptotal5ps1psr1ps f , ~38!

where the subscriptss, sr, and sf represent the signal from
the actual source, the self-noise generated by flow over the
references, and the self-noise generated by flow over the field
microphones, respectively. It is assumed here that all sources
are mutually uncorrelated. Based on Eqs.~37! and ~38!, the
cross-spectra between the references, and between the refer-
ences and the field microphones, can be expressed as

Crr ,total5E@r total* r total
T #5E@r s* r s

T#1E@r sr* r sr
T #1E@r s f* r s f

T #,

~39!

Crp,total5E@r total* ptotal
T #

5E@r s* ps
T#1E@r sr* psr

T #1E@r s f* ps f
T #. ~40!

It is very important that the reference cross-spectra
should not be corrupted by unwanted noise since the refer-
ence cross-spectra play a crucial role in the partial field de-
composition. Ideally, the measured cross-spectra should in-
clude only the first terms in Eqs.~39! and ~40!. Since the
self-noise is created locally, it is clear thatr s f andpsr will be
negligibly small as long as the reference and field micro-
phones are not placed too close together; thus, the third term
in Eq. ~39! can usually be disregarded. The off-diagonal
components of the second term in Eq.~39!, E@r sr* r sr

T # ~i.e.,
the cross-spectra between the references!, are suppressed by
spectral averaging, but the diagonal components~i.e., the
reference self-noise auto-spectra! remain. To remove the lat-
ter terms, it is thus absolutely necessary that the self-noise

FIG. 9. The helical wave spectra at 361 Hz:~a! ^P̂n
a,d(r h ,kz)1& for the first case;~b! ^P̂n

a,d(r h ,kz)112& for the second case;~c! ^P̂n
a,d(r h ,kz)1& for the second

case;~d! ^P̂n
a,d(r h ,kz)2& for the second case;~e! ^P̂n

a,d(r h ,kz)1& for the third case.
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generated by flow over the references should be negligibly
small compared to the actual source signal. The best way to
satisfy the latter condition is simply to place the references
outside the flow in still air, in which caser sr is equal to zero,
thus eliminating the second terms in both Eqs.~39! and~40!.
Unless the flow speed over the field microphones is signifi-
cant, the inequalityuE@r s f* ps f

T #u!uE@r s* ps
T#u should hold, thus

making the third term in Eq.~40! negligible. Thus, in prin-
ciple, the self-noise effect can be successfully removed from
the measured cross-spectra as long as the self-noise gener-
ated by flow over the reference microphones is negligibly
small. Under these conditions, self-noise does not corrupt the
holographic processing. Note again that there are stronger
requirements placed on the positioning of the reference mi-
crophones than on the field microphones.

The cross-spectral matrix of the field pressures is

Cpp,total5E@ptotal* ptotal
T #

5E@ps* ps
T#1E@psr* psr

T #1E@ps f* ps f
T #. ~41!

The self-noise term in Eq.~41! may be problematic since the
amplitudes of the diagonal components of E@ps f* ps f

T # ~the au-
tospectra of field microphone self-noise! are possibly signifi-
cant. In this case, the second term of Eq.~41! is equal to zero
when the references are placed exterior to the flow. The off-
diagonal components of E@ps f* ps f

T # are also small if the field
microphones are spaced sufficiently far apart so that one mi-
crophone does not sense the flow noise generated at neigh-
boring microphones. However, the diagonal components of
E@ps f* ps f

T # are not suppressed by averaging and may be sig-
nificantly large when the flow speed over the field micro-
phones is relatively large. The latter effect does not affect the
accuracy of the partial field decomposition, but causes the
virtual coherence on the hologram surface to drop sinceCpi pi

in Eq. ~11! will be overestimated.23 Therefore, when there is
flow over the field microphones, care should be taken when
interpreting the virtual coherence to determine whether or
not one particular set of virtual references is sufficient.

III. EXPERIMENTAL APPARATUS AND PROCEDURES

The various partial field decomposition, source nonsta-
tionarity compensation, regularization, and projection proce-
dures discussed above were implemented as shown in Fig. 1.
A number of the intermediate results in this process will be
described in the next section.

To perform the measurements, a cylindrical frame sup-
porting an eight-by-eight array of measurement positions
was constructed on a surface enclosing the source of interest:
see Fig. 2. The measurement positions were separated by 39
cm in thez direction and 45° in thef direction, the measure-
ment radius was 50 cm, and the source was placed at the
center of the frame. In the tests, three reference microphones
were used. Two references were located downstream and one
reference was located upstream: see Fig. 2. Both references
and field microphones were located out of the flow to mini-
mize self-noise effects.

The cross-spectra between three references, and between
the references and the field microphones, were calculated.
The measurements were performed by using four field mi-

crophones~Larson Davis TMS426B01! to scan the hologram
surface in 16 steps. The three reference microphones were
also Larson Davis TMS426B01. The measurement band-
width was 512 Hz, the frequency resolution was 1 Hz, a
Hanning window was applied to the data, and the various
spectral estimates were calculated using 300 averages with
50% overlap.

Tests were performed using a 10 cm diameter ducted fan
in three configurations: see Fig. 3. In the first case, the fan
and duct assembly was carefully sealed so that there was no
leakage. In the second case, two small holes were made on
the side of the fan housing@see Fig. 3~a!#, and in the third
case, a sound absorbing lining made of glass fiber approxi-
mately 1.5 cm thick~identified as ‘‘green’’ in Ref. 24! was
added to the inner circumference of the downstream duct
section@see Fig. 3~b!#. In all cases, the upstream and down-
stream duct sections had an inner diameter of 10 cm and
were 10.3 cm in length.

FIG. 10. A comparison of the zero and first circumferential order helical

wave spectrum components at 361 Hz:~a! ^P̂0
a,d(r h ,kz) total&; ~b!

„^P̂21
a,d(r h ,kz) total&

21^P̂1
a,d(r h ,kz) total&

2
…

1/2.
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IV. RESULTS

Since the fan used for these tests had five blades, the
blade passing tone at five times the shaft rotation frequency
was the largest component in the radiated sound field. The
fan was operated at the same speed in all tests. Results are
presented at the blade passing frequency~361 Hz! and for
one broadband noise component~330 Hz!.

A. Singular value decomposition

The singular values of the reference cross-spectral ma-
trix @Eq. ~3!# were examined to establish the number of vir-
tual references needed for the partial field decomposition
@Eq. ~11!# and hence the number of significant partial fields
in each case. In all three cases, the levels of the third singular
values at both frequencies dropped close to the background
noise level. Therefore, the three references used for the mea-
surements, in principle, were sufficient to describe the sound
field.

Empirically, singular values smaller than the largest one

by 30 dB may be considered negligible. Therefore, one ref-
erence was determined to be sufficient in the first~i.e., leak-
free! case@see Fig. 4~a!# at both frequencies of interest. This
result suggests that the sound field was generated by a single
coherent source mechanism at both 330 and 361 Hz, an ob-
servation that is consistent with the compact source assump-
tion. In the second case, in which leaks were introduced, the
second singular value was less than 20 dB smaller than the
first at the blade passing frequency, so at least two references
were required@see Fig. 4~b!#: i.e., the introduction of the
holes in the fan housing apparently causes a second source
mechanism to be significant at the blade passing frequency.
The leak also caused a slight increase of the second singular
value at 330 Hz: thus, two references were also required in
this case, even though the contribution of the second source
was expected to be small. In the third case, the second sin-
gular value was generally larger than that in the first case at
all frequencies@see Fig. 4~c!#. The introduction of the lining
thus seems to have created a second broadband source

FIG. 11. Real parts of the partial fields on the hologram surface at 330 Hz:~a! p̂1
a,d for the first case;~b! p̂1

a,d for the second case;~c! p̂2
a,d for the second case;

~d! p̂1
a,d for the third case;~e! p̂2

a,d for the third case.
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mechanism. Note that the magnitude of the second singular
value at the blade passing frequency was not affected by the
presence of the lining. Two references were required to re-
construct the sound field at 330 Hz in the third case; a single
reference was sufficient at the blade passing frequency.

B. Virtual coherence

The virtual coherence on the hologram surface can be
used to verify that the number of virtual references deter-
mined by use of SVD is sufficient~subject to the restrictions
described in Sec. II E!. In the first case, the virtual coherence
calculated using the first partial field only is unity at both
frequencies@see Figs. 5~a! and 6~a!#. In the second case, the
coherence based on a single reference was low at several
locations at the blade passing frequency, in particular: see
Fig. 6~b!. However, the sum of the coherences calculated
using the first and the second partial fields was close to unity
at both frequencies@see Figs. 5~c! and 6~c!#. In the third case,
the sum of the coherences calculated using the first and the

second partial fields at 330 Hz and the first partial field at
361 Hz were close to unity: see Figs. 5~d! and ~e!, and Fig.
6~d!. The virtual coherence results thus confirm that the num-
ber of references was chosen appropriately on the basis of
the SVD results.

C. NAH results

In the first case, i.e., the sealed, ducted fan, it was found
that both the broadband noise and the blade passing tone
exhibited a clear dipole-like directivity. In contrast, the radia-
tion patterns in the second and third cases were more com-
plex, owing to the leakage through the two holes in the side
of fan housing in one case and because of the effect of the
acoustical lining within the downstream duct in the other
case. Those modifications apparently broke the symmetry of
the flow and caused the dipole-like sound radiation pattern to
be disturbed.

When processing the partial field data, a spatial window
and zero padding were applied in the axial direction to re-

FIG. 12. Real parts of the partial fields on the hologram surface at 361 Hz:~a! p̂1
a,d for the first case;~b! p̂1

a,d for the second case;~c! p̂2
a,d for the second case;

~d! p̂1
a,d for the third case.
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duce leakage and wrap-around errors, respectively. Data at
the first and the last~i.e., eighth! measurement location in the
axial direction were weighted by a factor of 0.5, and then
120 zeros were added to data. All the results presented in
Figs. 7–13 were filtered by using the modified Tikhonov
regularization method in conjunction with the filter factor of
Eq. ~32!. In the case of aeroacoustic sources, the radius of the
source surface is not well defined. In the regularization pro-
cess used here,a was set to be 15 cm based on observed flow
patterns near the duct inlet and exit.

1. Helical wave spectra

In the figures discussed in this section,^P̂n
a,d(r h ,kz)&

denotes the root mean square helical wave spectrum on the
hologram surface: each spectrum is a function ofn, the cir-

cumferential order andkz , the axial wave number. The sub-
script 112 denotes the square root of the sum of the squared
spectra of partial fields 1 and 2.

In the first, leak-free case, the helical wave spectra at
both frequencies displayed dipole-like characteristics: then
50 circumferential component was the main contributor to
the sound radiation and thekz50 component was small, re-
sulting in a radiation null perpendicular to the dipole axis:
see Figs. 7~a! and 9~a!. In addition, then50 components
were symmetric with respect tokz50 @see Figs. 8 and 10~a!,
where the range of the axial wave number,kz , associated
with radially propagating components is also indicated#.

In the second case, the higher-order circumferential
components were more significant due to the existence of
leakage. The effect of leakage was clearly apparent at the

FIG. 13. Three-dimensional recon-
struction of the pressure field~the real
part of the first partial field plotted!:
~a! for the first case at 330 Hz~dipole-
like radiation!; ~b! for the second case
at 361 Hz. All results are calculated
for the f5~45°,225°! plane.
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blade passing frequency, there being significant contributions
from the n561 mode in both partial fields@see Figs. 9~c!
and ~d!#. At 330 Hz, higher circumferential orders were vis-
ible in the second partial field@see Fig. 7~d!#, but the total
field remained dipole-like in nature since the second partial
field was approximately one order of magnitude smaller than
the first @see Fig. 7~b!#. The zeroth- and first-order compo-
nent of the helical wave spectrum at 361 Hz were signifi-
cantly asymmetric with respect tokz50 @see Figs. 10~a! and
~b!#. As a result, it was expected that at the blade passing
frequency sound would radiate primarily in the negative-z
~i.e., upstream! direction and that the radiation would be
nonaxisymmetric: i.e., the blade passing tone was not ex-
pected to radiate like a dipole. At 330 Hz, then50 circum-
ferential component remained nearly symmetric with respect
to kz50 ~see Fig. 8!: therefore, the broadband component at
this frequency was expected to display a dipole-like directiv-
ity.

In the third case, the effect of the acoustical lining was
visible in two ways: an attenuation of the radiation in the
downstream direction due to the sound absorbing material in
the downstream duct and an overall decrease in level, owing
to the reduced flow rate caused by the increase of the flow
resistance resulting from the reduction of the duct area by the
lining. The former effect caused the positive-goingn50
components to be smaller than the negative-going ones at
both frequencies@see Figs. 8 and 10~a!#. However, the at-
tenuation was relatively small, owing to the fact that the
lining was thin compared to a wavelength at the frequencies
of interest. The flow resistance effect was judged to have a
larger impact on the sound radiation than the attenuation ef-
fect. This conclusion followed from the observation that the
sound level was reduced in both the downstream and the
upstream directions@compare the amplitudes of the spectra
in Figs. 7~a! and~e!, and 9~a! and~e!#. In contrast to the first
case, it was expected that there would be some sound radia-
tion perpendicular to the fan axis since a nonzerokz50 com-
ponent appeared in the helical wave spectrum in this case
@see Figs. 7~e! and 9~e!#.

2. Spatial distribution of partial fields

In all cases, the first partial fields at 330 Hz showed
dipole-like characteristics: i.e., the fields on the up- and
downstream sides of the fan were 180° out-of-phase@see
Figs. 11~a!, ~b!, and~d!#. The second partial field at 330 Hz
in the second case exhibited a clearn51 circumferential
mode@see Fig. 11~c!#. The second partial field at 330 Hz in
the third case was approximately axially symmetric with re-
spect to the fan location~i.e., the second partial field was
monopole-like!, and its amplitude was comparable to that of
the first partial field@see Fig. 11~e!#.

The first and third cases at 361 Hz also exhibited dipole-
like patterns@see Figs. 12~a! and~d!#, but owing to the con-
tribution of the higher circumferential modes, which were
probably caused by the geometrical asymmetry of a duct
itself and a duct lining, it was slightly disturbed when com-
pared with the broadband case. In the second case, the radia-
tion pattern at the blade passing frequency was significantly
changed by the effects of leakage@see Figs. 12~b! and ~c!#.

Three-dimensional reconstructions of the sound radia-
tion patterns for the first two cases are shown in Fig. 13. The
dipole-like pattern at 330 Hz in the first case is clear@see Fig.
13~a!# but the radiation pattern at 361 Hz in the second case
was clearly not dipole-like, owing to the effect of the leaks
@see Fig. 13~b!#.

3. Source directivity

Finally, the directivity for the various source cases was
calculated by reconstructing pressures at 16 points that
shared the same axial locations as the measurement points on
the hologram surface and were on the plane defined by
f545° and 225°. All points were located 1.365 m from the
origin ~i.e., the location of the fan! and only radiating com-
ponents were included in the calculation in order to represent
the farfield radiation directivity. This approach is easy to
implement but is valid only when the source location is
known.

In the first case, the directivity patterns compare well
with a theoretical dipole at both frequencies of interest@see
Figs. 14~a! and~b!#. In the second case, the broadband com-

FIG. 14. Directivity plots:~a! for the first case at 330 Hz~along with the
comparison to theoretical dipole directivity!; ~b! for the first case at 361 Hz
~along with the comparison to theoretical dipole directivity!; ~c! for the
second case at 330 Hz;~d! for the second case at 361 Hz;~e! for the third
case at 330 Hz~along with the comparison to the first case!; ~f! for the third
case at 361 Hz~along with the comparison to the first case!. All results are
calculated for thef5~45°,225°! plane.
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ponent at 330 Hz still radiates in a dipole-like manner@see
Fig. 14~c!#. However, at the blade passing frequency, it was
observed that the main lobe extended in the negative-z direc-
tion, as expected from the helical wave spectrum@see Fig.
14~d!# and the overall radiation pattern is neither axisymmet-
ric nor axially symmetric. In the third case, the overall sound
level decreased at both frequencies, but increased slightly in
the direction perpendicular to the dipole axis@see Figs. 14~e!
and~f!#. In the 330 Hz result, the radiation null is shifted to
approximately 100° and 260°~from 90° and 270°, respec-
tively!. Finally, at the blade passing frequency, the down-
stream radiation is slightly reduced by comparison with the
upstream radiation, presumably, because of the absorbent lin-
ing in the downstream duct section.

V. DISCUSSION

When measuring sound radiation from aeroacoustic
sources, the choice of hologram aperture size and the mea-
surement radius may be restricted owing to the constraint
that the field microphones should not be exposed to signifi-
cant flow if the virtual coherence is to be meaningful. In the
latter case, the quantity of spatial data available decreases as
the measurement radius is made smaller~in order to measure
small wavelength components, for example!. That is, as the
measurement radius is made smaller, the degree of axial
truncation increases. In particular, when a dipole axis is
aligned parallel with the array axis, the aperture size should
be very large since the maximum radiation occurs in the
axial direction. This problem can be overcome by making the
dipole axis oblique with respect to the array axis. However,
another problem arises in that case since field microphones
would then be exposed to the flow. These characteristics im-
pose a limit on the frequency range since the measurement
radius should be large enough so that the measurement aper-
ture can be extended sufficiently far in the axial direction so
that the sound field decays sufficiently to avoid truncation
effects without the field microphones being exposed tosig-
nificant flow. As noted earlier, however, holographic projec-
tions may be performed successfully even when the field
microphones are exposed to the flow. Thus, the aperture size
restriction discussed here applies only when it is wished to
use the virtual coherence to confirm the sufficiency of the
reference set.

VI. CONCLUSIONS

In this article, the application of cylindrical NAH proce-
dures to aeroacoustic sources has been described. First, the
procedures for determining the number of references re-
quired to describe the sound field with the help of SVD and
virtual coherence analysis were described. The procedure for
decomposing the sound field into partial fields by using the
virtual coherence method was described next. After decom-
position, each partial field can be projected to the reconstruc-
tion surface after appropriate regularization. By the compari-
son of the visualized sound fields corresponding to the
various configurations, the ability of NAH to quantify noise
source modification effects was shown. It was also shown

that, unlike beamforming techniques, NAH can be success-
fully used to determine the farfield radiation from aeroacous-
tic dipole sources.

The major conclusion of the present work is that NAH
may be successfully used to visualize aeroacoustic sources as
long as the reference microphones are not exposed to signifi-
cant flow. Further, it has been shown that successful holo-
graphic projections may be performed even if the field mi-
crophones are exposed to flow~given only that the reference
microphones are not!, but that in this the virtual coherence
cannot then be used to assess the sufficiency of a particular
set of reference microphones.
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Modeling the effect of suppression on the periodicity of stimulus
frequency otoacoustic emissions
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The distributed roughness theory of the origins of spectral periodicity in stimulus frequency
otoacoustic emissions~SFOAEs! predicts that the spectral period will be altered by suppression of
the traveling wave~TW! @Zweig and Shera, J. Acoust. Soc. Am.98, 2018–2047~1995!#. In order
to investigate this effect in more detail, simulations of the variation of the spectral period under
conditions of self-suppression and two-tone suppression are obtained from nonlinear cochlear
models based on this theory. The results show that during self-suppression the spectral period is
increased, while during high-side two-tone suppression, the period is reduced, indicating that the
detailed pattern of disruption of the cochlear amplifier must be examined if the nonlinear behavior
of SFOAEs is to be understood. The model results suggest that the SFOAE spectral period may be
sensitive to changes in the state of the cochlear amplifier. A companion paper@Lineton and Lutman,
J. Acoust. Soc. Am.114, 871–882~2003!# presents experimental data which are compared with the
results of the above models with a view to testing the underlying theory of Zweig and Shera.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1582175#

PACS numbers: 43.64.Bt, 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

A. Spectral periodicity in otoacoustic emissions
„OAEs …

Stimulus frequency otoacoustic emissions~SFOAEs! ex-
hibit regularity, termedspectral periodicity, in the spacing of
the peaks in their frequency spectra1 ~Kemp and Chum,
1980; Wilson, 1980; Zwicker and Schloth, 1984; Dallmayr,
1987; Zwicker, 1990; Zwicker and Peisl, 1990; Lonsbury-
Martin et al., 1990; Zweig and Shera, 1995!. The spacing
between peaks appears approximately constant when the
SFOAE spectrum is plotted against the logarithm of stimulus
frequency~Zweig and Shera, 1995!. This interpeak spacing,
measured as an interval of the logarithm of frequency, is
termed here thespectral period. It is also often characterized
by the ratioD f / f , whereD f is the frequency spacing be-
tween two adjacent peaks andf is the geometric mean fre-
quency of the two peaks. To a first approximation, between
0.5 and 3 kHz this ratio is independent of frequency, and has
a value of 1/15 in humans~Zweig and Shera, 1995; Tal-
madgeet al., 1998!.

It has been shown that the value of the spectral period of
SFOAEs can be related to the group delay,tG( f ), of
transient-evoked otoacoustic emissions~TEOAEs!, evoked
using clicks or tone bursts~Kemp, 1986; Zweig and Shera,
1995!. Several authors have reported the variation of
TEOAE group delay, or related quantities, with stimulus
level and/or frequency~e.g., Norton and Neely, 1987; Neely
et al., 1988; Bray, 1989; Witet al., 1994; Tognolaet al.,
1997!. Recently, it has been shown that changes in the group

delay of the cochlear response, as evidenced by TEOAEs or
the auditory brainstem response, may also occur as a result
of cochlear damage~Eggermont, 1979; Donet al., 1998;
Avan et al., 2000; Lucertiniet al., 2002; Sisto and Moleti,
2002!. It is therefore important from both theoretical and
clinical perspectives to understand the mechanisms which
give rise to spectral periodicity.

B. The origins of spectral periodicity

In order to explain the existence of TEOAEs, Kemp
~1978! hypothesized that local impedance irregularities exist
in the mechanics of the cochlea, which lead to the reflection
of the traveling wave~TW!. The need for some form of
reflection mechanism is borne out by examination of early
cochlear models, such as Neely and Kim’s~1986!, which
included a representation of active cochlear processes. Such
models can reasonably matchin vivo measurements of
basilar-membrane~BM! vibration, but do not predict the
generation of OAEs~Furst and Lapid, 1988; de Boer, 1996!.
Hence, the mere presence of active processes is insufficient
to generate TEOAEs.

Following the work of Manley~1983!, Zwicker and
Lumer ~1985!, Peisl ~1988!, and Zwicker ~1986, 1988!,
Strube ~1989! proposed a theory in which the mechanical
properties of the basilar membrane vary periodically with
place ~over and above any variation associated with place-
frequency mapping!. These cochlear ‘‘corrugations’’ act as
reflection sites which scatter and reflect the forward TW,
thereby generating OAEs that propagate in the ear canal.
Moreover, the SFOAEs predicted by this theory exhibit the
approximately constantD f / f observed experimentally~e.g.,
Strube, 1989; Fukazawa, 1996; Wadaet al., 1999!. However,
no anatomical structures corresponding to these corrugations

a!Currently at: MRC Institute of Hearing Research, Royal South Hants Hos-
pital, Southampton SO14 OYG, United Kingdom. Electronic mail:
b.lineton@soton.ac.uk
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have been found in primate cochleae~Zweig and Shera,
1995!.

Shera and Zweig~1993a! proposed an alternative theory
in which the reflection sites are fine-grained inhomogeneities
distributed randomly along the BM. This has been called the
distributed-roughness theory~Talmadgeet al., 2000!. Like
the corrugated-cochlea theory, this theory also predicts
SFOAEs with approximately constantD f / f ~Shera and
Zweig, 1993a; Zweig and Shera, 1995!. However, the two
theories differ in their explanations of how the spectral pe-
riod is determined. In the corrugated-cochlea theory, the pe-
riod is fixed by the wavelength of the corrugations, while in
the distributed-roughness theory it is determined by the
wavelength of the TW near the region of the peak~Zweig
and Shera, 1995!. As a consequence, the distributed-
roughness theory predicts that changes in the shape of the
TW will give rise to changes in SFOAE spectral period. The
shape of the TW may, for example, alter with stimulus inten-
sity due to nonlinear behavior of the cochlear amplifier. No
such change in period is predicted by the corrugated-cochlea
model.

Of the two, the distributed-roughness theory is currently
favored, partly due to anatomical considerations~though the
evidence remains inconclusive! and partly for scientific par-
simony. One of the aims of the current study is to present
more compelling evidence by testing the predictions of the
distributed-roughness theory against measurements of
changes in SFOAE period induced in human subjects by
suppression. Two suppression phenomena are considered:
self-suppression due to increasing the level of the stimulus
tone and two-tone suppression. As well as providing a test of
the theory, the measurements quantify the changes in spectral
period that can arise due to suppression phenomena. This
reveals that self-suppression and two-tone suppression can
give qualitatively different results. This may have a bearing
on measured changes in spectral period~or group delay!
caused by pathology, such as those reported by Avanet al.
~2000!, Lucertini et al. ~2002!, and Sisto and Moleti~2002!.
The theoretical model is developed in the present paper,
while measurements are reported in a companion paper
~Lineton and Lutman, 2003a!.

C. Models of SFOAE generation

The fundamental mechanism for generating quasiperi-
odic OAEs proposed by Zweig and Shera~1995! is essen-
tially linear. It requires two features to be present in the
cochlear mechanics: a tall-and-broad TW envelope and dis-
tributed roughness. In addition, two further features that are
present in the mechanics of the cochlea must also be consid-
ered in the present study: nonlinear effects and multiple re-
flections of the TW that occur when the TW is partially re-
flected both apically by the distributed roughness and basally
by the impedance mismatch at the stapes. Though these fea-
tures are not essential for generating quasiperiodic OAEs,
they influence the relationship between OAE spectral period
and TW shape, which is the object of this study.

Zweig and Shera~1995! present a linear longwave
model of the cochlea of the squirrel monkey which includes
a cochlear amplifier leading to the tall-and-broad TW enve-

lope, distributed roughness, and multiple reflections. The ef-
fect of altering the TW shape on spectral period was simu-
lated in the model by altering one of the parameters
controlling the cochlear amplifier gain resulting in changes
in SFOAE spectra that were qualitatively similar to the
changes in spectra seen in measured SFOAE level series
~Zweig and Shera, 1995, p. 2034!. However, a quantitative
measure of changes in spectral period was not attempted.

Talmadgeet al. ~1998, 2000! present a similar model of
the human cochlea, but with the addition of a saturating non-
linearity in the formulation of the cochlear amplifier. This
model also includes a strongly nonuniform Q-factor in the
basilar membrane~BM! impedance, leading to ‘‘symmetry
violation’’ ~i.e., a strong deviation of the cochlear macrome-
chanics from scaling symmetry!. These additions have two
consequences for spectral period. First, the deviation from
scaling symmetry causes the spectral period to become fre-
quency dependent. Second, the nonlinearity interacts with
the symmetry violation to give an additional mechanism for
generating OAEs that operates even in the absence of any
impedance irregularities and generates OAEs of very high
spectral period~i.e., a very short group delay, leading to very
slowly varying fine structure!. Talmadgeet al. ~2000! present
a quantitative study of the changes in spectral period that are
predicted by their model due to changes in stimulus level.
They show that the SFOAE is dominated by the distributed
roughness mechanism at low levels, and thus exhibits a low
period. As stimulus level increases, the nonlinear/symmetry-
violation mechanism can become dominant, leading to a in-
crease in period. However, Talmadgeet al. ~2000, p. 2923!
report that level-induced changes in period due to the distrib-
uted roughness mechanism alone, which arise from the in-
duced changes in the TW wavelength, are small.

In the present paper the work of Zweig and Shera~1995!
and of Talmadgeet al. ~2000! on the effect of TW suppres-
sion on spectral period is extended in several ways. First, the
changes in period with increasing stimulus level~causing
self-suppression of the TW! that Talmadgeet al. ~2000, p.
2923! found to be small are re-examined with a sensitive
method of measuring of spectral period. Second, the effect of
two-tone suppression is also investigated, and found to be
qualitatively different from that of self-suppression. Finally,
the results from various different implementations of broadly
similar cochlear models are investigated, in order to assess
their sensitivity to the choices made in implementing the
models.

A one-dimensional longwave model of the cochlea is
used that includes a model of the cochlear amplifier and of
distributed roughness. A model of the measurement probe,
ear canal, and middle ear ensures that reflections of the TW
at the stapes also feature in the results. Self-suppression and
two-tone suppression are simulated using the quasilinear
method reported by Kanis and de Boer~1993, 1994!.
Changes in period are quantified using a parametric fitting
procedure described in a companion paper~Lineton and Lut-
man, 2003b!. Two different cochlear amplifier models were
employed, one presented by Kanis and de Boer~1994! and
the other by Talmadgeet al. ~1998!.

The definition of SFOAEs adopted in this paper specifi-
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cally excludes the nonlinear/symmetry-violation mechanism
discussed by Talmadgeet al. ~2000!. Though this mechanism
may be present in the actual cochlea, it was found in the
present study that the magnitude of the effect was sensitive
to some of the less well-established parameters in the co-
chlear model formulation. Therefore, for the sake of simplic-
ity, it was decided to exclude it altogether.

II. THEORY AND METHODS

A. Macromechanical models of SFOAE generation

The main objective in developing the macromechanical
models described in this section was to generate predictions
of the changes in SFOAE period that accompany induced
changes in TW shape. Three methods of inducing these
shape changes were modeled: a global reduction of cochlear
amplifier gain, self-suppression, and two-tone suppression.

There is currently a high degree of uncertainty about the
detailed mechanics of the cochlea~Patuzzi, 1996; de Boer,
1996!. Consequently, in developing any cochlear model, a
number of choices must be made and a second objective is
hence to assess whether the model predictions are insensitive
to these choices. To this end, a number of variants of the
cochlear models are investigated, which differ significantly
in their formulation.

The cochlear model variants developed here incorporate
all the key elements of Shera and Zweig’s theory that have a
bearing on the generation of realistic SFOAEs. These are the
propagation of the TW along the BM; the amplification of
the TW by the cochlear amplifier; the scattering of the for-
ward TW by a random array of inhomogeneities distributed
along the BM to generate a significant backward TW; the
reflection of the backward TW on encountering the stapes,
and the transmission of the backward TW through the middle
ear and into the ear canal.

In addition, to model the changes in TW shape induced
during self-suppression and two-tone suppression~but not
global cochlear amplifier gain reduction!, nonlinearities in
the cochlear amplifier are included.

A final aspect of the cochlear models that must be con-
sidered is the degree to which they exhibit scaling symmetry
~Shera and Zweig, 1991!. This determines how closely the
SFOAE spectrum can be predicted by the phenomenological
model described by Zweig and Shera~1995! as well as the
degree to which theD f / f is dependent on stimulus fre-
quency.

The cochlear models developed here follow earlier one-
dimensional longwave models~e.g., Neely and Kim, 1986!
and include models of the cochlear amplifier based on those
described by Neely and Kim~1986!, Kanis and de Boer
~1993, 1994, 1996!, Zweig ~1991!, and Talmadgeet al.
~1998!. Although the longwave assumptions become invalid
near the peak of the TW~de Boer, 1996!, it has been argued
that the longwave model still captures the essential feature of
TW propagation and amplification that are required in Shera
and Zweig’s theory of SFOAE generation: the ‘‘tall and
broad’’ TW envelope~Zweig and Shera, 1995; Zweig, 1991!.

Following Zweig and Shera~1995! and Talmadgeet al.
~1998!, a random array of structural inhomogeneities distrib-

uted along the BM is also included. Since the SFOAE spec-
trum that results from these models depends on the particular
realization of the random inhomogeneities included in the
model, the models are executed repeatedly with different re-
alizations and an ensemble average calculated.

A simple model of the middle ear, ear canal, and mea-
surement probe is also included. This ensures that reflections
of the backward TW from the stapes are modeled, as well as
the transmission of the OAE through the ear canal to the
microphone in the probe.

All the models are formulated in the frequency domain.
In the self-suppression and two-tone suppression simula-
tions, where nonlinearities must be modeled, the quasilinear
method described by Kanis and de Boer~1993! is used.

To find out whether the model predictions are sensitive
to the formulation of the key elements in the cochlear mod-
els, several variants are investigated. The first model, termed
here thebaselinemodel, is based on the formulation of the
passive cochlear structures and of the cochlear amplifier re-
ported by Neely and Kim~1986! and adapted by Kanis and
de Boer~1993!. It also includes inhomogeneities modeled as
a scattering impedance, which is a function of place alone.

The second model, termed here theZweig–Talmadge
cochlear amplifier variant, replaces the baseline formulation
of the passive and active cochlear structures with that re-
ported by Zweig~1991! and Talmadgeet al. ~1998!. The
main difference from the baseline is in the formulation of the
cochlear amplifier, which is based on that described by
Zweig ~1991! and Talmadgeet al. ~1998!. A second differ-
ence is that the model deviates much more strongly from
perfect scaling symmetry than the baseline model.

The third model, termed thefrequency-dependent scat-
tering variant, replaces the baseline scattering impedance
with one which varies with both place and stimulus fre-
quency. This has implications for the applicability of the phe-
nomenological model of Zweig and Shera~1995! and for
scaling symmetry, which manifest themselves in the predic-
tions of the SFOAE spectrum.

1. The longwave model

As in the many longwave models, the cochlea is mod-
eled as two straight fluid-filled rectangular channels, termed
here the upper and lower channels, separated by a flexible
partition, termed here the cochlear partition~CP! ~e.g., Neely
and Kim, 1986; Kanis and de Boer, 1993!. The longwave
model is represented by the wave equation

d2pd~x,v!

dx2
1k2~x,v!pd~x,v!50, ~1!

where thek is the complex wave number, given by

k2~x,v!5
2rv2

ivHZCP~x,v!
, ~2!

pd(x,v) is the semidifference pressure, defined as half the
pressure difference across the cochlear partition;x is the dis-
tance along the CP;v is the radian stimulus frequency;r is
the cochlear fluid density;H is the height of the upper chan-
nel ~here assumed constant!; andZCP is the CP impedance.
ZCP, k, andpd are complex numbers~which will be denoted
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here by bold typeface! and can be functions of bothx andv.
The semidifference pressure must also satisfy two

boundary conditions. At the base of the cochlea, it is related
to the stapes velocity,uSt, by

dpd~x,v!

dx U
x50

52 i2vruSt~v!, ~3!

while at the helicotrema, the semidifference pressure is as-
sumed to be zero. The CP velocity,vCP, is obtained from the
CP impedance once the semidifference pressure is known

vCP~x,v!522
pd~x,v!

ZCP~x,v!
. ~4!

The CP impedance,ZCP, comprises three components

ZCP~x,v!5ZPass~x,v!1ZCA~x,v!1ZSc~x,v!, ~5!

whereZPass, ZCA, andZSc are termed the passive impedance,
the cochlear-amplifier impedance, and the scattering imped-
ance, respectively. The cochlear-amplifier impedance can be
interpreted as an active device that, at any given point on the
CP, applies a force to the CP determined by the CP velocity.
The device injects energy into the TW at all points and fre-
quencies for which the real part ofZCA(x,v) is negative.

2. The linear baseline model

The passive impedance is modeled by a single spring–
mass–damper system at each cochlear location, such that

ZPass~x,v!5
m0

iv
vC

2 ~x!1m0d0vC~x!1 ivm0 , ~6!

wherem0 is the mass per unit area of the CP~assumed in-
dependent ofx!, d0 is twice the critical damping ratio~as-
sumed independent ofx!, andvC(x) is the local CP natural
frequency given by

vC~x!5vC0
exp~2x/ l !, ~7!

wherevC0
is the basal natural frequency andl is the place-

frequency length parameter.
The cochlea amplifier impedance for the baseline model

is given by

ZCA~x,v!5e0d0vC~x!
11 ig~x,v!

dSC1 i @g~x,v!2s2/g~x,v!#
,

~8!

where g(x,v) is the nondimensional stimulus frequency
given by

g~x,v![v/vC~x!; ~9!

and wheree0 , d0 , dSC, ands are parameters, all indepen-
dent ofx, whose values are chosen to yield a region of nega-
tive damping at and basal to the peak of the TW.

The scattering impedance has been defined as a pertur-
bation in the passive damping of the CP. This ensures that it
is independent of the stimulus frequency,v, thereby bringing
the cochlear model closer to the simplified phenomenologi-
cal model reported by Zweig and Shera~1995!. To model a
random distribution of reflection sites, the scattering imped-
ance is defined as

ZSc~x!5r ~x!aScb~x!, ~10!

wherer (x) is the passive damping, given by

r ~x!5m0d0vC~x!; ~11!

aSc is the scattering amplitude parameter; andb(x) is a spa-
tially random Gaussian signal with an rms amplitude of 1,
and with spatial wavelengths down to the discretization
length of the model, which was set below 10mm ~i.e., the
typical width of a hair cell!. To obtain a particular realization
of b(x), a random number generator was used to obtain a
digital white-noise sequence.

To allow SFOAEs in the ear canal to be predicted, the
cochlear model is connected to a model of the ear canal and
middle ear given by Kringlebotn~1988!, and driven by a
perfect volume velocity source representing the measure-
ment probe earphone. At the base of the cochlea, the pressure
gradient is related to the stapes velocity,uSt, by Eq. ~3!.

Assuming negligible round window impedance, the
pressure at the stapes,pSt, is simply related to the basal
semidifference pressure by

pSt52pdux50 . ~12!

The stapes pressure and velocity are related to the ear canal
pressure,pEC, and ear canal volume velocity,UEC, by a two-
port network

FpSt

uSt
G5F T11 T12

T21 T22
G F pEC

UEC
G , ~13!

where the matrix elementsTij are determined by the proper-
ties of the middle ear and ear canal. Finally, the ear-canal
pressure and volume velocity are related to the properties of
the measurement probe by

UEC5U02pECY0 , ~14!

whereU0 is the OAE probe volume velocity with no acoustic
load, andY0 is the measurement probe acoustic admittance.
Equations~12! to ~14! can be manipulated to derive the
boundary condition at the base of the cochlea, required to
solve Eq.~1!.

In the baseline model, the matrix elementsTij are ob-
tained by adopting the middle-ear model reported by Kring-
lebotn ~1988!, setting the probe acoustic admittance,Y0 , to
zero and holding the probe volume velocity at no acoustic
load,U0 , constant for a given nominal stimulus level in the
ear canal.

3. The nonlinear baseline model

The treatment of nonlinearity follows the quasilinear
method described by Kanis and de Boer~1993!. This method
works in the frequency domain and is highly efficient when,
as in our case, only one or two primary tones are presented
simultaneously. The method works iteratively by succes-
sively modifying the ‘‘quasilinear’’ cochlear amplifier im-
pedance depending on the calculated CP velocity response. A
hyperbolic tangent function is used to represent the satura-
tion of the active force applied by the cochlear amplifier at
high CP velocities. The reader is referred to Kanis and de
Boer ~1993! for details of this method.
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B. Calculating the normalized SFOAE frequency
spectrum

The SFOAE pressure has been defined here as the con-
tribution to the ear-canal pressure that arises from the pres-
ence of the scattering impedance. Thus, the SFOAE pressure
is given by

pSF~ f ![pEC~ f !2pEC:R50~ f !, ~15!

where pEC( f ) is the ear-canal pressure obtained with the
complete cochlear model, andpEC:R50( f ) is the zero-
reflectance ear-canal pressure, obtained from the cochlear
model with the scattering impedance set to zero~the
‘‘smooth’’ cochlear model! while holding the measurement
probe volume velocity,U0 , constant.

Following Shera and Zweig~1993b!, it is useful to de-
fine thenormalized SFOAE pressure, L( f ), as

L~ f ![
pSF~ f !

pEC:R50~ f !
. ~16!

In all cases the normalized SFOAE pressure is obtained from
a frequency sweep from 1.5 to 3 kHz at 4-Hz intervals hold-
ing a constant probe volume velocity. This frequency range
falls within the range where SFOAEs are readily measurable
in human ears and where psychoacoustic measures suggest
that the auditory filter obeys approximate scaling symmetry
~Moore and Glasberg, 1987!.

The normalized SFOAE spectrum,L( f ), depends on
the particular realization of the scattering impedance. Thus,
for any given scattering impedance, the spectrum,L( f ),
must be viewed as a single realization arising from the ran-
dom process that defines the infinite set of all possible real-
izations. The random process itself is determined by the en-
tire cochlear model, including the statistical properties of the
random number generator, which in this case is simply a
Gaussian white-noise generator. In order to estimate the
properties of the random process better, the frequency sweep
was repeated 32 times with different realizations of the scat-
tering impedance to obtain an ensemble of realizations of
L( f ).

It should be noted that the definition given in Eq.~15!
ensures that the quantity,pSF( f ), does not contain the purely
nonlinear contribution to SFOAEs which was investigated by
Talmadgeet al. ~2000!. To obtain this additional contribu-
tion, an alternative definition ofpSF( f ) in which pEC:R50( f )
is defined in terms of the passive, rather than the smooth
cochlea, should be used. This would have the advantage that
it is closer to the quantity commonly used in SFOAE mea-
surements~as in the companion paper, Lineton and Lutman,
2003a!. However, a preliminary investigation found that the
magnitude of the nonlinear effect depended greatly on the
particular cochlear model used, with the baseline model
showing virtually no effect. This indicates that the nonlinear
mechanism is sensitive to the choice of model. Therefore, in
order to simplify the interpretation of the results, the defini-
tion in Eq.~15! is adopted, thereby limiting the investigation
to effects arising from the scattering mechanism proposed by
Zweig and Shera~1995!. The validity of this simplification is
confirmed by the experimental data presented in the compan-
ion paper~Lineton and Lutman, 2003a!.

C. Estimating the spectral period of the SFOAE
frequency spectrum

Because of the random nature of the scattering imped-
ance, calculating the spectral period ofL over a given fre-
quency interval is not straightforward. This problem is ad-
dressed in a companion paper~Lineton and Lutman, 2003b!
in which a parametric model of the SFOAE spectrum,
termed the four-parameter model, is developed. This is based
on the scaling-symmetric phenomenological model presented
by Zweig and Shera~1995! and yields parameters which are
related to the underlying TW properties.

To apply the four-parameter model to data from the
cochlear models,L is first expressed as a function of the
logarithmic frequency variable,h, defined by

h[2 ln~ f /1 kHz!, ~17!

where the minus sign in Eq.~17! is included for compatibil-
ity with Zweig and Shera~1995!. The quantity termed the
raw autocovariance function ofL is then calculated from

CLL
~raw!~h8![

1

h22h1
E

h1

h22h8
L* ~h!L~h1h8!dh ~18!

for 0,h8,h22h1 , where theh1 andh2 indicate the range
of logarithmic frequencies over whichL has been obtained,
and * denotes complex conjugation. The four-parameter
model then uses a fitting procedure to obtain the fitted auto-
covariance function, denotedCLL

( f i t )(h8). For reasons ex-
plained in the companion paper on parametric fitting~Line-
ton and Lutman, 2003b!, the fit was performed over the
range 0,h8,hLim8 , wherehLim8 50.125(h22h1).

It is useful to calculate the inverse Fourier transform
~denotedF21) of the raw and fitted autocovariance functions
to yield the functions termed here the raw and fittedf
spectra, respectively

SLL
~raw!or~fit!~f![F21$CLL

~raw!or~fit!~h8!%. ~19!

The independent variable,f, can be interpreted as the enve-
lope delay of a single frequency component, expressed as the
number of periods of the carrier frequency~Zweig and Shera,
1995!. SLL

(fit) (f) is a pulse-shaped function which is fully
characterized by four parameters denoted herefC , fBW , a,
and sLL . The most important of these isfC ~termed the
f-center value!, which gives the location of the peak of the
pulse and which Zweig and Shera~1995! show is approxi-
mately determined by the wavelength near the peak of the
TW. They also show thatfC ~equal to the quantity they
denotedŵ/2p) is roughly related to the spectral period by

fC'
f

D f
, ~20!

wheref is defined as the geometric mean frequency andD f
the frequency interval of two adjacent spectral peaks in the
amplitude of the ear-canal pressure. The value offC can also
be interpreted as the average OAE delay, expressed in terms
of cycles of the stimulus frequency~e.g., Kemp, 1986; Wil-
son, 1980; Zweig and Shera, 1995!. Typically fC'15 in
humans over the 0.5- to 3-kHz region~Zweig and Shera,
1995; Talmadgeet al., 1998!.

863J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 B. Lineton and M. E. Lutman: Modeling suppression of otoacoustic emissions



As well asfC , the fitting procedure yields three other
parameters:fBW , a, andsLL . The parameterfBW charac-
terizes the width of the pulse, whilesLL is simply the vari-
ance ofL betweenh1 andh2 , given by

sLL
2 [CLL~h8!uh850 , ~21!

and therefore characterizes the height of peak. The parameter
a characterizes the extent to whichL is influenced by reflec-
tions of the backward TW at the stapes. Such basal reflec-
tions lead to the appearance inSLL

(fit) (f) of additional pulses
centered at 2fC , 3fC, etc. However, in general it was found
that basal reflections had little influence on the estimate of
spectral period~via the parameterfC). A fuller discussion of
the role of a in the characterization ofL is given in the
companion paper on parametric fitting~Lineton and Lutman,
2003b!.

III. RESULTS

A. The effect of global reduction of the cochlear
amplifier gain on SFOAE spectral period

A simple way of altering the TW shape is to deactivate
the cochlear amplifier by reducing the gain globally along
the entire CP. For the baseline linear model, this is achieved
by introducing a single scale factor into the cochlear ampli-
fier impedance equation, Eq.~8!. The effect of this on the
TW function is shown in Fig. 1, panels~a! and ~b!, for a

single stimulus frequency. As might be expected, this shows
that decreasing the gain causes both a broadening of the TW
peak and an increase in the TW wavelength in the peak re-
gion. ~The wavelength is inversely proportional to the gradi-
ent of the phase curve.! Panel~c! shows how the CP resis-
tance in the TW peak region increases, eventually becoming
positive everywhere as the gain is reduced. Note that to em-
phasize the changes in TW shape, the results in Fig. 1 are
obtained with higher gain attenuations than required to ob-
tain realistic degrees of SFOAE suppression.

SFOAE spectra from 1.5 to 3 kHz were generated for
a number of different settings of the cochlear amplifier
gain. Results for a single realization of the scattering imped-
ance for the baseline model are shown in Figs. 2 and 3~a!. In
order to characterize the random process more accurately,
SFOAE spectra were calculated for 32 different realizations
of the scattering impedance and the raw autocovariance
functions then averaged across the ensemble to give
the ensemble-averaged autocovariance function, denoted
^CLL

(raw)(h8)&ensembleshown normalized in Fig. 3~b!. Applying
the four-parameter signal characterization model to the
ensemble-averaged autocovariance functions gives the fitted
autocovariance functions shown normalized in Fig. 3~c!. In-
verse Fourier transforming the ensemble-averaged and fitted
autocovariance functions gives thef spectra shown in Figs.
4~a! and ~b!, respectively. These clearly show that a reduc-

FIG. 1. Variation of the TW function, defined as the normalized CP velocity, and the CP resistance during three types of suppression: global gain reduction,
self-suppression, and two-tone suppression. All functions are obtained from the baseline cochlear models~with no scattering impedance included! and are
shown against CP location for a constant stimulus frequency of 1.5 kHz. The top two rows show the magnitude and phase of the TW function, respectively.
The bottom row shows CP resistance. In~a!, ~b!, and~c! the results are shown for global attenuation of the cochlear amplifier of 0, 2.5, 6, 12, and` dB. In
~e!, ~f!, and~g! the results are shown for self-suppression with stimulus levels of 40, 50, 60, 70, 80, and 120 dB SPL. In~h!, ~i!, and~j! the results are shown
for two-tone suppression with a probe level of 45 dB SPL, and suppressor levels of 30, 50, 60, 70, 80, and 90 dB SPL. Solid lines show response at the
stimulus frequency. Chain line@in ~g! only# shows the response at the suppressor frequency for the 30-dB SPL suppressor case. Thick solid lines show the
most highly suppressed response in each of the three types of suppression. The vertical dashed lines in~c!, ~f!, and~i! indicate the location of the TW peak
at the stimulus frequency in the unsuppressed condition. At points of negative CP resistance, TW amplification occurs.
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tion in cochlear amplifier gain leads to a reduction in
f-center value,fC. Figure 5~a! shows the variation offC

with the level of the normalized SFOAE,LLL , defined as
the rms amplitude,sLL , expressed in dB

LLL[20 log10~sLL!. ~22!

B. The effect of self-suppression on SFOAE period

To model the effects of increasing the stimulus level, the
quasilinear cochlear model was used. In this model, the
cochlear amplifier saturation depends on the local CP re-
sponse leading to a local reduction in gain which is greatest
near the peak of the TW@Fig. 1~f!#, rather than the uniform
reduction seen in Fig. 1~a!. Despite these differences, the
changes in the TW function, shown for a single frequency in
Figs. 1~d! and ~e!, are qualitatively similar to those seen for
the global gain reduction in panels~a! and ~b!.

To simulate self-suppression, SFOAE spectra from 1.5
to 3 kHz were generated at a number of different nominal
stimulus levels, the source volume velocity being held con-
stant at each level. Results for the nonlinear models require
much more computation time than those for the linear model.
Consequently, at each stimulus level, the SFOAE spectrum
was obtained for only two realizations of the scattering im-
pedance, from which two ‘‘raw’’~i.e., unaveraged! autocova-
riance functions were calculated. The four-parameter model
was then applied to both raw autocovariance functions, giv-
ing two fitted autocovariance functions, and hence two esti-
mates offC for each frequency sweep. Results for the raw
and fittedf spectra for one of these realizations are shown in
Figs. 4~c! and ~d!. As with the global gain reduction, Fig.
4~d! indicates a reduction in thef-center value,fC , with
increasing SFOAE suppression. This can be seen more
clearly in Fig. 5~a!, which shows the variation offC for both
realizations. The difference between the results for the two
realizations gives an indication of the random error in the
estimates obtained by the four-parameter model.

C. The effect of two-tone suppression on SFOAE
spectral period

The quasilinear cochlear model was used to simulate the
interaction of two pure tones, termed here the probe tone,
with a frequency,f 1 , and the suppressor tone, with a fre-
quency,f 2 . The frequency ratio was held constant atf 2 / f 1

51.1 throughout the simulations. Becausef 2. f 1 , this is
termed high-side suppression.

The effect of the high-side suppressor tone on the TW is
quite different from that of either the global gain reduction or
self-suppression, because the cochlear amplifier does not
saturate uniformly along the CP, but instead tends to saturate
first at those points where the CP velocity amplitude is high-
est ~Fig. 1!. Thus, in contrast to the self-suppression case
where saturation begins near the peak of the probe tone and
then spreads basally as the probe level increases@Fig. 1~f!#,
in the two-tone suppression case saturation begins near the
peak of the suppressor tone, which lies basal to the peak of
the probe tone@Fig. 1~i!#.

FIG. 3. Variation of the normalized autocovariance function ofL~h! during
a global reduction of the cochlear amplifier gain. The cochlear amplifier
attenuation is 0, 0.4, 0.8, 1.2~thin lines!, and 1.6 dB~thick lines!. Three
different estimates of the normalized autocovariance function are shown.
Panel~a! shows the raw autocovariance function, estimated from a single
realization of the normalized SFOAE spectrum, is shown. Panel~b! shows
the ensemble-averaged autocovariance function obtained by averaging the
raw autocovariance function across 32 realizations. Panel~c! shows the
fitted autocovariance function from the four-parameter fit to the ensemble-
averaged autocovariance function. In all cases the real part of the autocova-
riance function, normalized bysLL

2 , is shown.

FIG. 2. Variation of the normalized SFOAE spectrum during a global re-
duction of cochlear amplifier gain. The function Re$L~h!% obtained from the
baseline cochlear model with a single realization of the scattering imped-
ance and with cochlear amplifier attenuations of 0, 0.4, 0.8, 1.2, and 1.6 dB.
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The effect on the TW function itself is seen in Figs. 1~g!
and ~h!. Panel~g! shows that the width of the peak remains
relatively sharp, despite the reduction in level. Similarly,
panel~h! shows that the TW wavelength in the peak region
changes little with increasing suppressor level. This has im-
portant consequences for the SFOAE spectral period, since
in Zweig and Shera’s theory period is related to the wave-
length of the TW in the peak region.

To simulate high-side suppression, the probe frequency
was swept from 1.5 to 3 kHz, while the suppressor frequency
was altered to maintain the frequency ratio off 2 / f 151.1.
For each frequency sweep, the nominal probe and suppressor
levels ~as determined by the source volume velocity! were
both held constant. Frequency sweeps were obtained for a
series of different nominal suppressor levels, while the nomi-
nal probe level was held constant throughout. As for the
self-suppression simulation, for each stimulus setting the
SFOAE spectrum was obtained for two realizations of the
scattering impedance, thus giving two raw and two fitted
autocovariance functions for each frequency sweep.

The results for one of the realizations are shown in Figs.
4~e! and ~f!. In contrast to self-suppression, thef-center
value, fC , shows a slight increase during high-side, two-
tone suppression@Fig. 4~f!#. This can be seen more clearly in
Fig. 5~a!, which shows the variation of thefC for both the
self- and two-tone suppression cases. Taking the two modes
of suppression together, the pattern of variation offC fol-

lows a distinctivey shape, with the longer limb of they
arising from self-suppression, and the shorter limb from two-
tone suppression. The intersection point of they shape occurs
at the common probe-stimulus level of 45 dB SPL, where the
suppressor level is too weak to cause significant suppression
additional to the self-suppression.

D. Variations of f bandwidth

As well as yielding a measure of the SFOAE spectral
period via the estimate of thefC , the four-parameter model
also gives a measure of the spread of periods, via the esti-
mate of thef bandwidth,fBW . Figure 5~b! shows that the
variation offBW during suppression resembles they-shaped
pattern seen forfC . However, the variability offBW across
the two realizations is much greater than that seen forfC .
Further investigation reported in the companion paper on
parametric fitting~Lineton and Lutman, 2003b! revealed that
the reliability of the estimate offBW was poorer than that of
fC , makingfBW less useful as an indicator of changes in
TW shape. To a first approximation, the relative bandwidth
of SLL(f), as indicated byfBW /fC appears independent of
LLL .

E. Sensitivity of results to alternative formulations of
the cochlear models

To assess the sensitivity of the main results presented
above to the formulation of the cochlear model, the predic-

FIG. 4. Variation of thef-spectrum ofL~h! during three types of suppression: global gain reduction, self-suppression, and two-tone suppression. In all cases
thef spectrum is obtained from the Fourier transform of an estimate of the autocovariance function. In the left-hand column, thef spectra at global cochlear
amplifier attenuations of 0, 0.4, 0.8, and 1.2 dB are shown. The estimated autocovariance functions are obtained in~a! from an ensemble average over 32
realizations, and in~b! from the four-parameter fit to the ensemble-averaged data. In the middle column,f spectra under self-suppression at stimulus levels
of 20, 40, 50, and 60 dB SPL are shown. The estimated autocovariance functions are obtained in~c! from a single realization, and in~d! from the
four-parameter fit to the single realization. In the right-hand column,f spectra under two-tone suppression at suppressor levels of 30, 55, 65, and 75 dB SPL
are shown. The estimated autocovariance functions are obtained in~e! from a single realization, and in~f! from the four-parameter fit to the single realization.
The peak of thef spectrum is identified with a circle. The value off at the peak of the fittedf spectrum is termed thef-center value, is denotedfC , and
is reciprocally related to the spectral period,D f / f .
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tions have been repeated for several model variants. Results
for two of the major model variants are described in this
section.

1. The Zweig –Talmadge cochlear amplifier variant

This model variant is based on the passive and active
elements reported by Zweig~1991! and Talmadgeet al.
~1998!. The passive impedance is given by

ZPass~x,v!5
m0

iv
vC

2 ~x!1m0d~x!vC~x!1 ivm0 , ~23!

with the natural frequency given by

vC~x!5vC1
exp~2x/ l !1vC2

, ~24!

the damping variable given by

d~x!5
d01d1 exp~x/ l !

11m exp~x/ l !
, ~25!

and with the parameter values given byl 57.24 mm;
vC1

52p320.8 kHz; vC2
522p30.1455 kHz; m050.05

kgm22; d050.0385;d150.000 765;m520.007. The varia-
tion in the damping ratio along the cochlea seen in Eq.~25!
leads to a much greater deviation from scaling symmetry
than seen in the baseline model.

The variant cochlear amplifier impedance is given by

ZCA~x,v!5
m0r fvC

2 ~x!

iv
exp@2 ic fg~x,v!#

1
m0rsvC

2 ~x!

iv
exp@2 icsg~x,v!#, ~26!

where m0 and vC are defined as for the passive model in
Eqs. ~23! and ~24! and g is the nondimensional frequency
defined in Eq.~9!. The parameter values are taken from Tal-
madgeet al. ~1998!: r f50.16; rs50.1416;c f52p30.24;
cs52p31.742~the subscriptss and f referring to slow and
fast feedback terms!.

For comparison with the results from the baseline
model, the effect of a global gain reduction on both the TW
response, shown in Fig. 6, and the SFOAE spectrum~Fig. 7!

FIG. 5. Variation of fitted parameters during three types of suppression:
global gain reduction, self-suppression, and two-tone suppression. For the
global gain reduction~filled circles, dashed lines!, each point is obtained
from the four-parameter fit to the ensemble-averaged autocovariance func-
tion over 32 realizations. Cochlear amplifier attenuations of 0, 0.4, 0.8, 1.2
and 1.6 dB are used. For the self-suppression~open circles! and two-tone
suppression conditions~1symbols! each point is obtained from a four-
parameter fit to a single realization of the raw autocovariance function. The
results for two realizations of the CP scattering impedance are overlaid
~results from the first indicated by a thick solid line, those from the second
by a thin solid line! to illustrate the random variability of the estimates.
Self-suppression is shown for stimulus levels of 20, 30, 35, 40, 45, 50, 55,
and 60 dB SPL~indicated beside selected points!. Two-tone suppression is
shown for a probe level of 45 dB SPL and suppressor levels of 30, 45, 55,
65, and 75 dB SPL~indicated beside selected points in italic typeface!. In
~a!, fC is plotted againstLLL revealing ay-shaped pattern for the self and
two-tone suppression conditions taken together. In~b!, fBW is plotted
againstLLL .

FIG. 6. Variation of the TW function and the CP resistance for the Zweig–
Talmadge cochlear amplifier variant during global gain reduction. The func-
tions are obtained from the baseline cochlear models~with no scattering
impedance included! and are shown against CP location for a constant
stimulus frequency of 1.5 kHz, and for global attenuation of the cochlear
amplifier of 0, 2.5, 6, 12, and̀ dB. Panels~a! and~b! show the magnitude
and phase of the TW function, respectively. Panel~c! shows the CP resis-
tance. At points of negative CP resistance, TW amplification occurs. Thick
solid lines show the response at full attenuation.
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have been obtained for this model variant. The TW response
@Fig. 6~a!# and the CP resistance@Fig. 6~c!# appear quite
different from those of the baseline model~Fig. 1!. However,
the change in TW wavelength with gain is qualitatively simi-
lar @Fig. 6~b!#, and consequently, as was seen with the base-
line model,fC clearly reduces as the cochlear amplifier gain
is reduced~Fig. 8!. Note also that in Fig. 8 that an additional
pulse centered at 2fC can be seen when the attenuation is
low, indicating the presence of multiple reflections.

2. The frequency-dependent scattering variant

A variant of the cochlear model was used in which the
baseline scattering impedance given in Eq.~10! was replaced
by a frequency-dependent impedance given by

ZSc~x,v!5@ZPass~x,v!1ZCA~x,v!#aScb~x!, ~27!

whereaSc andb(x) have the same meaning as in Eq.~10!.
This introduces frequency dependence into the scattering po-
tential, causing the cochlear model to deviate still further
from the assumptions underlying the simple spatial filtering
model ~Zweig and Shera, 1995, p. 2026!.

The absolute value offC predicted by this variant was
found to be slightly lower than that from the baseline model.
However, the predicted trends infC during self- and two-
tone suppression were found to trace out a similary-shape to
that seen in the baseline model~Fig. 9!.

IV. DISCUSSION

The results of simulations of global gain reduction and
of self-suppression, showing a clear reduction infC with
increased suppression, may have been anticipated. They are
consistent with the findings of modeling studies reported by
Zweig and Shera~1995! and Talmadgeet al. ~2000! and are
explained by the reduction in TW delay that accompanies a
broadening of the TW peak as stimulus levels are increased.
The parametric fit to the data revealed a reduction infC of
around 50% for a suppression of the normalized SFOAE of
around 20 dB.

Less expected are the results of the high-side two-tone
suppression simulation, which show a slight increase infC

with increased suppression. The explanation for this is that
the high-side suppressor disrupts the active processes basal
to, rather than at the peak of the TW of the probe tone.
Though the probe TW is suppressed, there is no correspond-
ing increase in the wavelength of the TW, and hence no
reduction infC .

FIG. 7. Variation of the normalized SFOAE spectrum for the Zweig–
Talmadge cochlear amplifier variant during global reduction of the cochlear
amplifier gain. The function Re$L~h!% obtained from the Zweig–Talmadge
cochlear amplifier variant with a single realization of the scattering imped-
ance and with cochlear amplifier attenuations of 0, 0.4, 0.8, 1.2, and 1.6 dB.

FIG. 8. Variation of the fittedf spectrum ofL~h! for the Zweig–Talmadge
cochlear amplifier variant during global gain reduction. The fittedf spec-
trum is obtained from the four-parameter fit to data averaged over an en-
semble of 32 realizations. The global cochlear amplifier attenuation was 0,
0.4, 0.8, 1.2, and 1.6 dB.

FIG. 9. Variation of thef-center value for the frequency-dependent scatter-
ing variant during self- and two-tone suppression. The CP scattering imped-
ance dependents on both CP place and stimulus frequency. Results from a
single realization of the scattering impedance are shown. Each point is ob-
tained from the four-parameter fit to a single realization of the raw autoco-
variance function. Self-suppression~open circles! is shown for stimulus lev-
els of 210 to 35 dB SPL in 5-dB steps~indicated beside selected points!.
Two-tone suppression~1symbols! is shown for a probe level of 20 dB SPL
and suppressor levels of 0, 20, 30, 40, and 50 dB SPL~indicated beside
selected points in italic typeface!. The graph offC againstLLL reveals a
y-shaped pattern for the self- and two-tone suppression conditions taken
together.
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Although the changes infC were revealed most clearly
when the parametric fit was applied to ensemble averaged
data, as in the simulation of the global gain reduction,
changes infC could still be discerned even when only a
single realization of the SFOAE spectrum was obtained, as
in the self- and two-tone suppression simulations. This is
encouraging, since it suggests that changes infC may be
estimated for a single ear~see also the experimental data in
the companion paper by Lineton and Lutman, 2003a!.

The results of the global gain reduction simulations were
found to be insensitive to major changes in the formulation
and the parameters of the cochlear models, suggesting that
they are a general feature of a broad class of cochlear model.
Note, however, that the predicted changes infC occur only
for models which include some form of random scattering
impedance. Cochlear models which contain a corrugated
scattering impedance, as proposed by Strube~1989!, cannot
show such changes infC , since in this case the spectral
period is determined by the wavelength of the corrugations,
rather than by the wavelength of the TW.

The predictedy-shaped patterns of variation offC and
fBW seen in Fig. 5 for the self- and two-tone suppression
cases are readily testable results. An investigation of changes
in the period of SFOAEs measured in human subjects is
reported in Lineton~2001! and Linton and Lutman~2003a!.

Recently, several studies have examined the relationship
between spectral period and mild cochlear hearing loss~Don
et al., 1998; Avanet al., 2000; Lucertiniet al., 2002; Sisto
and Moleti, 2002!. The implications of the results presented
here for such an approach are threefold. First, the variability
of the estimate of the spectral period arising from the inher-
ently random nature of the scattering impedance~as evi-
denced by the differences in estimates for two realizations!
makes such effects difficult to find in cross-sectional studies
~necessitating large sample sizes!. Second, the complex ori-
gins of the high-side two-tone suppression result cautions
against applying a simple rule such as ‘‘reduced cochlear
amplifier gain causes increased spectral period’’. Though this
rule applies in self-suppression of SFOAEs, it does not apply
in two-tone suppression, because the reduction in cochlear
amplifier gain does not result in an increase in TW wave-
length. While the rule also applies to a global reduction in
cochlear amplifier gain, the effect of a localized reduction in
cochlear amplifier gain due, for example, to a frequency-
specific hearing loss may not be in every case so simply
described. Third, caution must be applied when comparing
the latency of TEOAEs with latency measures derived from
the period of SFOAEs. Since TEOAEs employ broadband
stimuli, the TW at any given frequency will, in general, ex-
perience high-side, low-side, and self-suppression, making
the overall suppressive effect difficult to predict.

V. CONCLUSIONS

The results from the cochlear models presented here,
when analyzed with a sensitive signal-processing technique
described by Lineton and Lutman~2003b!, show character-
istic changes in SFOAE period due to ipsilateral acoustic
suppression. The mechanism for these changes is that de-
scribed by Zweig and Shera~1995!: disruption of the co-

chlear amplifier due to suppression causes changes in the
shape of the TW function, which in turn leads to changes in
SFOAE spectral period.

In the case of self-suppression, an increase in spectral
period was found with increasing stimulus level. This can be
explained using the approximate relationship between TW
wavelength and period presented by Zweig and Shera
~1995!: increasing stimulus level causes a broadening of the
TW envelope, an increase in TW wavelength near the peak,
and consequently an increase in SFOAE period. Interest-
ingly, a different effect was found during high-side two-tone
suppression: SFOAE spectral period is reduced rather than
increased as suppression increases. The explanation for this
is that the high-side suppressor disrupts the cochlear ampli-
fier in a region basal to the peak of TW due to the probe
tones. Consequently, it does not simply cause an overall
broadening of the TW envelope, but instead leads to a com-
plex change in its shape including localized narrowing.

It is important to recognize that different patterns of
cochlear amplifier disruption along the BM can lead to quite
different changes in SFOAE spectral period. The complexity
of these results highlights the potential dangers of making
general predictions about the effects of cochlear amplifier
disruption on OAEs without examining the pattern of disrup-
tion in detail. This may be important in interpreting studies
of the effects of hearing loss on OAE spectral period or
group delay. Furthermore, the predicted patterns of variation
in period form the basis of testable hypotheses to examine
the veracity of different models.
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The effect of suppression on the periodicity of stimulus
frequency otoacoustic emissions: Experimental data
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In a companion paper@Lineton and Lutman, J. Acoust. Soc. Am.114, 859–870~2003!#, changes in
the spectral period of stimulus frequency otoacoustic emissions~SFOAEs! during self-suppression
and two-tone suppression were simulated using a nonlinear cochlear model based on the distributed
roughness theory of otoacoustic emission generation@Zweig and Shera, J. Acoust. Soc. Am.98,
2018–2047~1995!#. The current paper presents the results of an experimental investigation of
SFOAE suppression obtained from 20 human subjects. It was found that, in most subjects, the
spectral period increased during self-suppression, but reduced during high-side two-tone
suppression. This pattern of results is in close agreement with the predictions of the cochlear model,
and therefore strongly supports the distributed roughness theory of Zweig and Shera. In addition, the
results suggest that the SFOAE spectral period is sensitive to changes in the state of the cochlear
amplifier. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1582437#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

Current theories of cochlear mechanics predict that the
spectral period of otoacoustic emissions~OAEs! is deter-
mined predominantly by the shape of the cochlear traveling
wave ~TW! ~Shera and Zweig, 1993a; Zweig and Shera,
1995; Talmadgeet al., 1998, 2000! and that it may therefore
be altered by suppression of the TW. Using a model based on
the theory of Shera and Zweig~1993a!, simulations of the
suppression of stimulus frequency OAEs~SFOAEs! are pre-
sented in a companion paper~Lineton and Lutman, 2003a!.
These simulations show that changes in SFOAE spectral pe-
riod can be induced by both self-suppression and two-tone
suppression. However, a clear difference is seen in the pat-
tern of variation of spectral period in the two types of sup-
pression: spectral period is seen to increase during self-
suppression, but decrease during high-side two-tone
suppression. These results from the cochlear models are
summarized by the y-shaped pattern shown in Fig. 1. This
difference between the effect of the two types of suppression
on the SFOAE may be explained by the differences in the
pattern of progressive saturation of the cochlear amplifier
along the basilar membrane~BM!.

Several researchers have investigated the effect on
SFOAEs of increasing stimulus level~i.e., self-suppression!.
For pure tones below 5 dB above the threshold of hearing,
SFOAEs were found to grow linearly with stimulus level
~Shera and Zweig, 1993b!. However, as stimulus level is
increased further, SFOAEs exhibit compressive nonlinearity.
Several authors report this nonlinear effect on amplitude
without reporting any accompanying effect of level on spec-
tral period~Kemp and Chum, 1980a; Zwicker and Schloth,

1984; Zwicker, 1990!. Dallmayr @1987, Fig. 8~b!# explicitly
reported an invariance of the SFOAE phase spectrum~which
is directly related to the period! with stimulus level. In con-
trast, a few authors have reported small effects of level on
SFOAE period ~or related quantities!. Zweig and Shera
~1995, Fig. 13! remark that they have recorded changes in
SFOAE spectral period with level which qualitatively match
the predictions of their model~though the measured data are
not presented!. Kemp and Brown~1983! reported a reduction
in SFOAE group delay with increasing stimulus level, which
is consistent with the increase in spectral period predicted by
Zweig and Shera~1995!.

Similarly, reductions of the latency of click-evoked and
tone-burst evoked OAEs with increasing stimulus level have
also been reported~Wilson, 1980; Norton and Neely, 1987;
Tognola et al., 1997!. Although these changes in OAE la-
tency with stimulus level are in the same direction as those
predicted for the SFOAE group delay, the results from co-
chlear models presented by Lineton and Lutman~2003a!
caution against the assumption that these two different mea-
sures of delay will behave similarly under all experimental
conditions.

The effects of suppressor tones on OAEs have also been
studied extensively~Kemp and Chum, 1980a, 1980b; Brass
and Kemp, 1993; Zwicker and Wesel, 1990; Sutton, 1985;
Dallmayr, 1987; Tavartkiladzeet al., 1994!. However, none
of these has looked for, or reported, any change in SFOAE
period with suppressor level.

The effects of other suppressive agents on OAEs has
also been investigated, without any changes in spectral pe-
riod being reported. These include ototoxic drugs~Long and
Tubis, 1988; Karlssonet al., 1991; Brownet al., 1993!, con-
tralateral acoustic stimulation~e.g., Colletet al., 1994; Lind,
1994; Giraudet al., 1996! and of acoustic overstimulation
~Kemp, 1986!. There is, however, evidence that changes in
group delay may occur as a result of cochlear damage~Don

a!Currently at: MRC Institute of Hearing Research, Royal South Hants Hos-
pital, Southampton SO14 OYG, United Kingdom. Electronic mail:
b.lineton@soton.ac.uk
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et al., 1998; Avanet al., 2000; Lucertiniet al., 2002; Sisto
and Moleti, 2002!.

The aim of this paper is to test the detailed predictions of
the behavior of spectral period during self- and two-tone sup-
pression made in the companion paper on cochlear modeling
~Lineton and Lutman, 2003a!, thereby providing a test of the
distributed roughness theory of the origin of spectral period-
icity proposed by Zweig and Shera~1995!. Experimental
data are presented from extensive measurements of SFOAEs
from 20 subjects under conditions of self- and two-tone sup-
pression and the results then compared directly with predic-
tions made in the companion paper~Lineton and Lutman,
2003a!. A sensitive parametric fitting technique for detecting
changes in SFOAE period described in a second companion
paper~Lineton and Lutman, 2003b! is applied to the results.

II. METHODS

A. Subjects

Subjects were normal-hearing adults aged between 18
and 40 years. Measurements were in one ear per subject,
with 20 ears being tested in total~10 male and 10 female!.
Subjects were screened to ensure that the test ear was normal
on otoscopy and tympanometry, and that the pure-tone hear-
ing threshold level was 10 dB or better at each of the fre-
quencies 0.5, 1, 2, 4, and 8 kHz, and was 15 dB or better at
0.25 kHz. Measurements of spontaneous OAEs~SOAEs! or
evoked OAEs did not form part of the subject selection cri-
teria.

All subjects were paid volunteers, and the experiments
were performed in accordance with the guidelines of the
Declaration of Helsinki.

B. Equipment

The equipment used is specifically designed for the mea-
surement of distortion product OAEs~DPOAEs! and
SFOAEs. It comprises a PC containing a Loughborough
Sound Images DSP card that controls a remote converter
module, which is connected to the two earphones and micro-
phone of an Etymotic ER-10B1 probe assembly.

The Etymotic ER-10B1 probe assembly comprises a
low-noise microphone which is connected through a preamp-
lifier to the input of the remote converter module, and two
ER-2 insert earphones delivering tones to the ear via cou-
pling tubes running through the body of the probe. The two
earphones are connected to two output channels on the re-
mote converter module. This allows two tones to be pre-
sented to the ear simultaneously via the two earphones, thus
minimizing nonlinear artifacts due to the measurement sys-
tem during two-tone suppression experiments.

The remote converter module comprises stereo 16-bit
DACs, stereo 20-bit ADCs, and a sample rate generator.
Tones are generated digitally in the DSP card with a sample
rate of 32.768 kHz at frequencies which are multiples of 16
Hz. Each stereo output sample pair is sent to the remote
converter module via a fast serial connection on the DSP and
output under the timing of the sample rate generator. The
input sample pair is acquired synchronously and sent via the
serial connection to the DSP. The ADCs employ 83 over-
sampling which obviates the need for antialiasing filters.
Only the most significant 16 bits of the ADCs are used by the
DSP as implemented for the present work. The tones are
segmented into epochs of 62.5 ms~2048 sample points! con-
taining a whole number of periods of the stimulus tones. The
sampled microphone signal is recorded via one ADC in cor-
responding epochs and loaded into buffers of 2048 points.
On completion of the epoch and before the next epoch be-
gins, an in-place FFT with 16-Hz resolution is calculated.
Since the buffer holds a whole number of periods of the
tones, truncation effects are eliminated. The FFT is then
transferred to the PC for further processing. For simple re-
cording of SFOAEs, only one DAC channel is used, while
for recording DPOAEs and SFOAEs during two-tone sup-
pression, both channels are used.

For DPOAEs and SFOAEs, the first buffer is always
discarded since it contains the transient response of the trans-
ducers and the ear. Averaging of the complex FFT is per-
formed across subsequent buffers to improve signal-to-noise
ratio. Noisy buffers, as determined by the noise power in a
number of spectral lines adjacent to the stimulus frequency,
may be excluded from the average.

For recording SOAEs, no stimulus tones are presented
and averaging of the FFT power is performed across a num-
ber of buffers, giving an estimate of the power spectrum of
the ear-canal sound pressure with a resolution of 16 Hz.

For the present experiments, the measurement system
was used to measure SOAEs as described above and
SFOAEs, either with or without a suppressor tone. Noisy
epochs were rejected when the average level in the ten spec-
tral lines on either side of the SFOAE frequency~but exclud-
ing the spectral line at the frequency of the suppressor tone,
if present! exceeded a preset level, termed the rejection level.

FIG. 1. Variation offC during self- and two-tone suppression, obtained
from cochlear models based on Zweig and Shera’s theory~1995! @adapted
from the companion paper on cochlear modeling, Lineton and Lutman,
2003a, Fig. 5~a!#. For each point, the quantityfC ~approximately the recip-
rocal ofD f / f ) is obtained from the four-parameter fit to a single realization
of the raw autocovariance function. Self-suppression~open circles! is shown
for stimulus levels of 20, 30, 35, 40, 45, 50, 55, and 60 dB SPL. Two-tone
suppression~1 symbols! is shown for a probe level of 45 dB SPL and
suppressor levels of 30, 45, 55, 65, and 75 dB SPL, and with a suppressor-
to-probe frequency ratio of 1.1.
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Averaging of the epochs continued until a set number of
epochs had been accepted. The choice of the rejection level
and the number of averaged epochs involves a trade-off be-
tween two noise components termed here the additive noise
and drift noise~Sec. II C 1!. To minimize the overall noise,
both the rejection level and the number of averaged epochs
were altered with stimulus level. Depending on the stimulus
level, the rejection level was set between 10 and 15 dB SPL
and the number averaged epochs was set between 8 and 128.
During frequency sweeps, the controlling software on the PC
automatically changed the stimulus frequency as soon as the
stopping criteria for the previous frequency had been satis-
fied.

The measurement system was calibrated using a Bruel &
Kjaer type 4157 ear simulator conforming to IEC 711-1981
at 16-Hz intervals across the measured frequency range.
Throughout this paper, the earphone level is defined as the
sound-pressure level that would be recorded in the ear simu-
lator at the same applied voltage level. Since the earphones
and their tubing provided a high acoustic source impedance,
a given earphone voltage gives a volume velocity that is
approximately independent of the ear-canal impedance load-
ing the probe. Thus, to a first approximation, earphone level
corresponds to volume velocity. Phase calibration was not
required, because a normalized measure of the SFOAE is
calculated~Sec. III A 1! which is insensitive to the phase
response of the system at the stimulus frequency.

C. Stimuli and procedure

Each subject sat for two sessions on different days. In
each session, SFOAEs were measured following both the
self-suppression and two-tone suppression protocols de-
scribed below. SOAEs were also recorded at the beginning
and end of each session.

Subjects were seated comfortably within a sound-treated
test booth, with the PC and remote converter module located
outside the booth. They were asked to remain as still as
possible, and to swallow as infrequently as was comfortable.
Each session lasted approximately 1.5 h.

1. Self-suppression protocol

In the self-suppression protocol, frequency sweeps were
performed at seven stimulus levels,L, ranging from 14 to 50
dB SPL in 6-dB steps, where the stimulus level refers to the
level measured in the ear simulator for the same earphone
voltage. The stimulus frequency,f, was decreased from 2816
down to 1376 Hz in 16-Hz intervals, giving 91 points in the
frequency spectrum.

In order to obtain an estimate of the complex SFOAE
pressure,pSF( f ,L), at each point, a version of the high-level
suppressor method~e.g., Kemp and Brown, 1983; Kemp
et al., 1990! was used whereby recordings are made in two
different conditions~termed here theunsuppressedandmaxi-
mally suppressedconditions!. In the unsuppressed condition,
the stimulus tone is presented alone to give a measurement
of the complex ear-canal pressure, denotedpEC( f ,L), while
in the maximally suppressed condition, the stimulus tone is
presented together with a high-level suppressor tone to give
an estimate of the passive ear-canal pressure, denoted

pEC:RÄ0( f ,L). A suppressor tone at 58 dB SPL at a fre-
quency 16 Hz above the stimulus tone was used throughout.
The SFOAE pressure is then given by

pSF[pEC2pEC:RÄ0, ~1!

where the bold typeface denotes complex quantities, and
where the dependence onf andL has been omitted. The term
‘‘ R50’’ in the subscript indicates that the cochlear reflec-
tance is assumed to be zero in this measurement condition.

This technique gives rise to two separate components of
noise inpSF( f ,L), termed hereadditive noiseanddrift noise.
Additive noise is simply the random error inpSF( f ,L) aris-
ing from acoustic or electrical noise contamination. Drift
noise arises from the fact that the two measurements of ear-
canal pressure used to calculatepSF( f ,L) cannot be obtained
simultaneously. It is defined as the spurious component in
pSF( f ,L) that arises from any slow change in ear-canal im-
pedance between the two measurement, due, for example, to
changes in probe fit or middle-ear pressure. Additive noise is
reduced by averaging over more epochs and is most prob-
lematic at low stimulus levels where the SFOAE component
is weakest. Conversely, drift noise is minimized by reducing
the time interval between the unsuppressed and maximally
suppressed measurements~e.g., by reducing the number of
epochs in the average! and is most problematic at high
stimulus levels where the magnitude of the SFOAE compo-
nent is a smaller proportion of the ear-canal pressure. There-
fore, in an attempt to optimize the overall signal-to-noise
ratio ~SNR!, both the rejection level and number of averaged
epochs were altered with stimulus level. Typically the two
measurements were separated by about 8 s at thelowest
stimulus level and 0.5 s at the highest level.

To eliminate any possible order effects, frequency
sweeps were performed in order of increasing stimulus level
in the first session, and in order of reducing stimulus level in
the second session~although pilot studies had found that the
measured ear-canal pressure was unaffected by either the
level or the frequency of the preceding measurement!.

2. Two-tone suppression protocol

In the two-tone suppression protocol, the stimulus com-
prised a probe tone that evokes the SFOAE, and a suppressor
tone. To obtain a frequency sweep, the probe frequency,f 1 ,
was decreased from 2816 down to 1376 Hz in 16-Hz inter-
vals ~as in the self-suppression protocol!, while the suppres-
sor frequency,f 2 , was 1.33 f 1 ~rounded to the nearest 16
Hz!. A high value of the suppressor-to-probe frequency ratio
is desirable in order to maximize the spatial separation of the
two TW peaks, thereby maximizing the difference in the pat-
tern of cochlear amplifier saturation between the self- and
two-tone suppression conditions. The ratio of 1.3 was chosen
as a compromise between this desire and the need to achieve
a high degree of SFOAE suppression. The discrepancy in
suppressor-to-probe frequency ratio between the experiment
and the cochlear models is discussed in Sec. IV.

The probe level,L1 , and suppressor level,L2 , were held
constant over each sweep. Frequency sweeps were per-
formed at four suppressor levels,L2 , ranging from 26 to 62
dB SPL in 12-dB steps, while the probe level,L1 , was held
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constant at 26 dB SPL for all sweeps. In addition to the four
partially suppressed frequency sweeps, a fifth unsuppressed
sweep was also recorded at a probe level of 26 dB SPL. This
was an exact repeat of one of the self-suppression sweeps,
but was included to give a baseline measurement made close
in time to the other four partially suppressed sweeps.

In order to obtain an estimate of the partially suppressed
SFOAE pressure,pSF( f 1 ,L1 , f 2 ,L2), at each probe fre-
quency, a variant of the high-level suppressor method de-
scribed above was again used, in which the ear-canal pres-
sure was measured in two conditions. In the first~partially
suppressed! condition, the suppressor tone is presented with
the frequency and level specified above to give a measure-
ment of the complex ear-canal pressure,pEC( f 1 ,L1 , f 2 ,L2).
In the second~maximally suppressed! condition, the suppres-
sor tone is set to 58 dB SPL at a frequency 16 Hz above the
probe tone to give an estimate of the passive ear-canal pres-
sure,pEC:RÄ0( f 1 ,L1). The probe tone is the same in both
conditions. The partially suppressed SFOAE pressure is cal-
culated from Eq.~1!, but withpSF andpEC now dependent on
f 1 , L1 , f 2 , andL2 . All complex pressures are defined as the
components at the probe frequency. Note that in the maxi-
mally suppressed condition, rather than presenting both the
partially suppressing and the maximally suppressing tones
together, only the single high-level suppressing tone is pre-
sented. It is assumed that once the SFOAE has been maxi-
mally suppressed, the partially suppressing tone would have
no significant additional effect. This is true if the passive
ear-canal pressure,pEC:RÄ0( f 1 ,L1), is dependent only on the
probe tone. As in the self-suppression case, the measure-
ments in the two conditions were made within a few seconds
of each other to minimize drift error. In the first session,
frequency sweeps were performed in order of increasing sup-
pressor level, while in the second session, this order was
reversed.

III. RESULTS

A. Analysis of results

1. Estimating the period using a four-parameter fit

The following analysis procedure applies to the data ob-
tained from both the self- and two-tone suppression proto-
cols. Since the two-tone suppression protocol was only per-
formed at a single probe level and a fixed suppressor: probe
frequency ratio, the SFOAE pressurepSF can be specified by
only two independent variables: the probe frequency,f 1 , and
the suppressor level,L2 . To allow a single equation to refer
to both the self- and two-tone suppression protocols, the
SFOAE pressurepSF is expressed as functions of a single
frequency,f 1 and the level,LV , of the variable tone. Thus,
f 1 andLV refer to the stimulus frequency and stimulus level
in the self-suppression protocol, and to the probe frequency
and suppressor level in the two-tone suppression protocol.

To quantify the variations in SFOAE period, the data
were analyzed in four stages. In the first stage, the normal-
ized SFOAE spectrum is calculated from

L~ f 1 ,LV![
pSF~ f 1 ,LV!

pEC:RÄ0~ f 1 ,LV!
, ~2!

for each frequency sweep, wherepSF is obtained from the
measured ear-canal pressure in the two conditions via Eq.
~1!.

In the second stage, the normalized SFOAE is obtained
as a function of logarithmic frequency,h, defined by

h[2 ln~ f 1/1 kHz!. ~3!

This is achieved by first resampling the 91-point spectrum
using a low-pass interpolation algorithm, and then further
interpolating at 512 equal logarithmic frequency intervals, to
giveL(h,LV). In the following analysis, the discrete form of
the normalized SFOAE sampled at these equal logarithmic
frequency intervals is denoted byL(n,LV) wheren indexes
the 512 points.

In the third stage, an estimate of the autocovariance
function ofL is obtained for each frequency sweep. A direct
estimate of this function can be obtained from

CLL
~raw!~m![

1

N (
n50

N2m21

L* ~n!L~n1m!, ~4!

where m indexes the logarithmic frequency lag,* denotes
complex conjugation, the superscript ‘‘raw’’ denotes an esti-
mate based on a single realization of the random process, and
where for brevity the dependence on the level has been omit-
ted. However, an alternative method, described in the Appen-
dix, which gives an improved estimate in the presence of
noise, was used for the experimental data.

In the fourth stage, a set of four parameters was ex-
tracted from each of the SFOAE autocovariance functions,
using the same four-parameter signal characterization
method that was used for the cochlear model results in the
companion paper~Lineton and Lutman, 2003a! and which is
explained in detail in the second companion paper~Lineton
and Lutman, 2003b!. The first of these parameters, termed
the f-center valueand denotedfC , is used in this paper as
the measure of the spectral period, taken over the entire fre-
quency interval of interest. It is roughly related to the inter-
peak spacing by

fC'
f

D f
, ~5!

wheref is defined as the geometric mean frequency andD f
the frequency interval of two adjacent spectral peaks in the
amplitude of the ear-canal pressure.

The second parameter, termed thef bandwidthand de-
noted,fBW , quantifies the spread of periodicities within the
spectrum. The third parameter,a, quantifies the effects of
multiple apical and basal reflections of the TW within the
cochlea. The final parameter,sLL , is the rms amplitude ofL
calculated across the measured spectral interval. When ex-
pressed in decibels, it is termed thenormalized SFOAE level
and denotedLLL .

The parametric fit was performed using the same proce-
dure as in the analysis of the cochlear model results. In sum-
mary, this procedure minimizes the mean-square error be-
tween the estimated and fitted autocovariance functions. For
reasons explained in the companion paper on parametric fit-
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ting ~Lineton and Lutman, 2003b!, the fit was performed
over the range 0,m,mLim , wheremLim564 ~giving hLim8
50.087). This corresponds to about 1/8 of an octave, or
roughly 1–2 spectral periods. This equals the value used for
the cochlear model results~Lineton and Lutman, 2003a!. The
results of the parametric fit were found to be insensitive to
this choice over a wide range of values.

In order to illustrate any changes in spectral period bet-
ter, it is useful to inverse Fourier transform the autocovari-
ance functions into thef domain, wheref is the Fourier
conjugate of the logarithmic frequency,h ~or logarithmic
frequency lag,h8!. The inverse Fourier transform of the es-
timated autocovariance function is termed here theraw f
spectrum, and is defined

SLL
~raw!~f![F21$CLL

~raw!~h8!%

5E
2`

`

CLL
~raw! exp~ i2pfh8!dh8, ~6!

where the estimated autocovariance function is assumed to
be zero for values ofh8 outside the range obtained from the
measurements.@Note that SLL

(raw)(f) is approximately a
scaled version of the squared magnitude of the inverse FFT
of L~h!.# The Fourier transform of the fitted autocovariance
function, termed here thefitted f spectrum, is defined in the
same way. The fittedf spectrum, which is a function of the
four parameters only, is a pulse-shaped function centered at
fC , and with a pulse width characterized byfBW .

2. Rejection of frequency sweeps with a poor SNR

Each frequency sweep was analyzed to assess the SNR.
The SNR was estimated from the ratio of the frequency-
averaged power of the SFOAE pressure,pSF( f ), to the
frequency-averaged power of the estimated noise, where the
noise estimate is based on the power in the ten spectral lines
adjacent to the probe frequency. Frequency sweeps with an
estimated SNR of less than 6 dB were rejected from the
analysis. Table I shows the breakdown of frequency sweeps
according to whether they were accepted or rejected on the
basis of their estimated SNR. The total recorded sweeps fell
short of the target, due to some subjects leaving before all
measurements were complete.

3. Treatment of SOAEs

SOAEs were identified by visual inspection of the back-
ground recordings of ear-canal pressure. Any sharp peak of
bandwidth 32 Hz or less which clearly stood out above the
surrounding background noise by at least 1 dB was desig-
nated an SOAE. If at any frequency the level of the SOAE
was of similar amplitude to that of the SFOAE, then it may
be argued that the measured OAE originates predominantly
as a spontaneous rather than an evoked emission. To test

whether the presence of SOAEs influenced the results, each
frequency sweep was given aspontaneous-to-evoked OAE
~S/EOAE! rating, defined as follows. The level difference
obtained by subtracting the SOAE level from the SFOAE
level at the SOAE frequency was calculated for each SOAE
present. The minimum level difference over all the SOAEs
was then obtained and the frequency sweep given a S/EOAE
rating of ‘‘low’’ if this minimum level difference exceeded 6
dB, and ‘‘high’’ if it did not. If no measurable SOAEs were
present, the S/EOAE rating was ‘‘zero.’’ The S/EOAE rating
was used only to classify the data, not to reject data. Table II
shows the breakdown of accepted frequency sweeps accord-
ing to their S/EOAE rating.

B. Variation of SFOAE frequency spectrum

An example of the variation in SFOAEs under self-
suppression for a subject with relatively strong SFOAEs is
shown in Fig. 2. In panel~a!, the magnitude of the ripples in
the spectrum of the ear-canal pressure is seen to reduce as
stimulus level is increased, indicating the compressive non-
linear growth in the SFOAE as stimulus level is increased.
This is more clearly seen in the magnitude of the normalized
SFOAE spectrum,L( f ), shown in panel~b!. As expected,
the SFOAE shows a peak in the magnitude spectrum at all
the SOAE frequencies.

The SFOAE spectral period is seen in the ripple pattern
of the real and imaginary parts ofL( f ) shown in panels~d!
and ~e!. At low stimulus levels, the magnitude of theL( f )
shown in panel~b! shows a similar pattern in the spacing of
its peaks~coinciding with the SOAEs!. However, as dis-
cussed by Shera and Zweig~1993b!, this pattern arises from
multiple reflections of the TW, rather than from a single re-
flection, and thus becomes less clear at high stimulus levels.
Spectral period is also related to the slope of the phase of the
normalized SFOAE shown in panel~c!. The question of how
changes in period across stimulus level manifest themselves
in these representations is addressed in a later section.

The variation in SFOAEs under two-tone suppression is
presented in Fig. 3 for the same subject. Apart from the de-
gree of suppression achieved, which is less than that under
self-suppression experiment, there are no obvious differences
between the two series.

C. Variation of SFOAE f spectrum

Changes in spectral period are revealed most clearly by
examining thef spectra.@Recall from Eq.~5! that fC and
spectral period are reciprocally related.# The raw and fittedf
spectra calculated from the SFOAEs in Figs. 2 and 3 are
shown in Fig. 4. While the rawf spectra shown in panels~a!

TABLE I. Number of frequency sweeps recorded from 20 subjects.

Target Recorded Rejected Accepted

Self-suppn. 280 273 53 220
Two-tone suppn. 200 170 47 123

TABLE II. Number of accepted frequency sweeps broken down by S/EOAE
rating.

Total

S/EOAE rating

Zero Low High

Self-suppn. 220 96 74 50
Two-tone suppn. 123 41 45 37
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and~b! clearly resemble the fittedf spectra in panels~b! and
~d!, changes in period~as indicated by changes in the central
location! can only be clearly seen in the fittedf spectra.
Similar differences between raw and fittedf spectra are seen
in the results from cochlear models~Lineton and Lutman,
2003a!, where the locations of the peaks of the rawf spectra
were found to be much less sensitive to changes in the TW
wavelength than those of the fittedf spectra.

As the stimulus level is increased in the self-suppression
experiment, the fittedf spectrum in panel~b! shows a reduc-
tion in amplitude, a narrowing of the pulse width, and a clear
reduction in thef-center value,fC . In contrast, as the sup-
pressor level is increased in the two-tone suppression experi-
ment, the fittedf spectrum in panel~d! shows a reduction in
amplitude together with a slight increase infC .

In order to present both self- and two-tone suppression
data together, the variation offC is plotted against the nor-
malized SFOAE level,LLL , under both conditions, for nine
of the 20 subjects in Fig. 5. Most subjects show a similar
pattern of results:fC is reduced in self-suppression and in-
creased in two-tone suppression. This tends to give a char-
acteristic y-shaped pattern in these plots. The results from
both sessions are overlaid, and in most cases show good
agreement. The remaining 11 subjects had considerably

weaker SFOAEs than those in Fig. 5, with typical maximum
values ofLLL of 235 to 250 dB, and often with too many
frequency sweeps being rejected on the basis of the poor
SNR criterion for any trends infC to be determined. Where
sufficient frequency sweeps were retained in these subjects,
the results were consistent with the trends to those in Fig. 5.

The variation offBW with LLL is presented in Fig. 6
and shows a similar, though less consistent pattern across
subjects. The variation ofa, which characterizes multiple
reflections within the cochlea, is plotted againstsLL in Fig.
7. Though not clear in all subjects, this shows a roughly
linear relationship betweena andsLL during suppression.

For the results of the nine subjects presented, the in-
tersession repeatability of the parameter estimates was gen-
erally good~Figs. 5–7!, indicating both the stability of the
measured SFOAE spectra across sessions and the achieve-
ment of a good SNR.

IV. DISCUSSION

A. Comparisons with cochlear models

Under self- and two-tone suppression, the measured
variation in fC seen in Fig. 5 generally shows the same
y-shaped pattern that is seen in the cochlear models reported

FIG. 2. Measured SFOAE frequency sweeps in self-
suppression for ear S20. Each frequency sweep is ob-
tained by stepping the stimulus frequency down from
2816 to 1376 Hz in 16-Hz intervals, holding the nomi-
nal stimulus level constant. The nominal stimulus level
~indicated beside selected sweeps! ranges from 14 to 50
dB SPL in 6-dB steps. Frequencies where SOAEs are
present are indicated by filled triangles on the frequency
axis. In ~a!, the sound-pressure level measured in the
ear canal is shown. The thick line indicates the maxi-
mally suppressed ear canal pressure,upEC:R50u, and the
thin line the unsuppressed ear canal pressure,upECu. In
~b!–~e! the normalized SFOAE, defined byL5(pEC

2pEC:R50)/pEC:R50 , is shown. Panels~b! and~c! show
the magnitude and phase. In panels~d! and~e!, the real
and imaginary parts are shown, with the frequency
sweeps offset vertically for clarity. The vertical scale
bars in~d! and ~e! both indicate a range of 0.5.
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FIG. 3. Measured SFOAE frequency sweeps in two-
tone suppression for ear S20. Each frequency sweep is
obtained by stepping the probe frequency down from
2816 to 1376 Hz in 16-Hz intervals, holding the
suppressor-to-probe frequency ratio at 1.3, and holding
the nominal probe and suppressor levels constant. The
nominal probe level was 26 dB SPL. The nominal sup-
pressor level~indicated beside each sweep! ranges from
26 to 62 dB SPL in 12-dB steps. The unsuppressed
sweep is also shown~indicated by a suppressor level of
2`!. Frequencies where SOAEs are present are indi-
cated by filled triangles on the frequency axis. In~a!,
the sound-pressure level measured in the ear canal is
shown. The thick line indicates the maximally sup-
pressed ear-canal pressure,upEC:R50u, and the thin line
the partially suppressed ear-canal pressure,upECu. For
clarity, frequency sweeps offset vertically, with the ver-
tically scale bar indicating a range of 5 dB SPL. In
~b!–~e! the normalized SFOAE, defined byL5(pEC

2pEC:R50)/pEC:R50 , is shown. Panels~b! and~c! show
the magnitude and phase. In panels~d! and~e!, the real
and imaginary parts are shown, with the frequency
sweeps offset vertically. The vertical scale bars in~d!
and ~e! both indicate a range of 0.2.

FIG. 4. Variation of thef spectrum ofL~h! under self-
and two-tone suppression for ear S20. Each trace is
obtained from a single frequency sweep. Rawf spectra
were obtained from the Fourier transform of the raw
autocovariance function. Fittedf spectra were obtained
from a four-parameter fit to the raw autocovariance
function. In ~a! and ~b! the raw and fittedf spectra
under self-suppression are shown for nominal stimulus
levels ~indicated beside each trace! ranging from 14 to
50 dB SPL in 6-dB steps. In~c! and ~d! the raw and
fitted f spectra under two-tone suppression are shown
for a nominal probe level of 26 dB SPL and nominal
suppressor levels~indicated beside each trace! ranging
from 26 to 62 dB SPL in 12-dB steps. The unsup-
pressed sweep is also shown~indicated by a suppressor
level of 2`!.
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in the companion paper~Lineton and Lutman, 2003a! and
reproduced here in Fig. 1. These cochlear models include
both the distributed roughness model of BM reflection sites
proposed by Shera and Zweig~1993a! and a saturating co-
chlear amplifier model described by Kanis and de Boer
~1993, 1994!. The self-suppression results corroborate the
findings of Zweig and Shera~1995! of a qualitative match
between measured and modeled SFOAE level series.

As discussed in detail by Lineton and Lutman~2003a!,
the y-shaped pattern arises from changes in both the wave-
length and the shape of the envelope of the TW during sup-
pression. The effect of self-suppression can be explained us-
ing the approximate relationship between TW wavelength
and spectral period presented by Zweig and Shera~1995!:
increasing the stimulus level causes a broadening of the TW
envelope, an increase in TW wavelength near the peak, and
consequently an increase in SFOAE period. The effect of
high-side two-tone suppression is more complex because the
main site of cochlear amplifier saturation is basal to the peak
of the TW due to the probe tone. Consequently, rather than
causing an overall broadening of the TW envelope, the sup-
pressor tone leads to a complex change in its shape including
localized narrowing.

The close agreement between the simulated and mea-
sured y-shaped patterns thus lends strong support not only to
Shera and Zweig’s distributed roughness theory but also to
the nonlinear model of the cochlear amplifier reported by
Kanis and de Boer~1993, 1994!.

Note that no such changes infC are predicted by mod-
els based on the cochlear corrugation theory proposed by
Strube~1989!, in which TW reflections arise from a quasip-
eriodic component of the BM impedance. In Strube’s model,
the SFOAE period is determined by the spatial period of the
corrugations and is thus unchanged during suppression. The
results thus contradict Strube’s cochlear-corrugation theory.

Although the nine subjects whose results are presented
in Fig. 5 show a y-shaped pattern, there is considerable varia-
tion between subjects. For example, the intersection point of
the ‘‘y’’ occurs at a significantly lower value offC in sub-
jects 1, 4, and 20 than it does in subjects 5, 10, 15, and 18.
From comparisons with the model results, two explanations
for these differences can be offered. One possibility is that
for a given change in TW amplitude, the shape of the TW
envelope may alter more rapidly in the former group of sub-
jects than in the latter, leading to a more rapid decrease infC

for a given change insLL . Such differences could arise
from differences in the nonlinear characteristics of the co-
chlear amplifiers between the two groups. A second possibil-
ity is that the differences are simply due to errors in estimat-
ing fC . For example, a comparison by Lineton and Lutman
~2003a, Fig. 5! of two cochlear models, differing only in the
particular realization of the random inhomogeneities along
the BM, shows considerable differences in the estimated
y-shaped patterns.

As discussed in Lineton and Lutman~2003a!, the abso-
lute value offC obtained from the cochlear models is unre-

FIG. 5. Variation of thef-center value~approximately the reciprocal ofD f / f ) under self- and two-tone suppression for nine ears. Data for ears labeled S1,
S4, S5, S6, S9, S10, S15, S18, and S20 are shown. Each point is obtained from a four-parameter fit to a single frequency sweep. Self-suppression data
~indicated by open symbols! are shown for nominal stimulus levels~indicated by numbers in normal typeface beside selected points! ranging from 14 to 50
dB SPL in 6-dB steps. Two-tone suppression data~indicated by filled symbols! are shown for a nominal probe level of 26 dB SPL and nominal suppressor
levels~indicated by numbers in italic typeface beside selected points! ranging from 26 to 62 dB SPL in 12-dB steps. The unsuppressed sweep is also shown
~indicated by a suppressor level of2`!. The shape of each point indicates the S/EOAE rating of the frequency sweep as follows: circle—zero; downward-
pointing triangle—low; upward pointing triangle—high. Data from two repeat sessions are shown, the first identified by a solid thick line, the second by a thin
solid line.
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alistically high, suggesting that the models underpredict the
wavelength of the TW~see also the discussion by Talmadge
et al., 2000!. However, there is much better agreement be-
tween modeled and measured results on the relative changes
in fC under suppression. For example, in the self-
suppression experiment, the normalized SFOAE level typi-
cally fell by around 18 dB, leading to a reduction infC from
about 17 to about 10: a reduction of around 40%. In the
cochlear model results in Fig. 1, a similar fall in SFOAE

level is accompanied by a reduction of around 50% in the
value offC .

The measured pattern of changes infBW are less clear
than those offC , though in some cases a y-shaped pattern is
again seen~subjects 1, 4, 9, and 20!. This greater variability
between subjects is expected, since the cochlear modeling
studies showed that estimates offBW based on a single re-
alization ofL~h! are less reliable than those offC ~Lineton
and Lutman, 2003a, Fig. 5, 2003b!. Thus, thefBW parameter

FIG. 6. Variation of thef bandwidth
under self- and two-tone suppression
for nine ears. Thef bandwidth, which
is one of four parameters obtained
from the fit to the SFOAE frequency
sweep, represents a measure of the
width of the SFOAEf-spectrum. In
Zweig and Shera’s theory it is related
to the width of the TW peak~Zweig
and Shera, 1995; Lineton and Lutman,
2003a!. See Fig. 5 for the key to sym-
bols.

FIG. 7. Variation ofa under self- and
two-tone suppression for nine ears.
The quantitya, which is one of four
parameters obtained from the fit to the
SFOAE frequency sweep, represents a
measure of the influence on the
SFOAE of multiple reflections within
the cochlea. See Fig. 5 for the key to
symbols.
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is less useful as a measure of spectral period than isfC .
The validity of comparing the measured results of the

high-side two-tone suppression experiment, where the
suppressor-to-probe frequency ratio was 1.3, with the simu-
lated results where the ratio was 1.1, may be questioned. The
frequency ratio of 1.1 was chosen for the model simulations
because higher values did not produce the same degree of
suppression of the SFOAE level as is seen in the measured
data. Although this indicates that there are some inaccuracies
in the cochlear model, these models may still qualitatively
simulate the mechanism that gives rise to the measured ef-
fects seen in the two-tone suppression experiment. Further
modeling and experimental investigations of the effect of the
frequency ratio would help to resolve this issue.

In a theoretical analysis, Talmadgeet al. ~2000! identi-
fies a nonlinear cochlear mechanism of SFOAE generation,
unconnected with BM roughness, which in self-suppression
gives rise to a dramatic increase in the SFOAE period~cor-
responding to a reduction infC) as stimulus level was in-
creased. However, there is no indication in the measured data
of any influence of this mechanism. The reduction offC

with stimulus level seen in the measured results is much
smaller and occurs much more smoothly than that seen in the
model results of Talmadgeet al. ~2000, Fig. 4!. Note also
that this nonlinear generation mechanism was specifically
excluded from the cochlear model results reported in the
companion paper~Lineton and Lutman, 2003a!. Therefore,
the distinctive y-shaped variation offC seen in the model
results arose purely from the roughness-based mechanism of
SFOAE generation. The similarity of the measured y-shaped
variation to the model results suggests that these too were
dominated by the roughness-based mechanism. One possible
reasons for the absence of any significant effect of the purely
nonlinear mechanism on the measured results was the stimu-
lus level used in the measurements, which was limited to 50
dB SPL.

B. Qualitative effect of suppression on the SFOAE
frequency spectrum

It is interesting to consider how the changes in period
that are indicated by shifts in thef spectra manifest them-
selves in the SFOAE frequency spectra shown in Figs. 2 and
3. Despite the change infC of around 40%, visual inspection
of the ripple patterns in panels~a!, ~d!, and ~e! does not
reveal any obvious change in the frequency interval between
adjacent peaks. The explanation for this is thatfC , as ob-
tained from the four-parameter model, represents a weighted
mean of thef values from a number of different components
which make up the ripple pattern. The reduction infC arises
from a reduction in the amplitude of those components with
a highf value relative to those with a lowf value. In con-
trast, the frequency interval between the ripples tends to be
dominated by a single component. This interpretation is il-
lustrated by the change in the amplitude of the peaks seen in
the rawf spectra in Fig. 4~a!, for the self-suppression ex-
periment.

It might be expected that the slopes of the phase curves
shown in Figs. 2~c! and 3~c! would be proportional tofC .
However, this expectation is only partly borne out by the

measured results. Although in Fig. 2~c! there is an overall
reduction in the total change in the phase of the SFOAE as
stimulus level increases, these reductions across level occur
in jumps of whole numbers of cycles, indicating that a whole
cycle has been ‘‘lost.’’ Where no jumps occur in the fre-
quency interval, for example from 1800 to 2800 Hz in panel
~c!, the phase spectra run roughly parallel. This is because
the slope of the phase curve is closely related to the interval
between zero crossings, which is only weakly related to the
fC value obtained by the four-parameter fit to the data.

These observations illustrate the difficulty in detecting
changes in spectral period and may explain why some au-
thors failed to report any such effects~Kemp and Chum,
1980a; Zwicker and Schloth, 1984; Zwicker, 1990; Dall-
mayr, 1987!. These issues are discussed more fully in the two
companion papers~Lineton and Lutman, 2003a, 2003b!.

C. The effect of SOAEs and multiple reflections

The S/EOAE rating for each frequency sweep is indi-
cated in Figs. 5–7. In Fig. 5, the y-shaped pattern appears to
be unaffected by the presence of SOAEs. For example, a
y-shaped pattern is seen for subjects 1 and 10 who have no
SOAEs; for subjects 5, 6, and 20, for whom the majority of
frequency sweeps has low S/EOAE ratings; and for subjects
4, 9, and 15, for whom a majority of frequency sweeps has
high S/EOAE ratings. According to current theories, SOAEs,
like SFOAEs, involve apical reflections of the TW from in-
homogeneities on the BM. However, in the case of SOAEs,
the product of the apical and basal reflection coefficients is
unity at the SOAE frequency leading to a self-sustaining
OAE ~Talmadge and Tubis, 1993; Zweig and Shera, 1995!.
The explanation for the insensitivity of the y-shaped pattern
to the presence of SOAEs may be the similarity of the two
types of emission. However, since SOAEs were excluded
from the models presented in Lineton and Lutman~2003a!,
further modeling is required to test this hypothesis.

Since SOAEs arise from multiple reflections of the TW,
it is expected that ears with strong SOAEs will in general
show higher values ofa. This expectation is borne out by the
measurements ofa shown in Fig. 7. For example, subjects 1
and 10, who have no SOAEs, show values ofa below 0.25
~except for one suspect point for subject 10!, while the re-
maining subjects, whose frequency sweeps have either high
or low S/EOAE ratings, show values ofa above 0.3.

It is also expected thata will be linearly related tosLL

for a given ear, since both quantities are roughly proportional
to the apical cochlear reflectance as discussed in the compan-
ion paper on parametric fitting~Lineton and Lutman, 2003b!,
which reduces during suppression. In general this expected
linear relationship is seen in Fig. 7. Where, in Fig. 7, there is
a significant deviation from expectations, this may be due to
the relatively high variability of the estimates ofa. Such
deviations were also found in modeling studies~Lineton and
Lutman, 2003a, 2003b!. This is especially marked at low
values of sLL and a ~e.g., subjects 1, 4, and 10!. Note,
however, that accurate estimates ofa are not necessarily re-
quired in order to get accurate estimates offC . This is par-
ticularly true for low values ofa ~,0.1!, where the influence
on the estimate offC is negligible. In such cases, the effects
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of multiple reflections on the SFOAE spectrum may be
safely neglected.

The effect of a nonzero estimate ofa on the shape of the
fitted f spectrum is to introduce additional peaks located at
f5nfC , wheren is a whole number. This can be seen in
Fig. 4~b!, where several of thef spectra show a second peak
~or a points of inflection! at f52fC .

D. Implications of the results

The fact that a reduction of SFOAE can be accompanied
by either an increase or a decrease in spectral period may
have implications for the interpretation of the various rela-
tionship between spectral period and mild cochlear hearing
loss reported recently~Don et al., 1998; Avanet al., 2000;
Lucertini et al., 2002; Sisto and Moleti, 2002!. It may be the
case that the detailed pattern of the damage to the cochlea
effects both the size and direction of any resulting changes in
spectral period.

V. CONCLUSIONS

Measurements of SFOAE spectral period in normal-
hearing adults show characteristic changes due to two forms
of ipsilateral acoustic suppression: self-suppression and
high-side two-tone suppression. During self-suppression, the
spectral period was found to increase as SFOAE amplitude
was suppressed. In contrast, during high-side two-tone sup-
pression, the spectral period decreased as the amplitude was
suppressed.

Both these measured results are in close agreement with
the results from cochlear models presented in the companion
paper ~Lineton and Lutman, 2003a!. The measured results
thus lend strong support to the distributed roughness theory
of SFOAE generation proposed by Shera and Zweig~1993a!,
and to its corollary that the SFOAE period is determined

predominantly by the shape of the TW, and can therefore be
altered by suppression. The measured results are inconsistent
with predictions based on the hypothesis of a corrugated co-
chlea~Strube, 1989! that the SFOAE period is independent
of TW shape.

The self- and two-tone suppression measurements sup-
port the theoretical finding~Lineton and Lutman, 2003a! that
different patterns of cochlear amplifier disruption along the
BM can lead to quite different changes in SFOAE spectral
period.

An important implication of these results is that the
spectral period of the SFOAE contains information regarding
the shape of the TW. The results also have implications for
the interpretation of data on spectral period obtained from
ears with mild cochlear hearing loss.
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APPENDIX: USING THE ANALYTIC PROPERTY OF L
TO OBTAIN AN IMPROVED ESTIMATE OF THE
AUTOCOVARIANCE FUNCTION

Rather than the direct estimate of the autocovariance
function, CLL

(raw) , in Eq. ~4!, a better estimate was achieved
by making use of thea priori knowledge thatL~h! exhibits
analyticity while the noise does not. This property constrains
the real and imaginary parts ofL~h! to be related by the
Hilbert transform. The justification for assuming this prop-
erty comes both from the predictions of Zweig and Shera’s
theory~1995! and from the measurements themselves, where
it was found that in cases where estimates of the signal-to-

FIG. 8. Analytic properties of mea-
sured SFOAE frequency sweeps from
~a! ear S1 and~b! ear S20. The thick
line represents Re$L%; the thin line
represents the Hilbert transform of
Im$L%.
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noise ratio were high~.10 dB!, L~h! exhibited approximate
analyticity ~as illustrated by data from two subjects in Fig.
8!. Analyticity has also been verified in a related measure of
the SFOAE spectrum at low stimulus levels by Shera and
Zweig ~1993b!.

To make use of the analytic property, the following
function is first calculated:

CLReL Im

~raw! ~m![
2

N (
n50

N2m21

LRe~n!L̃Im~n1m!

m50,1,2,...,N21; n50,1,2,...,N21;

N5512, ~A1!

where LRe(n) is the real part ofL(n), and L̃Im(n) is the
Hilbert transform of the imaginary part ofL(n). The Hilbert
transform, denoted by;, is given by

L̃Im~h![F@F21$L Im~h!%G~f!#

~A2!

G~f!5H 2 i f,0

i f.0

0 f50,

whereF and F21 denote the Fourier transform and its in-
verse. The desired autocorrelation function can then be esti-
mated using

CLL
~raw!~m![C

LReL̃Im

~raw!
~m!2 i C̃

LReL̃Im

~raw!
~m!. ~A3!

It can be shown that, in the absence of measurement noise,
and on the assumption thatL~h! is an analytic signal, Eqs.
~4! and~A3! yield identical values ofCLL

(raw) . However, in the
presence of noise, Eq.~A3! gives an improved estimate.
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A model for estimating the spectral period of stimulus frequency otoacoustic emissions~SFOAEs!
is presented. The model characterizes the frequency spectrum of an SFOAE in terms of four
parameters which can be directly related to cochlear mechanical quantities featuring in the theory of
SFOAE generation proposed by Zweig and Shera@J. Acoust. Soc. Am.98, 2018–2047~1995!#. The
results of applying the parametric model to SFOAEs generated by cochlear models suggest that it
gives a sensitive measure of spectral period. It is concluded that the parametric model may be a
useful tool for detecting small changes in cochlear function using SFOAE measurements. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1582176#
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I. INTRODUCTION

Stimulus frequency otoacoustic emissions~SFOAEs!
measured in humans exhibit a degree of regularity in the
interpeak spacing of their spectra1 ~Kemp and Chum, 1980;
Wilson, 1980; Zwicker and Schloth, 1984; Dallmayr, 1987;
Zwicker, 1990; Lonsbury-Martinet al., 1990; Zweig and
Shera, 1995! such that the frequency interval between adja-
cent peaks is roughly 1/15 of the center frequency~Zweig
and Shera, 1995; Talmadgeet al., 1998!. This regularity,
termed spectral periodicity, appears as an approximately
constant interpeak spacing when the SFOAE spectrum is
plotted against the logarithm of stimulus frequency~Zweig
and Shera, 1995!. This interpeak spacing, measured as an
interval of the logarithm of frequency, is termed here the
spectral period.

Current theories of the generation mechanisms of
SFOAEs~Shera and Zweig, 1993a; Zweig and Shera, 1995!
imply a close relationship between the sharpness of the peak
of the cochlear traveling wave~TW! and the spectral period
of the resulting SFOAE. This raises the possibility of inves-
tigating the properties of the TW by examining the spectral
period of the SFOAE. However, the regularity of the mea-
sured SFOAE spectrum is far from perfect—an observation
explained in the theory by the involvement of randomly dis-
tributed cochlear inhomogeneities. Consequently, the precise
value of the period that is obtained for any given spectrum
depends to some extent on the choice of signal-processing
technique.

Two commonly used methods of calculating spectral pe-
riod employ general signal-processing techniques, without
reference to any underlying theory of SFOAE generation. In
the first ~e.g., Zwicker and Schloth, 1984; Dallmayr, 1987;
Lonsbury-Martinet al., 1990! the peak-to-peak frequency in-
terval is extracted for each discernible spectral ripple~re-
gardless of amplitude of the peak! and from these an average

spectral period across the SFOAE spectrum is derived. In the
second~e.g., Kemp and Chum, 1980; Wilson, 1980; Kemp
and Brown, 1983; Kemp, 1986; Zweig and Shera, 1995!, the
spectral period is derived from the group delay, obtained
from the slope of the phase spectrum. However, neither of
these techniques was designed to maximize the correspon-
dence between the calculated spectral period and the under-
lying TW characteristics.

In contrast, Zweig and Shera~1995, p. 2035! discuss
theory-based methods. They show that the problem of esti-
mating the TW characteristics from measured SFOAEs is
similar to that encountered in estimating the spectra of ran-
dom processes, and they outline three approaches to this
problem: spectral smoothing, ensemble averaging~in this
case across ears!, and parametric modeling of the TW char-
acteristics. In this third method, one of the TW parameters is
directly related to spectral period.

The aim of the current paper is to develop a signal-
processing technique for accurately estimating the spectral
period of a single SFOAE spectrum, by adopting a paramet-
ric approach similar to that proposed by Zweig and Shera
~1995!. This technique, called here the four-parameter
model, follows Burg~1978a, 1978b! in attempting to im-
prove spectral resolution by maximizing the use of all avail-
able data. Unlike the parametric method proposed by Zweig
and Shera~1995, p. 2035!, the four-parameter model takes
into account multiple reflections in the cochlea. The four-
parameter model is used in two companion papers~Lineton
and Lutman, 2003a, 2003b! to quantify the spectral period of
both modeled and measured SFOAEs.

II. THEORY

A. Theoretical basis for the four-parameter model

The four-parameter model is based on models of three
mechanical processes: the process of reflection of the for-
ward TW by inhomogeneities distributed randomly along the
basilar membrane~BM! ~Shera and Zweig, 1993a; Zweig
and Shera, 1995!, the reflection of the backward TW at the

a!Currently at: MRC Institute of Hearing Research, Royal South Hants Hos-
pital, Southampton SO14 OYG, United Kingdom. Electronic mail:
b.lineton@soton.ac.uk
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stapes, and the transmission of acoustical power from the
TW back out of the cochlea to the ear canal. The first of
these processes can be characterized by the cochlear reflec-
tance. The second and third are characterized by a two-port
network model~Shera and Zweig, 1993b!.

1. The cochlear reflectance

Zweig and Shera~1995! present a theory of coherent
reflection filtering which accounts for the generation of
SFOAEs with spectral periodicity. They also present a sim-
plified phenomenological model based on a linear, scaling-
symmetric cochlea, which yields a simple expression for the
cochlear reflectance. This simplified model has been adopted
as the basis for the four-parameter model. The form of the
resulting cochlear reflectance is derived below.

In the simplified model, the natural frequency of the
BM, vc(x), varies with cochlear place,x ~measured from the
base!, according to the equation

vC~x!5vRefe
2~x2xRef!/ l , ~1!

wherevRef is an arbitrary reference frequency~chosen here
as 2p31 kHz!, xRef is the location of the corresponding ref-
erence point, andl is the place-frequency mapping length.
The BM response of the model is represented by the TW
function,T, defined by

T~Q![
vBM~x,v!

uSt~v!
, ~2!

wherevBM is the BM velocity,uSt is the stapes velocity,v is
the stimulus frequency, and the independent variable,Q, is
defined as

Q~x,v![2 lnF v

vRefe
2~x2xRef!/ l

G . ~3!

Note that throughout this paper, bold typeface is used to
denote complex quantities. As a consequence of scaling sym-
metry, the right-hand side of Eq.~2!, which is a function of
both v and x, can be expressed as a function of the single
variable, Q, on the left-hand side of the equation. This
means, for example, that increasing the stimulus frequency
causes a simple basalward shift in the pattern of excitation
along the BM.

It is convenient to define the nondimensional spatial po-
sition, x, and the logarithmic stimulus frequency,h, as

x[~x2xRef!/ l h[2 ln~v/vRef!, ~4!

such that

Q~x,v!5h~v!2x~x!. ~5!

For compatibility with measurements~Lineton and Lutman,
2003b!, vRef is taken as 2p31 kHz, such thatxRef equals the
location of the 1 kHz place.2

In the reflection hypothesis, Kemp~1978! proposed that
OAEs originate from the reflection of the forward TW by
BM inhomogeneities. In a linear cochlear model, this reflec-
tion can be characterized by the cochlear reflectance~defined
as the complex ratio of the backward to the forward TWs!,
evaluated at the stapes~Shera and Zweig, 1993b; Talmadge
et al., 1998!. By introducing inhomogeneities into a scaling-

symmetric cochlea, and making a number of simplifying as-
sumptions, Zweig and Shera~1995! demonstrate that the
form of the cochlear reflectance, as a function of stimulus
frequency, results directly from spatial filtering of the BM
inhomogeneities by the TW. This can be represented by a
convolution in the spatial domain

R~x!5rSc~x! ^ T2~x!, ~6!

whereR is the cochlear reflectance,rSc is called the scatter-
ing potential,^ denotes convolution, andT is the TW func-
tion from Eq.~2!, but evaluated atQ5x. From Eqs.~2!–~5!,
the function,T~2x!, represents the BM response as a func-
tion of nondimensional place,x, when the stimulus fre-
quency equals the reference frequency. It follows thatT~x!
represents the spatially reversed TW. The functionT2(x) can
be thought of as the impulse response function of a spatial
filter which operates on an ‘‘input signal’’ given by the scat-
tering potential. The ‘‘output signal’’ of this spatial filtering
then equals the apical cochlear reflectance on the left-hand
side of Eq.~6!. To obtain the cochlear reflectance expressed
as a function of logarithmic stimulus frequency, a further
substitution of variable is made

R~h!5R~x!ux5h . ~7!

In Zweig and Shera’s theory~1995!, the function,T,
takes the form of a bandpass spatial filter, whose spatial cen-
ter frequency is roughly proportional to the reciprocal of the
TW wavelength near the peak of the TW. They hypothesized
that the scattering potential, and hence the input signal in Eq.
~6!, takes the form of spatial broadband noise, arising from
random, fine-grained irregularities in the cochlear microme-
chanics. Consequently, the cochlear reflectance will appear
as a narrow-band random function ofh. In this theory, the
spectral period seen in SFOAEs, which arises as a conse-
quence of the spatial filtering represented in Eq.~6!, is de-
termined by the wavelength of the TW near the TW peak.

2. Relating the SFOAE frequency spectrum to the
cochlear reflectance

Since the cochlear reflectance is not directly accessible
to measurement, the relationship between it and the ear-canal
pressure must be derived from considerations of the response
of the middle and outer ear, as reported by Kemp~1980! and
Shera and Zweig~1993b!.

The SFOAE pressure,pSF, can be defined in terms of
the change in the ear-canal pressure arising from the reflec-
tion of the TW~Shera and Zweig, 1993b!

pSF~h![pEC~h!2pEC:R50~h!, ~8!

wherepEC is the ear-canal pressure measured for an apical
cochlear reflectance ofR, andpEC:R50 is the ear-canal pres-
sure that would have been measured if the cochlear reflec-
tance were zero. This latter condition can be approached in
OAE measurements either by using a high stimulus level
~Kemp and Chum, 1980!, or a suppressor tone~Kemp and
Brown, 1983; Kempet al., 1990! to minimize the effect of
the cochlear amplifier.
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Using a two-port network model of the middle and outer
ear, coupled to the cochlear input impedance which is char-
acterized in terms of the cochlear reflectance and nonreflect-
ing impedance, Shera and Zweig~1993b! show that

L5
gR

12rR
'gR~11rR1~rR !21¯ !, ~9!

whereL is the normalized SFOAE pressure, defined by

L[
pSF

pEC:R50
. ~10!

The functionsg andr are related to the characteristics of the
middle ear, ear canal, and probe. All terms are complex func-
tions of logarithmic frequency,h. The binomial expansion
for L shows how the SFOAE can be represented as the sum
of multiple reflections within the cochlea. The quantity,r
~termed the basal reflectance!, is the reflectance at the stapes
as seen by a backward TW leaving the cochlea, whileR ~the
apical cochlear reflectance! is the reflectance due to the BM
inhomogeneities encountered by a forward TW. These mul-
tiple backward waves sum in the ear canal to give the mea-
sured OAE. The magnitude ofR determines the size of the
first reflection, while the productrR determines how signifi-
cant multiple reflections are.

The functionsL, g, andr are the same as the functions
denoted D, p, and q, respectively, in Shera and Zweig
~1993b!. This change in nomenclature was forced by con-
flicts elsewhere in this paper and in Lineton and Lutman
~2003a, 2003b!. L was chosen for its resemblance toD.

B. A stochastic model of the SFOAE spectrum

To derive a stochastic model of the SFOAE spectrum,
the distributed roughness term,rSc(x) and the SFOAE fre-
quency spectrum,L~h!, must be treated as random pro-
cesses. For simplicity, it is assumed thatrSc(x) is a station-
ary, ergodic, zero-mean, Gaussian, white-noise process in the
spatial domain. Since, from standard theory~e.g., Bendat and
Piersol, 1966!, the linear filtering operation of any stationary,
Gaussian random process yields another stationary, Gaussian
random process, the cochlear reflectance,R~h!, is also sta-
tionary and Gaussian. Such a random process is fully char-
acterized by its autocovariance function, or equivalently, by
its power spectral density function.

The autocovariance function of the cochlear reflectance
is defined by

CRR~h8![E@R* ~h!R~h1h8!#, ~11!

where* denotes the complex conjugate andE@ ...# denotes
the expectation operator. The assumption of stationarity en-
sures thatCRR(h8) depends only of the lag-h variable, de-
notedh8, rather than the absolute value ofh, and can there-
fore be calculated from

CRR~h8!5 lim
h1→`

1

2h1
E

2h1

h1
R* ~h!R~h1h8!dh. ~12!

SincerSc(x) is assumed to be a white-noise process, its
autocovariance function is fully characterized by a single pa-
rameter: the amplitude of the power spectral density ampli-

tude,r0
2. From this, and by substituting Eq.~6! into Eq.~12!,

it follows that the autocovariance function of the cochlear
reflectance is given by

CRR~h8!5 lim
h1→`

r0
2

2h1
E

2h1

h1
@T2~h!#* T2~h1h8!dh.

~13!

The nature of the spectral periodicity inR~h! is more clearly
revealed by inverse Fourier transforming Eq.~13!, giving

SRR~f![F21$CRR~h8!%, ~14!

whereSRR(f) is termed thef spectrum of the cochlear re-
flectance and where the inverse Fourier transform fromh to
f is defined by

F21$A~h!%[E
2`

`

A~h!exp~ i2pfh!dh. ~15!

SinceT2(x) is an analytic function~Zweig and Shera, 1995!
andCRR(2h8)5CRR* (h8), SRR(f) is both a right-sided and
a purely real function@i.e., SRR(f)50 for all f,0#. The
quantity, f, can be interpreted as the envelope delay of a
single frequency component, expressed as the number of pe-
riods of the carrier frequency~Zweig and Shera, 1995!.

From standard theory it can be shown that manipulation
of Eqs.~13!–~15! yields

SRR~f!5r0
2uF21$T2~h!%u2. ~16!

Thus, the shape of thef spectrum of the cochlear reflectance
is determined purely by the TW function. As Zweig and
Shera point out,SRR(f) takes the form of a pulse-shaped
function which peaks at a location determined by the wave-
length of the TW. The location of the peak ofSRR(f) is
termed here thef-center value, denotedfC , and will be
used to characterize the spectral period. This corresponds
closely with the quantity denotedŵ/2p by Zweig and Shera
~1995!, and is roughly the reciprocal of the quantity defined
as D f / f by previous authors~Zwicker and Schloth, 1984;
Dallmayr, 1987!. In humans,fC has a value of about 15
~Zweig and Shera, 1995!.

While R has the simple stochastic description given by
Eq. ~16!, a stochastic description ofL is less straightforward
for two reasons. First, since the relationship shown in Eq.~9!
betweenL and R is nonlinear, it follows thatL is a non-
Gaussian random process, and therefore this process cannot
be fully characterized by its autocovariance function. Sec-
ond, the functionsg~h! and r ~h! lead to deterministic varia-
tions in L, thereby violating stationarity. Thus, to obtain a
stochastic model ofL, two further simplifying assumptions
are required.

First, since the functionsg~h! andr ~h! vary only slowly
with h, it is assumed that they are approximately constant
over the measured frequency interval~roughly one octave!,
such that

g~h!5g0 , r ~h!5r0 . ~17!

Second, it is further assumed thatr0R(h)!1 for all h over
the measured range, such that Eq.~9! can be represented as a
truncated power series
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L5
g0R

12r0R
'g0R~11r0R1r0

2R2!. ~18!

It is shown in Appendix B that, assuming that Eq.~18! holds,
and thatR arises from a Gaussian stationary random process,
the following relationship also holds:

CLL~h8!'g0
2CRR~h8!@112r 0

2CRR~h8!

16r 0
4CRR

2 ~h8!#, ~19!

whereCLL(h8) is the autocovariance function ofL, defined
by

CLL~h8![ lim
h1→`

1

2h1
E

2h1

h1
L* ~h!L~h1h8!dh, ~20!

and

g0
2[g0* g0 , r 0

2[r0* r0 . ~21!

The inverse Fourier transform of the autocovariance
function yields thef spectrum ofL

SLL~f![F21$CLL~h8!%. ~22!

The presence of the nonlinear terms in Eq.~19! complicates
the form of SLL(f). To illustrate this, taking only the first
two terms in Eq.~19!, it can be shown that thef spectrum of
L is related to thef spectrum of theR by

SLL~f!'g0
2SRR~f!1g0

2r 0
2@SRR~f! ^ SRR~f!#, ~23!

where^ denotes convolution inf. Higher-order terms in Eq.
~19! lead to multiple convolutions. Thus,SLL(f) comprises
a series of pulse-shaped functions, the first of which has the
same shape asSRR(f), and is centered atfC .

C. The four-parameter model of the SFOAE spectrum

The problem now addressed is how to obtain estimates
of fC from real SFOAE measurements. On the assumption
that Eq.~19! holds, the problem becomes one of estimating
the autocovariance function from only a finite section of the
signal, L~h!. This is analogous to the problem of spectral
estimation from a finite signal. A common method of spectral
estimation involves splitting the signal up into a number of
segments, Fourier transforming each segment, and then av-
eraging the power spectra across segments~e.g., Randall,
1987!. However, an alternative approach known as paramet-
ric spectral estimation is to assume that the section of mea-
sured signal that is available has arisen from a white-noise
input to a certain class of filter whose coefficients are ini-
tially unknown~e.g., Burg, 1978a, 1978b!. The problem then
becomes one of estimating the filter coefficients. Relative to
methods based on Fourier transformation, such parametric
methods can lead to improved spectral resolution. There are
three reasons for this. First,a priori knowledge of the class
of filter is utilized. Second, unlike Fourier methods, there is
no need to distort the data using a tapering window: all the
available data points are treated equally. Third, unlike Fou-
rier methods, where the application of the window amounts
to the assumption that unavailable data points are zero, no
assumptions are made about unavailable data~i.e., data out-
side the measured interval!.

A parametric method is presented here which fits the
stochastic model of the signal in Eq.~20! using four param-
eters. In this method, it is first assumed that the reflectance is
given by

R~h!5hTW~h! ^ w~h!, ~24!

wherew(h) is an unknown stationary, Gaussian white-noise
signal, andhTW(h) is the impulse response function of
second-order Butterworth bandpass filter. Equation~24! is an
idealization of Eq.~6! in which the square of the TW func-
tion, T2(x), is replaced by a known class of filter, the scat-
tering potential is replaced with an ideal white-noise process,
and the independent variablex is replaced withh ~by invok-
ing scaling symmetry!.

ReplacingT2(x) andrSc(x) in Eqs.~12! and ~13! with
hTW(h) andw(h) gives

CRR~h8!5SwwChh~h8!, ~25!

whereSww is the power spectral density ofw(h), andChh is
a function defined as

Chh~h8![E
2`

`

hTW* ~h!hTW~h1h8!dh. ~26!

To eliminate the unknown quantity,Sww , Eq. ~25! is normal-
ized to give

KRR~h8!5Khh~h8!, ~27!

whereK is known as the autocorrelation function, obtained
by dividing the autocovariance function by the mean-square
value. Thus, for the left-hand side of Eq.~25!

KRR~h8![CRR~h8!/sRR
2 , ~28!

wheresRR
2 is the mean-square value of the reflectance, given

by

sRR
2 [CRR~h8!uh850. ~29!

Unlike the general parametric spectral estimation
method~Burg, 1978a, 1978b!, where a very general form of
digital filter is assumed with many unknown filter coeffi-
cients, it was decided here to assume that the filter,hTW(h),
can be approximated by a one-sided version of a four-pole
Butterworth bandpass filter. This has only two free param-
eters: the center frequency and bandwidth. From consider-
ation of Eqs.~6! and ~16! it can be seen that the center
frequency is identical tofC , the reciprocal of spectral pe-
riod. The bandwidth of the filter is denotedfBW .

The shape of the filter was chosen somewhat arbitrarily,
but appears to give a reasonable fit to both measured and
simulated SFOAEs~Sec. III!. The final estimate offC is
relatively insensitive to the precise shape of the filter.

The transfer function of a standard~two-sided! second-
order Butterworth bandpass filter is represented in thef do-
main by

HBworth~f!5
1

S fC
2 2f2

iffBW
D 2

1A2S fC
2 2f2

iffBW
D 11

. ~30!
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The Fourier transform of the one-sided version of this yields
the impulse response function

hTW~h!5F$HBworth~f!U~f!%, ~31!

whereU(f) is the unit step function.
Substituting Eq. ~28! into Eq. ~19! then allows

CLL(h8), to be related toKRR(h8) by

CLL~h8!'b2KRR~h8!@112a2KRR~h8!

16a4KRR~h8!#, ~32!

where the parametersa andb are given by

a2[r 0
2sRR

2 , b2[g0
2sRR

2 . ~33!

The parametera thus characterizes the effective value of the
product ur ~h!R~h!u, taken across the available range ofh.
From Eq.~32! evaluated ath850, the parameterb is related
to the rms amplitude ofL via

b2'
sLL

2

112a216a4
. ~34!

Thus, given estimates of four independent parameters:fC ,
fBW , a, andsLL , an estimate of the autocovariance func-
tion of L can be calculated from Eqs.~26!–~34!. The func-
tion obtained in this way from estimates of the four param-
eters is termed thefitted autocovariance function, and
denotedCLL

(fit) (h8).
Given L~h! over the intervalh1 to h2 , these four pa-

rameters are estimated from the following procedure. First,
the autocovariance function ofL is estimated from

CLL
~raw!~h8![

1

h22h1
E

h1

h22h8
L* ~h!L~h1h8!dh ~35!

for 0,h8,h22h1 , where the form of the denominator has
been chosen to yield the commonly used biased estimator
~Jenkins and Watts, 1968!. The superscriptraw here indicates
that the function has been estimated from a single measured
section of theL spectrum.

The parameter,sLL , can be estimated directly by evalu-
ating CLL

(raw)(h8) at h850. The remaining three parameters
fC , fBW , anda, are then estimated iteratively as follows.
From initially arbitrary estimates of these three parameters,
an initial estimate ofCLL

(fit) (h8) is calculated via Eqs.~26! to
~34!. The three parameters are then altered iteratively to
minimize the mean-square error defined as

«2~a,fBW ,fC![
1

sLL
2 hLim8

E
0

hLim8
uCLL

~raw!~h8!

2CLL
~fit!~h8!u2dh8. ~36!

Rather than use all available nonzero values of the
CLL

(raw)(h8), the integral in Eq.~36! is calculated up to a
limiting value ofh8, denotedhLim8 . The reason for doing this
is that, given the assumed form of the bandpass filter, only a
limited section of this function is required in order to com-
pletely specify the filter. This is addressed further in Appen-
dix C, where the relationship between the filter parameters
and theCLL

(fit) (h8) is derived. A second reason for limiting the

integration is that the estimate of theCLL(h8) given by
CLL

(raw)(h8) becomes increasingly unreliable ash8 increases
towardsh22h1 . In fact, it was found that the choice ofhLim8
does not greatly influence the values of the four parameters
obtained provided it lies between 0.1 and 0.5 ofh22h1 .

Inverse Fourier transforming the raw and fitted autoco-
variance functions, as in Eq.~14!, yields estimates of thef
spectrum, termed theraw andfitted f spectra, respectively.

III. APPLICATION OF FOUR-PARAMETER MODEL

A. Application of the four-parameter model
to simulated SFOAEs

1. Ensemble averaged data

The applicability of the four-parameter model to simu-
lated SFOAEs obtained from a number of cochlear mechani-
cal models, described in Lineton and Lutman, 2003a, has
been assessed. Though these cochlear models share the same
theoretical elements as those that underpin the four-
parameter model presented above, they violate several of the
simplifying assumptions. First, the effective shape of the spa-
tial filter is not specified as a Butterworth filter, but is rather
more complicated. Second, the models are not constrained to
exhibit perfect scaling symmetry. Finally, the dynamics of
the middle and outer ears in these models must be repre-
sented by Eq.~9! including the functionsg~h! andr ~h! rather
than the simplified version in Eq.~18!, thus leading to a
further deviation from stationarity. As a consequence of these
violations, the four-parameter model will not provide a per-
fect model of the stochastic process underlyingL~h!.

To assess the fit between the parametric model and the
cochlear model, first a good estimate of the autocovariance
function, CLL , of the cochlear models must be obtained.
This was achieved by using a random number generator to
produce a number of different realizations of the scattering
impedance, then running the cochlear model for each real-
ization over the intervalh1 to h2 , and thereby generating a

FIG. 1. Simulated SFOAE frequency sweep from a cochlear model. The
model, reported by Lineton and Lutman~2003a!, is based on Zweig and
Shera’s theory~Zweig and Shera, 1995! with a random distribution of inho-
mogeneities along the basilar membrane. A single realization ofL~h! is
presented.~Adapted from Lineton and Lutman, 2003a, Fig. 2.!
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number of realizations of the SFOAE spectra,L~h!. A single
realization ofL~h! is illustrated in Fig. 1. For each realiza-
tion of L~h!, CLL

(raw)(h8) is calculated from Eq.~35!. Averag-
ing these functions across the ensemble of realizations then
yields a reliable estimate of the true autocovariance function,
CLL , for the cochlear model. This improved estimate is
termed the ensemble averaged autocovariance function,
^CLL

(raw)(h8)&ensemble. @Note that strictly, since the signal is
nonstationary, the autocorrelation function has two indepen-
dent variables: the absolute value ofh and the lag value,h8,
as in the right-hand side of Eq.~11!. Use of Eq.~35! to
calculate a raw autocovariance function depending only on
h8 yields a value of the true two-dimensional function aver-
aged over the rangeh1 to h2 .] An example of the raw and
ensemble averaged autocorrelation functions and the corre-
spondingf spectra is shown in Fig. 2.

The four-parameter model was then applied to
^CLL

(raw)(h8)&ensembleto give the fitted ensemble autocovari-
ance function,CLL

(ens-fit)(h8). Comparing CLL
(ens-fit)(h8) and

^CLL
(raw)(h8)&ensemblein Fig. 3 shows that the four-parameter

model provides a good approximation to the random process
underlying the generation ofL~h! by the cochlear models in
this example.

The four-parameter model has also been found to pro-
vide a good approximation to a number of other cochlear
models with different cochlear amplifier models. An example
of the results for a cochlear model with high reflectances

both basally and apically is illustrated in Fig. 4. Panel~b!
clearly shows the second peak arising from multiple reflec-
tions, and leading to a high value ofa in the four-parameter
model.

From consideration of Eq.~18!, it can be seen asuRu is
progressively reduced~for example by suppression! that
multiple reflections become less important andL becomes
dominated by the first reflection. Consequently@as is verified
by Eq. ~34!#, according to the parametric model,a is ap-
proximately proportional tosLL for small values ofa. This
expected relationship is seen in the four-parameter fit to data
from cochlear models in whichuRu has been progressively
reduced by attenuating the cochlear amplifier gain~Fig. 5!.

2. Single realizations

As well as being applicable to ensemble averaged data,
it is also important that the four-parameter model can be
usefully applied to a single realization ofL. To assess its
performance as an estimator for single realizations for a
given cochlear model, the four-parameter model was applied
to each realization ofL in a large ensemble to yield the
sampling distributions of each of its four estimated param-
eters. The results~Table I! demonstrate that estimates offC

andsLL are much more reliable than those offBW anda.
Estimates ofa for cochlear model 1 are particularly poor.
This is because the variance ofa does not decrease with the
mean value, and thus when the true value ofa is quite low

FIG. 2. Raw and ensemble-averaged functions obtained from a cochlear
model. In~a! the real part of the autocovariance function is plotted against
the logarithmic frequency lag variable. The raw autocovariance function
~thin line! is obtained from the single realization of the normalized SFOAE
spectrum,L~h!, shown in Fig. 1. The ensemble-averaged autocovariance
function ~thick line! is obtained by averaging across an ensemble of 32
realizations of the raw autocovariance function. In~b! the raw~thin line! and
ensemble-averaged~thick line! f spectra, defined as the Fourier transform
of the corresponding autocovariance functions, are plotted.~Adapted from
Lineton and Lutman, 2003a, Figs. 3 and 4.!

FIG. 3. Ensemble-averaged and fitted functions obtained from a cochlear
model. In~a! the real part of the autocovariance function is plotted against
the logarithmic frequency lag variable. The ensemble-averaged autocovari-
ance function~thin line! is replotted from Fig. 2 for comparison. The fitted
autocovariance function~thick line! is obtained by applying the four-
parameter model to the ensemble-averaged autocovariance function. In~b!
the ensemble-averaged~thin line! and fitted~thick line! f spectra, defined as
the Fourier transform of the corresponding autocovariance functions, are
plotted.~Adapted from Lineton and Lutman, 2003a, Figs. 3 and 4.!
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~0.13 in this case!, the relative error increases. Note that for
values ofa,0.1, the effect ofa on the other three param-
eters is negligible.

The performance of the four-parameter model for simu-
lated SFOAEs was also tested in the presence of artificial
additive white noise, where it was found that the estimate of
fC changed by less than 1% for signal-to-noise ratios of 0
dB and greater.

B. Comparison of the four-parameter model
with other estimators

Three different methods for estimating the spectral pe-
riod of SFOAEs are discussed here. The performance of
these methods has been assessed on the assumption that the
SFOAE spectrum arises from the random process described
by Eqs.~6! and~9!. When averaged across a large ensemble
of SFOAE spectra, all three methods, together with the four-
parameter method, yield very similar results. However, their
sampling distributions differ considerably, with the four-
parameter model showing the smallest rms error in its esti-
mate.

In the first method, the spectral period is defined by the
frequency spacing between adjacent peaks in the SFOAE
spectrum~Kemp and Chum, 1980; Wilson, 1980; Dallmayr,
1987; Zwicker and Schloth, 1984; Zwicker, 1990; Lonsbury-
Martin et al., 1990!. The drawback with this method is that
all frequency intervals are given the same weight, regardless
of the ripple amplitude. The observed ripple spacing of a
single realization then largely depends on the spectral period
of a single dominant component and is little affected by the
full distribution of spectral period components present in the
signal. Thus, despite changes in the true spectral period, the
SFOAE may show no significant change in ripple spacing
~see, for example, the experimental data in Lineton and Lut-
man, 2003a, Fig. 2!.

FIG. 4. Ensemble-averaged and fitted functions obtained from a cochlear
model showing significant multiple reflections of the TW. To exaggerate the
effect of multiple reflections, the cochlear model was specified such that
both the basal and apical reflectances were large. These were achieved by
setting a large basal impedance and a large scattering impedance, respec-
tively. In ~a! the real part of the autocovariance function is plotted against
the logarithmic frequency lag variable. The ensemble-averaged autocovari-
ance function~thin line! is obtained by averaging across an ensemble of 32
realizations of the raw autocovariance function. The fitted autocovariance
function~thick line! is obtained by applying the four-parameter model to the
ensemble-averaged autocovariance function. In~b! the ensemble-averaged
~thin line! and fitted~thick line! f spectra, defined as the Fourier transform
of the corresponding autocovariance functions, are plotted. The effect of
multiple reflections is to cause the second peak clearly seen in the fittedf
spectrum.

FIG. 5. Variation ofa with sLL for Zweig–Talmadge cochlear amplifier
variant model described in Lineton and Lutman~2003a! with cochlear am-
plifier attenuations of 0,20.1, 20.2, 20.4, 20.8, 21.6 dB. Parameters
were estimated from the ensemble-averaged autocovariance function ob-
tained from 256 realizations.

TABLE I. The sampling distributions of the estimates from the four-
parameter model and the Fourier transform method for SFOAEs from two
cochlear models. Sampling distributions were obtained from an ensemble of
256 realizations.

Fouriera

fC
b

Four-parameter model

fC fBW
c ac sLL

c

Model 1d True value 27.4 27.4 26.2 0.130 0.0291
Bias error~%!e 9 1 218 35 26
Random error~%!f 24 14 33 110 14
rms error~%!g 26 14 38 115 15

Model 2d True value 34.8 34.8 19.9 0.399 0.0701
Bias error~%! 4 1 214 219 27
Random error~%! 14 8 29 18 15
rms error~%! 15 8 32 25 17

aIn the Fourier transform method,fC is estimated from the location of the
peak ofF21$L(h)w(h)%, wherew(h) is a Hanning window.

bThe true value offC was obtained from the location of the peak of
F21$^CLL

(raw)(h8)&ensemble%.
cThe true values offBW , a, andsLL were obtained by applying the four-
parameter model tôCLL

(raw)(h8)&ensemble.
dModels 1 and 2 are the linear baseline and the Zweig–Talmadge cochlear
amplifier variant models described in Lineton and Lutman~2003a!.

eBias error is defined by the mean of the sampling distribution minus the
true value.

fRandom error is defined as the standard deviation of the sampling distribu-
tion.

g(rms error)25(bias error)21(random error)2. All errors are expressed as a
percentage of the true value~to nearest 1%!.
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A second method is to base an estimate of spectral pe-
riod on the slope of the phase of the SFOAE~e.g., Kemp and
Chum, 1980; Wilson, 1980; Kemp and Brown, 1983; Tal-
madgeet al., 2000, Fig. 4!. This is analogous to calculating
the group delay of the SFOAE measured in cycles rather
than units of time. On average,fC is related to the slope of
the phase ofL~h! by

2
1

2p

du

dh
'fC , ~37!

whereu~h!5arg@L~h!#. Like the ripple-spacing method, this
method is relatively insensitive to changes in TW wave-
length. This is illustrated in Fig. 6, where a change in the TW
wavelength is induced in a cochlear model by altering the
cochlear amplifier gain. The change in spectral period, which
is clearly indicated by the ensemble-averaged results, is also
detected by the four-parameter fit to a single realization in
Fig. 6~b!. However, the SFOAE phase spectrum in Fig. 6~a!
shows no discernible change for the same single realization.
A similar situation is seen in the measured data, where
changes detected by the four-parameter model fail to show .
up in the phase spectrum@Lineton and Lutman, 2003b,
Fig3~c!#. A further serious drawback is that arg@L~h!# be-
comes undefined for regions of the SFOAE where the signal
falls below the noise floor, thereby complicating the calcula-
tion of an average slope.

A third method is to take the location of the peak of the
of the rawf spectrum~e.g., Lutman and Deeks, 1999!. From
the standard theory of random processes~e.g., Bendat and
Piersol, 1966!, the raw spectrum shows strong idiosyncratic
fine structure and thus gives a poor estimate of the true spec-
trum. This is illustrated in Fig 2~b!, where the fine structure
leads to considerable ambiguity in the location of the peak
raw f spectra. A comparison of the sampling distribution of
this method with that of the four-parameter model is given in
Table I.

C. The four-parameter model applied to measured
data

Real ears are likely to deviate even further from the
assumptions underlying the four-parameter model than do
the cochlear models assessed in Sec. III A. For example,
measurements show that spectral period reduces with stimu-
lus frequency~Zweig and Shera, 1995!, indicating a devia-
tion from scaling symmetry. Assessing the importance of
such deviations for the estimation of spectral period by the
four-parameter model is a complex task. Unlike the results
from cochlear models, it is not possible to obtain an
ensemble-averaged autocovariance function for a given ear.
~Averaging data across several ears is not the same as aver-
aging data for which only the scattering impedance varied
from one realization to the next.! Thus, there is no known
value of spectral period against which the estimate of the
four-parameter model can be judged, making it difficult to
quantify the discrepancy between the model and experimen-
tal data. One approach would be to examine the distribution
of the error term in Eq.~36! for measured SFOAEs from a
large number of ears under a variety of stimulus conditions.

While such a comprehensive comparison has not been at-
tempted here, the error term has been examined from several
ears under a range of stimulus levels and found to be of a
similar magnitude to that expected from the cochlear models.
A typical example of the similarity between the raw and
fitted f spectra for measured SFOAE data obtained from
Lineton and Lutman~2003b! is shown in Fig. 7.

The relationship betweena andsLL has also been ex-
amined for measured data. As with the results from cochlear
models~Fig. 5!, the measured data generally show the ex-
pected decrease ina assLL is decreased~Lineton and Lut-
man, 2003b, Fig. 7!, at least for values ofa above about 0.1.
This suggests thata may correctly account for the some of
the effects of multiple reflections. Further evidence for the
validity of the estimate ofa comes from data measured in
ears showing strong spontaneous OAEs, for which estimates
of a are generally elevated~Lineton and Lutman, 2003b,
Fig. 7!.

FIG. 6. Effect of altering the TW wavelength on~a! the slope of the SFOAE
phase spectrum and~b! the fitted f spectrum obtained from a cochlear
model. Two different values of the cochlear amplifier gain were used to
obtain two different TW wavelengths. At both values of the gain, an en-
semble of 32 realizations of the scattering impedance was used to generate
an ensemble of SFOAE spectra. In~a! the ensemble-averaged SFOAE phase
spectra~solid line with filled circles! is shown for both values of gain. The
change in slope clearly indicates the change in spectral period@Eq. ~37!#.
Also shown for both values of gain are the phase spectra obtained from a
single realization ofL ~thick solid!. These are overlaid, but indistinguish-
able, indicating the difficulty in estimating changes in spectral period from
changes in the slope of the phase spectrum. In~b! for each value of gain, the
f spectrum obtained from the four-parameter fit to the ensemble-averaged
autocovariance function is shown~solid line with filled circles! together
with the ensemble estimate offC ~indicated by a cross!. The f spectra
obtained from the same single realizations as in~b! are also shown~thick
solid! together with the estimates offC ~indicated by an open circle!.
Though the change infC is underestimated from the single realization in
~b!, it is still discernible.
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IV. DISCUSSION

It has been demonstrated that the four-parameter model
provides a useful characterization of the spectral period of
simulated SFOAEs obtained from cochlear models based on
Zweig and Shera’s theory. Furthermore, the model was gen-
erally found to be more sensitive to changes in spectral pe-
riod than other methods of estimation applied to single real-
izations of the SFOAE.

The limitations of the model should also be noted. Per-
haps the least satisfactory aspect of the model is its treatment
of multiple reflections. The assumption that the quantitiesg
andr in Eq. ~9! are independent of frequency allows multiple
reflections to be characterized by a single parameter:a.
Though the estimates ofa were found to be reliable when
obtained from ensemble-averaged data, estimates based on a
single realization were found to be very variable. In fact, in
the majority of cases~whether from simulated or measured
SFOAEs!, a simpler three-parameter model in whicha[0
yields very similar estimates offC and fBW . However,
modeling results suggest that for those models where
a.0.15, the inclusion ofa leads to marked improvements in
the estimates offC and fBW , thereby justifying the addi-
tional complexity.

This treatment of multiple reflections has the advantage
that the number of free parameters in the model is kept to a
minimum. However, this degree of simplification may not
always be required. It may instead be possible to examine
each spectral ripple in turn to estimate the degree to which
multiple reflections influence the SFOAE in that spectral re-
gion. Whether this would lead to significant improvements in
the estimates offC is still uncertain.

It may be possible to apply the general approach out-
lined here to other OAEs. For example, several studies have
investigated the use of measured properties of transient
evoked OAEs as indicators of cochlear status~Avan et al.,
2000; Lucertiniet al., 2002; Sisto and Moleti, 2002!. A para-

metric method of dealing with the inherently random nature
of reflection-based OAEs may lead to improved estimators
for these purposes.

V. CONCLUSIONS

A stochastic model of SFOAE spectra has been devel-
oped based on the theory of SFOAE generation proposed by
Zweig and Shera~1995!. The model has four parameters, the
most important of which quantifies the spectral period of the
SFOAE. Application of the model to simulated SFOAEs
~Lineton and Lutman, 2003a! suggests that the model gives
improved estimates of spectral period compared to previ-
ously reported methods. This is particularly important for
extracting information regarding the properties of the co-
chlear TW based on a single measured SFOAE spectrum.
The model has been applied to measured SFOAE spectra
from a single ear~Lineton and Lutman, 2003b!, where it
appears to be sensitive to small changes in spectral period
brought about by SFOAE suppression. It is therefore a po-
tentially useful tool for investigating changes in TW proper-
ties.
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APPENDIX A: FREQUENTLY USED SYMBOLS AND
THEIR MEANING

The following symbols also appear with the same mean-
ing in the two companion papers by Lineton and Lutman
~2003a, 2003b!. Where applicable, the number of the defin-
ing equation is given. Also where applicable, the correspond-
ing notation used by Shera and Zweig~1993b! or Zweig and
Shera~1995!, is included. The double-headed arrow~↔! in-
dicates a pair of Fourier-conjugate variables. Bold typeface
denotes complex quantities.

Operators

E@ # expectation
F$ % Fourier transform@Eq. ~15!#
^ &ensemble ensemble average
^ convolution
* complex conjugation

Quantities

CRR(h8) autocovariance function ofR @Eq. ~11!#
CLL(h8) autocovariance function ofL @Eq. ~20!#
CLL

(fit) (h8) estimate ofCLL(h8) obtained by the four-
parameter fit toCLL

(raw)(h8)
CLL

(raw)(h8) estimate ofCLL(h8) obtained from a single
realization ofL @Eq. ~35!#

CLL
(ens-fit)(h8) estimate ofCLL(h8) obtained by the four-

parameter fit tô CLL
(raw)(h8)&ensemble

f frequency (t↔ f )

FIG. 7. Raw and fittedf spectra obtained from SFOAE measurements in an
ear. The raw~thin line! and fitted~thick line! f spectra are obtained from the
Fourier transforms of the raw and fitted autocovariance functions, respec-
tively. The raw autocovariance function was obtained from a frequency
sweep over 1376 and 2816 Hz at a nominal earphone level of 20 dB SPL.
The fitted autocovariance function was obtained from the four-parameter fit
to the raw function.~Adapted from Lineton and Lutman, 2003b, Fig. 4.!
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g~h! function characterizing the roundtrip trans-
mission through the middle-ear@denotedq by
Zweig and Shera~1995!#

g0 effective value ofg across a given frequency
interval

hTW(h) approximation toT2 by a one-sided second-
order Butterworth filter@Eq. ~31!#

KRR(h8) autocorrelation function ofR defined as the
normalized autocovariance function@Eq. ~28!#

pEC(h) ear-canal pressure
pEC:R50(h) ear-canal pressure in the absence of inhomo-

geneities
pSF(h) component of ear-canal pressure due to the

presence of inhomogeneities@Eq. ~8!#
r ~h! middle-ear reflection coefficient for backward

TW @also denotedr by Zweig and Shera
~1995!#

r0 effective value ofr across a given frequency
interval

R~x! cochlear reflectance~the ratio of backward to
forward pressure TW at the stapes! @also de-
notedR by Zweig and Shera~1995!#

SRR(f) the f spectrum ofR defined as the inverse
Fourier transform ofCRR(h8) @Eq. ~14!#

SLL(f) the f spectrum ofL defined as the inverse
Fourier transform ofCLL(h8)

SLL
(fit) (f) the fittedf spectrum ofL defined as the in-

verse Fourier transform ofCLL
(fit) (h8)

SLL
(raw)(f) the raw f spectrum ofL defined as the in-

verse Fourier transform ofCLL
(raw)(h8)

SLL
(ens-fit)(f) the ensemble-fittedf spectrum of L de-

fined as the inverse Fourier transform of
CLL

(ens-fit)(h8)
t time (t↔ f )
T ~Q! at fixed frequency, the forward-traveling co-

chlear velocity wave, normalized to stapes ve-
locity @Eq. ~2!# @denotedT by Zweig and
Shera~1995!#

uSt(v) the stapes velocity
vBM(x,v) the BM velocity
w(h) a Gaussian white-noise signal
x distance along the BM from the stapes
xRef the distance from the stapes to the point

whose natural frequency equalsvRef ~2p31
kHz!

a a parameter of the four-parameter model char-
acterizing the component ofL due to multiple
reflections of the TW@Eq. ~33!#

b a value characterizing the component ofL
due to the first TW reflection@Eq. ~33!#

« a measure of the discrepancy between the fit-
ted and raw autocovariance functions@Eq.
~36!#

h logarithmic frequency~f↔h! @Eq. ~4!# @dif-
fers by a constant from the quantity denotedx̂
by Zweig and Shera~1995!#

h8 logarithmic frequency lag~f↔h8!
Q dimensionless scaling variable@Eq. ~3!# @de-

notedx̂2x by Zweig and Shera~1995!#

L~h! ratio of pSF(h) to pEC:R50(h) @Eq. ~10!#
@similar to the quantity denotedD by Shera
and Zweig~1993b!#

x dimensionless distance@Eq. ~4!# @differs by a
constant from the quantity denotedx by
Zweig and Shera~1995!#

rSc(x) scattering potential@denotedr by Zweig and
Shera~1995!#

sRR rms value ofR @Eq. ~29!#
sLL rms value ofL
f variable conjugate toh8 ~f↔h8! @similar to

the quantity denotedw/2p by Zweig and
Shera~1995!#

fC the location of the peak ofSLL(f) @similar to
the quantity denotedŵ/2p by Zweig and
Shera~1995!#

fBW the width of the peak ofSLL(f)
v angular frequency 2p f (t↔v/2p)
vC(x) the natural frequency of the BM at point atx

@Eq. ~1!#
vC0

the natural frequency of the BM at the base
vRef the reference natural frequency52p31 kHz

APPENDIX B: DERIVATION OF THE STOCHASTIC
MODEL OF THE SFOAE SPECTRUM

In this Appendix, the steps leading from the nonlinear
relationship betweenL andR in Eq. ~18! and its stochastic
form Eq. ~19! are presented.

Consider a signalx(n) which arises from a random pro-
cess that is Gaussian, stationary, ergodic, analytic, and of
zero mean, and which undergoes the following nonlinear
transformation to give the signal,y(n):

y~n!5
g0x~n!

12r0x~n!
. ~B1!

For small values of the productur0x(n) u @i.e., ur0x(n)u
,1], Eq. ~B1! can be expanded using the binomial theorem

y~n!'g0x~n!@11r0x~n!1r0
2x2~n!1r0

3x3~n!¯#. ~B2!

Note that there is an inconsistency in this approach. The
binomial expansion in Eq.~B2! is only valid whenr0x(n)
,1. However, sincex(n) is assumed to be Gaussian, it can
take any value from2` to 1`. Thus, in theory, the binomial
expansion becomes inapplicable for a small proportion of the
theoretical signal. In practice, this is not usually a problem,
since the physical signal,x(n), is of course not truly un-
bounded, and thus not truly Gaussian.

Truncating to the first two terms in Eq.~B2! gives

y~n!'Ax~n!1Bx2~n!,
~B3!A[g0 , B[g0r0 .

Additional terms may be included, if desired, but the algebra
becomes lengthy, and thus for brevity, only these two terms
are considered here.

The autocovariance function ofy(n) is then given by

Cyy~m![E@y~n!* y~n1m!#

[C1~m!1C2~m!1C3~m!1C4~m!, ~B4!
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where the four terms, obtained by substitutingy(n) from Eq.
~B3! in Eq. ~B4!, are

C1~m![A2E@x~n!* x~n1m!#, ~B5!

C2~m![ABE@x2~n!* x~n1m!#, ~B6!

C3~m![ABE@x~n!* x2~n1m!#, ~B7!

C4~m![B2E@x2~n!* x2~n1m!#. ~B8!

The termC1(m) in Eq. ~B5! is simply proportional to the
autocovariance function ofx(n)

C1~m!5A2Cxx~m!. ~B9!

The termsC2(m) andC3(m) can be evaluated by noting that
they involve the expected value of a product of three Gauss-
ian random variables. It can be shown that, for any three
jointly Gaussian random variables,X, Y, andZ of zero mean,
the following holds~Deutsch, 1965!:

E@XYZ#50. ~B10!

Therefore, it follows that:

C2~m!5C3~m!50, for all m. ~B11!

The termC4(m) involves the expected value of a product of
four Gaussian random variables. For any four jointly Gauss-
ian random variables,W, X, Y, andZ of zero mean, the ex-
pectation of their product is given by Eq.~B12! ~Deutsch,
1965!

E@WXYZ#5E@WX#E@YZ#1E@WY#E@XZ#

1E@WZ#E@XY#. ~B12!

From this, the expression forC4(m) becomes

C2~m!5B2E@x~n!* x~n!* #E@x~n1m!x~n1m!#

1B2E@x~n!* x~n1m!#E@x~n!* x~n1m!#

1B2E@x~n!* x~n1m!#E@x~n!* x~n1m!#.

~B13!

From the requirement thatx(n) is analytic, it follows that:

E@x~n!2#5E@x~n!* x~n!* #5E@x~n1m!x~n1m!#50.
~B14!

Thus, Eq.~B13! reduces to

C2~m!52B2E@x~n!* x~n1m!#E@x~n!* x~n1m!#

52B2Cxx
2 ~m!. ~B15!

Therefore, substituting Eqs.~B9!, ~B11!, and~B15! into ~B4!
gives

Cyy~m!5A2Cxx~m!12B2Cxx
2 ~m!, ~B16!

which gives the first two terms in Eq.~19!. The third term in
Eq. ~19! arises from a similar derivation to that of Eq.~B16!,
but retaining the cubic term in Eq.~B2!.

APPENDIX C: RELATING THE AUTOCOVARIANCE
FUNCTION TO THE FILTER PARAMETERS

The terms inCRR(h8), Eq. ~27!, can be calculated di-
rectly from the two parameters,fC andfBW characterizing

the bandpass filter. This relationship is derived below for the
general case of filtered white noise. Rather than working in
the h andf domains, it is convenient in the following deri-
vation to replaceh with the discrete time variable,n, andf
by the frequency variable,v. This allows the use of familiar
filtering terminology and notation, without leading to confu-
sion.

Consider a discrete time signal arising from Gaussian
stationary white noise passed through a bandpass filter such
that

x~n!5h~n! ^ w~n!5 (
m52`

`

h~m!w~n2m!, ~C1!

wherex(n) is the filter output sequence,w(n) is the~white-
noise! input sequence, andh(n) is the unit impulse response
function of the bandpass filter. A four-pole Butterworth band-
pass filter can be implemented as an autoregressive~AR!,
moving-average~MA ! filter with five MA and four AR filter
coefficients. Thus, Eq.~C1! is then represented as

x~n!5(
j 50

4

ajw~n2 j !2 (
k51

4

bkx~n2k!, ~C2!

where theaj and bk’s are the five MA and four AR filter
coefficients, respectively.

These nine ARMA coefficients are determined by only
three independent parameters: the sampling rate,f s , and the
desired upper and lower cutoff frequenciesvdU andvdL of
the Butterworth filter. These relationships are presented in
Eq. ~C3!

a05a45vBW
2 /D, a2522a0 ,

a15a350,

b15~2422A2vBW14vc
412A2vBWvc

2!/D,
~C3!

b25~622vBW
2 24vc

216vc
4!/D,

b35~2412A2vBW14vc
422A2vBWvc

2!/D,

b45~12A2vBW1vBW
2 12vc

21vc
42A2vBWvc

2!/D,

whereD, vc , andvBW are given by

D511A2vBW1vBW
2 12vc

21vc
41A2vBWvc

2,

vc5AvUvL, vBW5vU2vL , ~C4!

vU,L5tan~vdU,dL/2f s!,

and wherevU andvL are the dimensionless prewarped cut-
off frequencies of the Butterworth filter, andvc andvBW are
the dimensionless center frequency and bandwidth.

The unit impulse response function,h(n), is related to
the ARMA coefficients by

h~n!5H 0 for n<0

(
j 50

4

ajd~n2 j !2 (
k51

4

bkh~n2k! for n.0
,

~C5!

whered(n) is the unit impulse, defined by
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d~n![H 1 for n50

0 otherwise
. ~C6!

From Eq. ~C2!, the autocovariance function of the signal,
x(n), as defined in Eq.~11! becomes

Cxx~m!5(
j 50

4

ajCwx~ j 2m!2 (
k51

4

bkCxx~m2k!, ~C7!

where Cwx(m) is the cross-covariance function between
x(n) andw(n) defined as

Cwx~m![E@w~n!* x~n1m!#. ~C8!

The function in Eq.~C8! can be expressed in terms of the
impulse response function by substitution from Eq.~C1! to
give

Cwx~m!5EFw~n!* (
p52`

`

h~p!w~n1m2p!G
5 (

p52`

`

h~p!E@w~n!* w~n1m2p!#

5 (
p52`

`

h~p!d~p2m!Sww5Swwh~m!. ~C9!

Using the result in Eq.~C9! together with the causality prop-
erty of h(m) from Eq. ~C4! yields the following expansion
for the autocovariance function in Eq.~C7!:

Cxx~m!5

¦

Sww(
j 50

4

ajh~ j !2 (
k51

4

bkCxx~k! for m50

Sww(
j 5m

4

ajh~ j 2m!2 (
k5m

4

bkCxx~k2m!

2 (
k51

m21

bkCxx~m2k! for 1<m<4

2 (
k51

4

bkCxx~m2k! for m.4

.

~C10!

If desired, the right-hand side of Eq.~C10! could be
further expanded by replacing theh’s with a’s and b’s by
using Eq.~C4!, thus yielding equations involving onlya’s,
b’s, Sww , and Cxx(m). Furthermore, from Eqs.~C3! and
~C4!, thea’s andb’s could be replaced with the two Butter-
worth filter parameters,vC and vBW . Though the relation-
ship is nonlinear, it is usually possible to invert this system
of three equations, such that the three parametersvC , vBW ,
andSww can be calculated purely fromCxx(0), Cxx(1), and
Cxx(2). Thus, all values ofCxx(m) for m.3 are redundant.
To perform the inversion, an iterative numerical procedure
could be followed. This then illustrates the significance of
the variablehLim8 in Eq. ~36!. To obtain the three parameters
from Cxx(m) in this simple example,hLim8 would correspond
to m53.

However, this inversion only yields the correct values of
the three parameters if all the assumptions in the model are
met: the filter must truly be a four-pole Butterworth bandpass

filter, andCxx(m) must be known exactly. In reality, devia-
tions of the cochlea TW from the simple model, the presence
of noise, and the finite length ofx(n) all cause deviations
from these assumptions. From the cochlear model simula-
tions it was found that improved estimates of the model pa-
rameters were obtained ifhLim8 was somewhat larger than the
theoretical value given above, though the exact value ofhLim8
was not critical. The effect of this is to perform a least-
squares fit to Eq.~C10!, rather than performing an exact
inversion.

For example, in from the cochlea models it was found
that providedhLim8 was set between about 10% and 50% of
the available SFOAE signal length, very similar estimates of
the four parameters were obtained. Beyond about 50%, the
error term contains contributions from estimates ofCxx(m)
which become increasingly unreliable, owing to the dimin-
ishing interval of the integration in Eq.~35!.

1In this paper, the SFOAE is defined as the component of the ear-canal
pressure due to a backward-traveling wave originating in the cochlea. With
this definition, no periodicity is seen in the magnitude spectrum of the
SFOAE. Instead, periodicity is seen in both the real and imaginary parts of
the frequency spectrum of the SFOAE. Other authors~e.g., Talmadgeet al.,
2000! characterize SFOAEs using the magnitude spectrum of the ear-canal
pressure. This spectrum shows a similar periodicity owing to the pattern of
interference between the emission component and the stimulus components
of the ear-canal pressure.

2This differs from Zweig and Shera~1995!, wherexRef50 and thusvRef is
the basal natural frequency. This definition could not be used in the mea-
sured data, since the basal natural frequency is unknown. As a consequence
of this difference,h andx in Eq. ~4! differ from the corresponding quan-
tities denotedx̂ andx by Zweig and Shera by an additive constant, whileT
is identical in both nomenclatures.
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The mammalian cochlear map is optimally warpeda)
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The form of the mammalian cochlear frequency-position map has been well described by
Greenwood and empirical values found for its coefficients for a number of species. The apical
portion of the mammalian map is spatially compressed relative to the base, and this nonuniformity
in the representation of frequency is evidently consistent across species. However, an evolutionary
reason for this consistency, encompassing critical band behavior with respect to position, is
conspicuously missing. Likewise, the length of the cochlea in any mammal, including echolocating
species, is related to body size, but attempts to explain the length in terms of frequency limits, range,
or resolution have no general explanation. New insight stems from a hypothesis in which the map
curvature may be appreciated as an adaptation foroptimal frequency resolution over the auditory
range. It is demonstrated numerically that the mammalian curve may be considered a member of a
family of curves which vary in their degree of warp. The ‘‘warp factor’’ found to be common across
mammals is an optimal trade-off between four conflicting constraints:~1! enhancing high-frequency
resolution;~2! setting a lower bound on loss of existing low-frequency resolution;~3! minimizing
map nonuniformity; and~4! keeping the whole map smooth, thereby avoiding reflections. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1587150#

PACS numbers: 43.64.Bt, 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

The form of the cochlear tonotopic map is very basic to
the whole of auditory science, being considered at any stage
in experimental and modeling investigations through to clini-
cal work, cochlear evolution~Fay and Popper, 2000!, and
development~Echteleret al., 1989!, its extension to echolo-
cating capabilities~Ketten, 2000!, even to the fitting of co-
chlear implants~Skinneret al., 2002!.

The application which has triggered this investigation
has to do with making sense of otoacoustic emissions,
sounds which are emitted from the ear due to activity of the
rows of outer hair cells~OHC! stretched along the length of
the cochlear partition. In particular, the clinical usefulness of
otoacoustic emissions could be greatly enhanced if the emis-
sion signal could be deconvolved in such a way as to reveal
the extent of regions of dead or poorly functioning OHC.
Since the development of the otoacoustic emission technique
one should define at least two maps; a reception map and an
emission map, which may be the same map for theoretical
reasons~Shera and Guinan, 1999!, but this needs to be more
clearly defined for clinical use. It is not yet known how pre-
cisely the map for sounds emitted via reverse propagation
overlays the map of forward-propagated sounds input to the
ear and also how much emissions are a product of activity at
any place or how much they depend upon secondary or mul-
tiple reflections. Fundamental to efforts towards a reconcili-
ation is the need for a clear understanding of the form of the
cochlear map relating characteristic frequency versus posi-

tion along the cochlear partition. En route to such a recon-
ciliation, this paper revisits the receptive map for additional
clues as to why the map has its particular form, effectively,
low frequencies detected at the apex are spatially compressed
relative to high frequencies detected at the base.

The generalized form of the mammalian reception co-
chlear map which is described by the Greenwood relation

f 5A•~10ax2k!, ~1!

wheref is frequency~Hz!, x is the distance from the apex of
the cochlea~helicotrema end!, A, a, and k are coefficients
~Greenwood, 1961, 1990, 1996!. a is the gradient of high-
frequency end of the map, i.e., the coefficient of the deriva-
tive evaluated at the highest frequency,A is a constant which
shifts the curve as a whole along the log-frequency axis, and
k is constant, which introduces curvature into the frequency-
position function so as to fit low-frequency data. The gradi-
ent a may be expressed equivalently in two ways depending
upon whetherx is expressed in physical distance~mm! or is
normalized to the range@0, 1# ~@0, 100#%! to deal with varia-
tions in length of the cochlear partition which occur between
individuals, between species~Bohne and Carr, 1979!. The
maps of specialized cochleae, such as those from echolocat-
ing species, deviate from this relationship and are treated
separately below.

Table I shows values for these coefficients extracted
from the publications listed and other discussions~Green-
wood, personal communication!. If x is measured in millime-
ters, then we denote thata8 is the gradient~oct/mm! of the
log frequency-position map at the high-frequency end and is
a constant which for humans is equal to 0.06 mm21. The
parametera is the normalized value obtained multiplyinga8
by the cochlear lengthL ~mm!. The table is listed in roughly

a!This material has not been submitted elsewhere. A poster of this material
was presented at the conference ‘‘Biophysics of the Cochlea: Molecules to
Models,’’ Titisee, Germany, 27 July–1 August 2002.

b!Electronic mail: Eric.LePage@nal.gov.au
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descending order of size of the mammal beginning with
available data for elephant and ending with recent estimates
of parameters for the house mouse by Greenwood based
upon recent data~Ou et al., 2000!. The last three columns
indicate estimations of end frequenciesFapex andFbase, and
the number of octaves subtended betweenFapex and Fbase.
Note the values ofFapexare either zero for the cases wherek
is designated equal to 1, or the values indicated in parenthe-
ses.

In the table there seems to be a pattern across all mam-
mals for values of botha and k to cluster. However, there
appears to be two forms of exception. First, for most pri-
mates plus chinchillasa;2.1, while rats and opossum nota-
bly stand apart ata;1.0. Second, the values ofk seem to
cluster between 0.5 and 1. Further examination allows three
subclusters to be considered,viz., values ofk;1, k;0.85,
andk;0.5–0.6~Müller, 1996!. Values close to unity tend to
be for larger mammals where the data is obtained behavior-
ally ~Heffner and Heffner, 1982!, while the values around
0.85 and below tend to be applied to the more precise mor-
phological determinations such as those obtained with dye-
injection techniques~Liberman, 1982; Mu¨ller, 1991; Müller
et al., 1993; Müller, 1996!. Echolocating mammals are a spe-
cial case by virtue that they have multiple map regions, and
are treated separately below. For species which have rela-
tively small frequency spans, how the scale is represented
~linear or log! is probably not so important. While Green-
wood’s analyses of the form of the map are extensive, a new
reason is provided to show that for species whose range
spans.8 octaves, the plotting of the spatial dimension ver-
sus the logarithm of frequency has particular advantages for
understanding form.

Figure 1~A! shows, overlaid, the resulting maps for the
species plotted versus the logarithm of frequency for the em-
pirically determined values ofA, a, andk in Table I. In each
case the map referred to is the empirically found distance
along the cochlear partition~ordinate values! versus the es-
timated best incoming frequency for any location~abscissa!.
As might be expected from the clustering of values men-
tioned above, the curves are mostly very similar in shape.
The human and chinchilla curves almost overlay, as do

TABLE I. Values of Greenwood model parametersA, a, andk extracted primarily from the references listed. The parametera8 are the non-normalized values
obtained from dividinga by the cochlear lengthL ~mm!. The last for house mouse are recent estimates by Greenwood~personal communication! based upon
the data of Ouet al. ~2000!. The last three columns indicate estimations of end frequenciesFapex andFbase, and the number of octaves reception subtended
between theFapexandFbase. Note the values ofFapexare zero for the cases wherek51, or the values indicated in parentheses if the warp theory is valid and
k;0.85.

Name A a k L ~mm! Reference a8 ~mm21! Fapex ~Hz! Fbase~Hz! #Oct

Elephant 81 1.8 1 60 Greenwood~1961! 0.030 0~12! 5 111 28.7
Cow 52.6 2.1 1 38.3 Greenwood~1961! 0.055 0~8! 6 622 29.7
Human 165.4 2.1 1 35 Greenwood~1990! 0.060 0~20! 20 772 210
Macaque 360 2.1 0.85 25.6 Greenwood~1990! 0.082 54 45 321 9.7
Domestic cat 456 2.1 0.8 25 Liberman~1982! 0.084 91 57 407 9.3
Guinea pig 350 2.1 0.85 18.5 Greenwood~1990! 0.114 53 44 062 9.7
Chinchilla 163.5 2.1 0.85 18.4 Greenwood~1990! 0.114 25 20 583 9.7
Rat 7613.3 0.928 1 8.03 Mu¨ller ~1991! 0.116 0~1142! 64 502 25.8
Opossum 5821 1 0.564 6.4 Mu¨ller et al. ~1993! 0.156 2538 58 210 4.5
Gerbil 398 2.2 0.631 12.1 Mu¨ller ~1996! 0.182 147 63 079 8.7
Mouse 7130 0.99 1 6.8 Greenwood~pers.! 0.300 0~1070! 105 262 26.6

FIG. 1. Panels~A! and ~B! show log frequency-position maps according
to published values of the three coefficients of Eq.~1!, for normalized
distance from the apex towards the base. The top panel~A! shows the
similarity of 8 maps from elephant~ele!, cow, human~hum!, chinchilla
~chi!, guinea pig~gp!, macaque~mac!, cat, Mongolian gerbil~ger!, while
the highest frequency maps, for rat, opossum~opm!, and mouse~mou!,
which have shorter cochleae, have different basic gradients. The bottom
panel~B! shows for the human case, the hypothetical effect of varying the
third of the three parametersk over the values indicated in sequence. The
higher the value ofk, the bigger the correction. However, the value of unity
quoted several times in Table I incurs the problem that the most apical
region of the map is undefined. Any uncertainty in this value therefore
generates considerable uncertainty as to the frequency associated with the
most apical place.
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guinea pig and macaque, and domestic cat and Mongolian
gerbil. The notable exceptions in shape occur with the
smaller mammals, opossum, rat, and mouse; plotting them
on the same axes as the larger animals may lead to misinter-
pretation when the primary difference seems to be that the
cochlea is shorter in these species. The parametera has its
biggest effect on the slope of the curves; the higher the value
the more extensive the frequency range of the cochlea.

Figure 1~B! illustrates the hypothetical effect of varying
k for the human case, a feature which is the focus of this
paper. The straight dashed lines represent the case ofk50.
The value ofa ~2.1 for human! plots as the number of de-
cades spanned between the ends of the map for thek50 line.
For each species five different curves are shown for the val-
ues of k ~0, 0.56, 0.63, 0.89, and 1.0! as indicated by the
legend, chosen purely to coincide with the values quoted in
Table I. As k increases, the curvature increases so that the
spatial representation of frequencies at the apex is com-
pressed relative to the basal end~Greenwood, 1996!. A com-
mon alternate view is to regard the high-frequency represen-
tation as greatly expanded relative to the apex. The question
of which view to take becomes interesting in the context of
cochlear evolution, but to make progress it is necessary to
consider how precisely the available data define the low-
frequency end of the curve.

Plotted versus log frequency, the high-frequency end of
the map is almost straight. For the purposes of curve fitting
to data, changing the value ofk has little effect at the high-
frequency end, which is why it is generally taken to be
straight~Robles and Ruggero, 2001!. Values ofk.0 provide
a better fit of the model specifically for low-frequency data
points. The case ofk51.0 is special. The latter leaves the
map undefined at zero distance from the apex because it only
reaches the abscissa at zero frequency. At first this seems a
minor concern. Table I shows several species as having a
value ofk51, and presumably this is due to the sparsity or
difficulty of obtaining low-frequency points with precision
~Greenwood, 1996!. While the high-frequency end of the
map will be highly defined by high-frequency points, the
same is not true of the low-frequency end, where sensitivity
decreases more gradually as frequency is lowered depending
upon the size of the helicotrema~Dallos, 1970!. In this sense,
the form of Eq.~1! is ‘‘open ended.’’

The problem is that such values ofk are basically un-
satisfactory because, although this end of the frequency
range is important in behavioral terms, slightly differing val-
ues close to unity introduce huge variation of which fre-
quency relates to which position. Indeed, while Table I
quotes a value of unity, Fig. 1~B! shows that the most
satisfactory value ofk for human is probably closer to 0.9
because this almost coincides with the empirically deter-
mined value of 20 Hz at which sensitivity drops. While the
data may not support values ofk,1, similar theoretical
concerns exist, therefore, for every instance of values of
unity in Table I.

We are concerned here with how the form of the map
came about in terms of evolution, and what general trends
may exist, but may be obscured by the variations in the
wealth of data for which the equation has been fitted. One of

the significant studies on the evolution of hearing is from
Mastertonet al. ~1969!. They note that the acquisition of
high-frequency hearing in mammals is associated with the
development of the system of three ossicles in the middle
ear, a feature which was apparently present in early small
mammals. One of the points of their article is not just the
acquisition of high-frequency hearing in mammals, but in-
deed the apparent ‘‘loss’’ of high-frequency reception as the
size of the species increased@see again Fig. 1~A!#. They
postulate that since larger mammals were not so strongly
dependent upon interaural level differences to achieve local-
ization, localization could be achieved by interaural time dif-
ferences as the head size grew larger. They suppose that loss
of high-frequency sensitivity is a later development as the
size of mammals increased.

We are concerned here about an earlier stage of evolu-
tion, around the Jurassic period, in which the acquisition of
high frequencies apparently first took place. Fossils from that
period have revealed theMorganucodonhad an only partly
coiled cochlea~like reptiles and birds! but which had early
mammalian features—the characteristic beginnings of
middle-ear ossicle formation~Kermack, 1989!.

We are also concerned about what kinds of pressures led
the basilar membrane to elongate, why the length is strongly
species dependent, why the increase in length exceeds that
expected on the basis of increase in high frequency~Manley,
2000!, and ultimately what factors determine cochlear
length, a question which remains unanswered~Popper and
Fay, 1997; Ketten, 2000!. In turn, we are trying to reconcile
the ‘‘open-ended’’ form of Eq.~1! with the evolutionary
pressures which led mammals to acquire high-frequency sen-
sitivity ~Popper and Fay, 1997!. The considerations shed
some light on the Masterton hypothesis,viz., how larger
mammals came to lose the highest frequencies.

Our quest for reconciliation leads directly to a paradox.
It is a challenging paradox because we generally agree that
the equation is a faithful model of most frequency-position
data in generalist cochleae, certainly for high-frequency data
tested against it. On the one hand, we conceive of high-
frequency capability as having been ‘‘added on’’ to augment
low-frequency reception in the archetypal cochleae of lower
vertebrates, e.g., reptiles and turtles which hear up to about 1
kHz ~Crawford and Fettiplace, 1980!. On the other hand, the
equation, in effect, treats the low-frequency region as having
been added on to the primary first term, which defines the
curve for high frequencies. So, if the high-frequency end of
the cochlea is ‘‘newer’’ in evolutionary terms, how is it that
the first term is decidedly the backbone of the relation? That
is, how can we have a faithful model of the data in which the
‘‘older’’ end of the map~the archetypal low-frequency detec-
tion region! is handled by the second term, which is depicted
in Fig. 1~B! essentially as an end correction?

One might suspect instead that during the process of
selective adaptation to provide for high-frequency reception,
the low-frequency end would have remained essentially in-
variant, while adaptations occurred to increase basilar-
membrane stiffness at the high-frequency end, of the kinds
which became extreme in the case of the odontocetes
~dophins and porpoises! and bats~Ketten, 2000!. This ques-
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tion divides into two alternate possibilities. We know that Eq.
~1! does not cover such specialist cases, except maybe in
piecewise fashion, but overall the equation, despite its mini-
mal set of parameters needed for comparing species, sheds
no light on how those parameters became set for any species.
Is it possible that there exists a better overall characterization
of mammalian frequency-position data?

One possible resolution of the paradox is that high-
frequency reception has not simply been added on, in re-
sponse to selective pressure, but has instead required a fun-
damental change to premammalian cochlear mechanics. This
idea is already embodied in the generally accepted traveling-
wave theory~von Bekesy, 1960!, but other views exist~Fay
and Popper, 2000!. An alternate resolution of the paradox
may already be contained in the above-mentioned clustering
of values of the coefficients seen in Table I. However, it is
first necessary to disallow values ofk equal to unity on the
grounds~1! that it is unacceptable for a model to leave the
position of the very lowest frequencies undefined, and~2! the
more precise~dye-injection! map data ~Liberman, 1982;
Müller, 1996! set the values ofk,1. If, for examplek;0.85,
then two of the three coefficients~a andk! would be appear
virtually constant, at least across eutherian mammals. There-
fore, Eq. ~1!, simple as it is, may not necessarily be the
simplest model because it suggests redundancy.

While treating Eq.~1! as a precise characterization of
mammalian data, it would seem that the accuracy of the
points is not weighted in any way by their thresholds which,
by definition, rise at the frequency limits of reception.

A. Hypothesis

The existing data permit the recasting of Eq.~1! with
different boundary conditions. Taking into account the rises
in hearing threshold at the frequency limits which define the
frequency span, we may replace the open-ended Greenwood
model with a ‘‘closed-end’’ model. We achieve this by ac-
cepting the end frequencies to be those which are empirically
determined. While there is still some uncertainty as to what
the low-frequencies limits are because of the slow rise in
thresholds, the principle can still be illustrated for the human
case by taking the low-frequency limit to be 20 Hz and the
high-frequency limit to be 20 kHz.

This hypothesis gives rise to a series of corollaries
which can be tested in the same operation:~1! The map is
nonuniform in the sense that it compresses the tonotopic rep-
resentation towards the low-frequency end.~2! The resulting
‘‘warp’’ or smooth sag in the map is advantageous for mam-
mals, i.e., the departure from a uniform map, which comes
about by specific tapering of the mechanical properties~most
probably stiffness! of the cochlear partition.~3! Evolutionary
pressures~maybe over millions of years! have determined
the degree of warp.~4! The ‘‘warp factork8’’, i.e., the degree
of sag or ‘‘warp’’ in the map, is essentially common across
mammals.~5! This warp factor has important consequences
for all processes in the ascending auditory pathway which
depend upon the resulting tonotopicity, such as resolution of
separate frequency components.~6! The warp factor found is
an optimal value in the sense that it is the best trade-off
across mammals between conflicting conditions and seeks to

fulfill the need for a simpler, more global basis~Fay, 1992! to
‘‘establish a minimal and/or optimal set of parameters for
comparing species.’’

What follows is a development and testing of the hy-
pothesis and its corollaries, and it will be seen that there is a
more generalized way of regarding the map which has wide-
spread implications. The first is that this approach achieves
an escape from the severely limiting concept that the basic
curve is almost straight. We recognize instead that, plotted
versus log frequency the map has the property that it is
curved throughout its length, and for good reason. A second
is that uncertainties which may arise in the determination of
map estimates, e.g., Ouet al. ~2000!, may be partly due to
the fact that the Greenwood model is open ended, particu-
larly at the low-frequency end, so that there is no stronger
basis for testing the quality of any particular set of data, e.g.,
whetherA has the value 3000 or 7900, than being totally at
the mercy of sources of experimental error. A third applica-
tion is to the area of genetic correlates of cochlear develop-
ment, in particular to answering the question as to how the
map becomes established during development~Echteler
et al., 1989; Cantoset al., 2000; Brigandeet al., 2000!.

II. METHOD

The numerical exploration here examines the notion that
a better way to think of the curvature of the mammalian
frequency-place map is that it is warped. The advantages of
the warp concept might be achieved more elegantly in other
mathematical terms~Sheraet al., 2002!, maybe based upon
cochlear mechanical model parameters. However, it is not
necessary to hypothesize a basis different from Eq.~1! to
achieve a general appreciation of the concept and its appli-
cations. To the contrary, retaining the form of the Greenwood
model with new boundary conditions has one big advantage.
This exercise requires considering the map for the human
case so that the variables in Eq.~1! are fixed while consid-
ering what happens as we allow the three coefficientsA, a,
and k to vary. Once the end limits are fixed, changing the
value ofk has the very different effect of generating a family
of curves with different degrees of warp. Table II shows how
various degrees of warp can be achieved within the terms of
the basic relation@Eq. ~1!#. This is because each value ofk
uniquely sets the values ofA and a as seen in Table II,
except for the conditionk51, which generates a singularity.

TABLE II. Values of A anda are uniquely determined byk once the end
frequencies are set~for human taken as 20 Hz and 20 kHz!, establishing the
family ~Fig. 4!.

k A a

0.000 20.00 3.000
0.500 40.00 2.699
0.700 66.67 2.478
0.800 100.00 2.303
0.879 165.43 2.086
0.92 250 1.908
0.95 400 1.707
0.980 1000.00 1.322
0.990 2000.00 1.041
0.995 4000.00 0.778
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The new constraints tie the value ofa to that ofk, so chang-
ing k changes the value of the high-frequency slope as well,
unlike the original family of curves@Fig. 1~B!#.

By setting the end limits to coincide with the limits of
hearing sensitivity, we eliminate the possibility of having a
very poorly defined lower-frequency limit. The ‘‘add-on cor-
rection factor’’ k is thus transformed into the generalized
warp factork8 ~k5k8!. For the purposes of this exercise it
suffices to assume, simultaneously, that the corresponding
spatial limits are indeed the physical ends of the cochlear
partition, i.e., for the human case, distances from the apex of
0 and 35 mm~normalized distances 0 and 1!. An important
by-product of not reformulating Eq.~1! is that any tentative
conclusions about the near-constancy ofk found across
mammals carries across to the degree of warp~k8!.

III. RESULTS

Figure 2~A! shows for the human case the effect of vary-
ing warp by using the values ofk in Table II. The order of
the curves is reversed from Fig. 1~B!, viz., thek50 case still
gives rise to a uniform map throughout the length of the
cochlea~3.5 mm/oct!, but it is now located at the top and
spans the 3 decades~a53!. The advantages of this approach
become clear within the context that frequency resolution is
directly proportional to the gradient of the frequency-place
map ~Greenwood, 1990!. As the map becomes increasingly
warped, the steeper is the local gradient at any cochlear po-
sition and the greater will be the number of independent
resonators/channels serving any frequency range, giving rise
to greater parallel processing capabilities~Manley, 2000!.
The salient feature of the left panel, therefore, is that differ-
ent degrees of warp~12 values from 0 to 0.999 are shown!
represent different degrees of trade-off between high- and

low-frequency resolution. Figure 2~B! displays the deriva-
tives of the family of curves for octave steps throughout the
human frequency range, increasing upward from midrange
of the lowest octave~20 to 40 Hz!. As the warp increases
~k8→1!, there is an accompanying steady gradual decline in
the low-frequency resolution, whereas high values of resolu-
tion may be achieved at high frequencies, but only as
k8.0.95. In summary, fixing the lower-frequency limit
eliminates the zero-frequency possibility ask8→. Now, the
map becomes increasingly warped instead, leading to very
high values of high-frequency resolution.

It is helpful at this stage, but not essential, to suppose
that the hypothesized warping seen in the mammalian co-
chlear map was not present in archetypal cochleae. This is
reasonable considering the morphology of lower vertebrates
~Wever, 1978; Fay, 1992!. It is likely the case that they are
too short for the form of the map to be questioned beyond
whether it is simply logarithmic or linear.

A. Conclusion 1

For lower species to have evolved high-frequency hear-
ing, this did not, in the first instance, require elongation of
the cochlea. It only required arranging specialized tapering
of the cochlear mass, stiffness, and damping to bend the map
appropriately to whatever is the behavioral requirement.

Figure 2~B! clearly shows that spatial separation of fre-
quencies within an octave, by substantial fractions of a mil-
limeter, is achievable through warping, without cochlear
elongation being essential. The question of what factors led
to elongation of the cochlea may be logically separated from
the factors leading to map warp and is addressed below. In-
creasing the warp from zero initially produces a slow change
in the map gradients. This slow change withk8 continues for

FIG. 2. Panels~A! and~B! show the effects of fixing both end coordinates of the frequency-position map, rather than allowing them to float in the data-fitting
process. The justification for doing so is that it is important that the ends of the map be more or less defined by the decreases in hearing sensitivity. Thenew
boundary conditions force the other two coefficients of Eq.~1! ~A anda! to have values defined by the given values ofk shown in the inset which generates
a family of curves@panel~A!#, each with a different degree of warp. The thick black line~k50, a53.0! in the top panel~A! is unwarped~undistorted!. The
most common allowed value ofk50.88 in the highlighted curve is thus seen to be a member of the family, each of which has different local values of
frequency resolution~the gradient!. As k rises towards unity, the frequency representation as a whole moves towards high frequencies. Panel~B! reprocesses
the curves of panel~A! to show for representative frequencies, an octave apart, how the frequency resolution~mm/oct! changes with the warp factor~k!. Very
high values of frequency resolution may be achieved for high values ofk without the need to elongate the cochlea. Conversely, the effect of changingk on
low-frequency resolution is a steady decline.
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low frequencies, but as it rises above 0.9 there is a rapid rise
in the local gradient for the high-frequency~basal! end. Fig-
ure 2~B! shows, however, this apparent advantage comes at a
price. Actually, there are two obvious costs:~1! sacrifice of
low-frequency resolution, which may already have been the
indispensable product of substantial selective advantage, and
~2! departure from a tonotopically uniform map~e.g., the
constant mm/oct of the straight line at the top of the family
of curves!. Greenwood actually comments on the center re-
gion of the cochlear map with uniform gradient~Greenwood,
1997!. The clue which flows from Fig. 2~A! is that one can
see how the spatial extent of this central region varies with
warp. For the casek850 we have 10 octaves of uniform
map, but fork850.999 we only have about 1 octave of map
with the original gradient. We can define this region retaining
the uniform original gradient as having a certain ‘‘band-
width.’’ It turns out that it is a very insightful exercise to
compute this bandwidth as a function of warp.

We normally think of bandwidth as a concept of a band-
pass filter in which the low-frequency and high-frequency
slopes are very different in the passband than in the stop
bands on either side. To make progress we generalize this
notion of bandwidth so that the breakpoints are established
where the local gradient differs from the uniform gradient by
a set difference.

The three panels of Fig. 3 show how the ‘‘breakpoint’’
frequencies are calculated after establishing limits of gradi-
ent similarity. Panel~A! shows the derivatives of the curves
in Fig. 2~A!. Each member of the family has a region where
the gradient~mm/oct! crosses the gradient of the unwarped
map ~horizontal line!. Panel~B! is introduced because it is
clear that the resulting departure of local gradient is asym-
metric about the gradient of the top unwarped member of the
family. If we want to compare the effects of warp upon band-
width, our defined low-frequency and high-frequency limits
of similarity should ideally be symmetric about the gradient
of the central region. Hence, the logarithm of the gradient is
obtained. A criterion for similar positive and negative thresh-
olds can then be determined~here, the gradient threshold is
chosen to be60.14, seen as the two horizontal dashed lines
above 0 difference!. The resulting dependence of the band-
width upon map warp is shown in Fig. 3~C!, where each of
the log gradient curves crosses the gradient threshold limits.
The higher the degree of warp, the greater the curvature of
the family member and the smaller is the bandwidth of the
‘‘unwarped’’ ~subthreshold! region of the map, as suggested
in Fig. 2~A!. Note that both the center frequency and the
bandwidth vary systematically with the degree of warp.

B. Conclusion 2

For the value of warp apparent in most generalist mam-
malian cochleae, for which the map is precisely determined,
the bandwidth seems to loosely coincide with the bandwidth
of frequencies~viz., ;100 Hz to 3 kHz!, particularly impli-
cated in neural phase-locking phenomena~Brugge et al.,
1969! and periodicity pitch determination important for
speech~Sachs, 1984! and music~Tramoet al., 2001!.

IV. TESTING THE NOTION OF ‘‘OPTIMAL WARP’’

If there is any merit to the general notion that the mam-
malian tonotopy is warped, it should be possible to show, on
the basis of actual map data, that there exists some form of
compromise between conflicting low- and high-frequency
signal-processing requirements, or more general needs. Into
this category falls the need for long-term stability of the
tonotopic organization and, maybe in turn, protection of the
cochlea against acoustic overload. This argument follows
from the notion that damage will likely occur first at points
of discontinuity of basilar-membrane impedance, or its de-
rivative.

The last of the corollaries above is that the near invari-
ance ofk and a across species is the result of an optimal
trade-off for mammals. The nature of the trade-off is there-
fore of interest. It is clear from Fig. 2 that raising high-
frequency resolution by means of warping of the map, with-

FIG. 3. This figure shows that the central region of each member of the
family in Fig. 2~A! has a slope close to that of the unwarped map~k50! and
that its bandwidth varies systematically with the warp factork. Each mem-
ber of the family in~A! represents the gradient of the basic family which
crosses the gradient of the uniform map~horizontal straight line!. Panel~B!
allows a method of determining the bandwidth of this region by establishing
a threshold for gradient change. Panel~C! shows the frequency range be-
tween the left and right triangles which applies for each value ofk less than
the threshold value@60.14 in panel~B!#. This article was triggered by the
realization that, although this bandwidth is seen here to vary markedly with
k8, the common value ofk8;0.88 results in a bandwidth loosely coinciding
with frequencies associated with neural phase locking~important for speech
and music!, supporting the notion that the common value ofk is preset
according to a best compromise situation.
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out simultaneously changing the length of the cochlea leads
to loss of low-frequency resolution and a higher degree of
curvature of the map in the central region~Fig. 3!.

Figure 4 shows that the common value ofk;0.85 may
be no accident. It is straightforward to plot both the band-
width in octaves of this central region defined in Fig. 3 along
with the high-frequency slope@Fig. 2~B!# versus the warp
factor k8. In panels~A! and ~B!, the curve with the open
circles represents high-frequency resolution as a function of
k8. The straight line fitted to the open squares shows how the
limit of map uniformity varies withk8. Both of these curves
are normalized to vary in the interval@0, 1# in order to di-
rectly compare them. The two upper panels represent two
different thresholds~0.14 and 0.26! for ‘‘gradient-departure’’
levels setting the ‘‘bandpass’’ breakpoints. In each panel the
k8 value where the lines intersect represents the warp factor
condition for thebest trade-off between two conflicting con-

ditions: maximizing the high-frequency resolution and maxi-
mizing the ‘‘bandwidth’’ of the uniformly mapped region. No
matter which tolerance is considered, the optimal values of
k8;0.9. Since the reference gradient for this comparison is
somewhat arbitrary@3.5 mm/oct; see Fig. 3~A!#, it has fur-
ther been shown that changing the value of the reference
gradient for the comparison shifts the band limits but does
not change the estimate of the optimal value ofk, which
remains close to 0.9. When all the likely combinations of
reference gradient and gradient departure are tested grouped
together, the result is the series of histograms shown in Fig.
4~C!. Not only is there a strong clustering of values of opti-
mal trade-off in the rangek8 in the interval~0.85 to 0.95!,
there is a steep decline for higher values ofk8 and no inci-
dences of values ofk8,0.65.

A. Conclusion 3

There appears to be an optimal trade-off between two
conflicting conditions: increasing high-frequency resolution
and limiting the decline of the bandwidth of the central most-
uniform-map region. Indeed, this conclusion appears to inde-
pendently parallel the condition of ‘‘cochlear compromise’’
~Zweig et al., 1976! between two conflicting requirements—
maximizing both high-frequency resolution and avoidance of
reflections of waves along the basilar membrane.

B. Conclusion 4

Subject to caveats, the optimal value ofk8 coincides
with that value ofk found to be most common for mammals.
The correspondence is not perfect but is indeed remarkable.
This has been achieved using the Greenwood relation, which
guarantees that the map is smooth.

C. Conclusion 5

Mammals have arrived at a representation of frequency
versus position along the cochlear partition which is an op-
timal trade-off between conflicting requirements. These re-
quirements are:~1! high-frequency reception and resolution
is enhanced;~2! the map remains smooth; and~3! the center
region is maximally uniform~in terms of the longest possible
length of near-equal spacing for adjacent octaves!.

Returning to Fig. 1, it is possible now to view the shape
of the map in a new context. In particular, the near-common
value of the high-frequency slope finally has an explanation
in terms of evolutionary forces. No reason has ever been
supplied as to why the high-frequency slope should have any
value in particular for any species, or why the frequency
limits are not tied to body size, as is the frequency range
~Ketten, 2000!.

V. EVOLUTIONARY PRESSURE TO ELONGATE THE
COCHLEA

If high-frequency resolution could be achieved by warp-
ing the map, why did mammals develop long cochleae, and
what sets the length in any species?

Figure 5 illustrates that this manifestation of cochlear
compromise provides an explanation. The warp ensures that
the high-frequency slope~versus log frequency! may rise,

FIG. 4. If there is any merit to the generalized notion of the mammalian
cochlear map being warped, it should be possible to show that there exists
some form of compromise between conflicting low- and high-frequency
signal-processing requirements. We hypothesize that the near invarience of
k and a across species is the result of an optimal trade-off for mammals.
Panel~A! shows two curves. The open squares fitted with the straight line
shows the bandwidth of the apical unwarped region@from Fig. 3~C!# nor-
malized to the interval@0,1#, plotted versus value ofk, for the criterion value
0.26. The curve defined by the circles shows the normalized frequency reso-
lution @from Fig. 2~B!#. High values of both curves mean good map unifor-
mity in the central region and improved high-frequency resolution, respec-
tively. Since these two conditions vary inversely with rise ink, the place
where they cross~arrow! represents the best trade-off. This value sits around
a value ofk of 0.9. Varying the threshold criterion of setting bandwidth of
the central region does not change the condition of optimal warp@panel~B!#.
Panel~C! extends the test for optimal trade-off further to include all thresh-
old criteria and all appropriate ranges of the unwarped map gradient. The
resulting histogram shows that the optimal value ofk in the interval~0.85,
0.95! is robust. The result suggests that the mammalian cochlear map for all
unspecialized ears is optimally warped for best high- and midfrequency
resolution characteristics independent of length.
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but that at low frequencies the slope must drop correspond-
ingly @Fig. 2~B!#. Taking a hypothetical example, the left
panel~A! shows how, for a short cochlea~e.g., bird, reptile,
even echidna~Ladhams and Pickles, 1996! handling a fre-
quency range up to 10 kHz~say 4 to 7 mm in length! might
tend to become warped to transduce higher frequencies. The
warping process leads to reduced slope of the low-frequency
range~the family of curves below the straight line,k850!.
This is a poor trade-off which does not constitute evolution-
ary advancement if existing low-frequency resolution is lost.
The right panel~B! shows that if the warp is accompanied by
elongation of the cochlea to exactly counteract the decrease
in low-frequency resolution, loss of low-frequency perfor-
mance can be avoided. However, the smooth map constraint
requires that the whole cochlea is elongated in proportion.
Figure 5~B! shows the result. The loss of low-frequency
resolution is essentially avoided and the map elongates to~in
the case of human! 35 mm long~the curve fork;0.88!.

A. Conclusion 6

The lower the ~required! receptive frequency range, the
longermust be the resulting cochlea. It is therefore simplistic
to regard the archetypal cochlea as having elongated to pro-
vide high-frequency reception or even a given number of
octaves frequency range. Economy dictates that limited in-
crease in frequency resolution can be achieved in the first
place purely by warping the map. Elongation occurred be-
cause even the optimally warped cochlea could not meet
evolutionary demands~e.g., if the bandwidth of the uniform
central region is too narrow, or much higher frequency chan-
nel separation is required for noisy environments!.

B. Conclusion 7

Warping is an indispensable requirement for minimizing
space—providing maximally compact cochleae by minimiz-
ing the length increase necessary. In other words, evolution-
ary pressure would first seek to extract the best compromise

over the desired frequency range and ‘‘top up’’ the frequency
resolution by elongating the cochlea, but only so long as to
maintain optimal trade-off.

C. Conclusion 8

There exists a frequency span limitation for mammals
with generalist cochleae~i.e., echolocating animals ex-
cluded!, which is about 10 octaves, and this appears to be a
hard limit. The reason stems directly from Greenwood’s dis-
covery thata;2.1 is not exceeded by any species in which
the map is smooth and free of kinks~discontinuous deriva-
tives!. The reason the limit is hard stems directly from the
animal data. The octave range limit cannot be exceeded by
further extending~and coiling! the cochlea, because 2.1
~maximum 2.2! is the value pertaining to thenormalized
unity-lengthcochlea. As observed by Ketten, odontocetes’
hearing may cover 12 octaves but this comes at the price of
introducing a discontinuity into the map, or into the map
gradient, resulting in specialized anisomorphic cochleae.

VI. DISCUSSION

The form of the frequency-position map has its origin in
the shape of the critical band curve~Fletcher, 1940!. The
history of attempts to match frequency or pitch versus place
has given rise to many estimations maps including early
work ~Koenig, 1949; Fant, 1973!. The map has been exten-
sively characterized and modeled~Zwicker and Terhardt,
1980; Traunmu¨ller, 1990!. With the exception of the first two
early attempts, the modern estimates tend to be very similar
up to about 3 kHz with the long-considered characterization
~Greenwood, 1990! used as the starting point here. The warp
hypothesis suggests by contrast that critical bands are estab-
lished as a result of the optimal trade-off between conflicting
requirements.

None of this exploration calls into question the validity
of Greenwood’s formulation for adequately characterizing
the frequency-position map across mammals for the bulk of

FIG. 5. Panels~A! and ~B! demon-
strate evolutionary pressure to elon-
gate the cochlea. If warping the co-
chlear map can increase high-
frequency resolution, why do cochleae
vary in length? Panel~A! shows that if
an archetypal short cochlea gains
high-frequency resolution by evolving
warp, it simultaneously loses low-
frequency resolution@see again Fig.
2~B!#. If the existing low-frequency
resolution has species advantage, se-
lective pressure will act so as to offset
that disadvantage. Panel~B! shows
that simply elongating the cochlea can
limit the loss of low-frequency resolu-
tion. The existence of the warp means
that the whole cochlea does not need
to elongate to the extent which would
provide whatever required resolution;
space saving can be achieved by warp-
ing the map as well, reducing the final
extension.
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the available data. Moreover, none of the formulation loses
any of its validity in approach by fixing the boundary condi-
tions on the equation. To the contrary, this formulation adds
credibility to the equation by virtue that the end-frequency
limits are tied to where the sensitivity rises or by the corre-
sponding physical limits of the cochlear partition. However,
while the warp hypothesis should be tested against original
morphological data, this task is beyond the scope here.

What is remarkable in light of Masterton’s article is that
the degree of warp for all the larger species listed~Table I! is
about the same since the value of coefficienta is about the
same; indeed, there is a ceiling of maximum value of
a52.15. It follows from the constraints that the increased
sensitivity at lower frequencies in larger mammals is neces-
sarily accompanied by a loss of high frequencies, unless
high-frequency specializations such as basilar-membrane
stiffening structures are introduced. It is tempting to specu-
late that the evolutionary process was necessarily constrained
to weight the importance of low- and high-frequency infor-
mation and, in humans, it chose to weight the low-frequency
information as more important.

Two things follow from the evident 10-octave limitation.
The first is that the notion of a grand basilar membrane
~Ketten, 2000! from which a 10-octave segment is selected
for any species has new merit. However, the notion of ad-
justing the taper is something which doesn’t necessarily re-
quire long-term evolutionary forces. The optimal trade-off
between frequency resolution in the various frequency zones
is something which might even be dynamic—the result of
OHC activity. Second, Masterton’s hypothesis of the chrono-
logical loss of high frequencies might probably be relaxed.
His speculation is that humans lost very high-frequency re-
ception because as the head size grew the interaural time
differences sufficed so that high frequencies were no longer
needed. The alternate hypothesis here follows from the no-
tion that the 10-octave limit is imposed by the need for a
smooth map. Making more use of low frequencies necessi-
tates loss of very high frequencies if the propagation of the
traveling wave must be free of irregularities. It is not that
large mammals with very low-frequency~infrasound! recep-
tion ~e.g., great whales~Ketten, 1994! and elephants~Heffner
and Heffner, 1982; O’Connellet al., 1997! could not find a
good use for higher frequencies and therefore ‘‘lost’’ high
frequencies over time. Indeed, the odontocetes did get
around the problem by introducing stiffening structures, such
as the secondary outer-body lamina~Ketten, 2000!. This ex-
ercise has illustrated that the form of the map likely has a
specific origin which relates to forces which presumably
came into play as the advantages of high-frequency reception
evolved and which although sought has not had any exten-
sive explanation before now.

A. Very highly warped maps and echolocating
mammals

Considering the case of echolocating mammals~bats and
cetaceans!, it would appear that the constraints to provide a
very wide bandwidth and very high-frequency resolution
cannot be met while retaining a smooth map. Certainly some
bats have regions receptive to usual audio frequencies, but

they possess a ‘‘fovea’’ in which the gradient is up to 60
mm/oct ~Kössl and Vater, 1985!. Ketten ~2000! comments
that while there are many sophisticated mathematical models
of cochlear function, few are aimed at understanding species-
specific variations. It may be consistent with our notion of
warp that the price of higher resolution than the ceiling im-
posed by ana52.1 is a distinctly kinked and frequently
discontinuous map~Henson and Henson, 1979; Vater and
Lenoir, 1992! and not just the lack of need of intermediate
frequencies as is generally presumed. We have demonstrated
that situations may arise such that the advantages of main-
taining optimal warp are outweighed by the advantages of
rapid echolocation. Very high degrees of map curvature are
conceivable in the limit, such as a map wherek851, result-
ing in a map which has a square corner, zero midregion
bandwidth, zero low-frequency resolution, and infinite high-
frequency resolution. Practically such a map can only be
approached, and only to the extent that very rapid changes
in cochlear mechanical parameters, e.g., mass, stiffness or
damping can be achieved. Indeed, mammals with specialized
cochleae do exist to provide very much higher high-
frequency resolution but only at the cost when the map
becomes discontinuous, or its gradient becomes
discontinuous—a sufficient condition to establish reflections
along the basilar membrane.

B. Cochleae of large mammals

The more pressing the need to accommodate low fre-
quencies, the longer the length of the cochlea. The rapid rise
in the required length with increase in value ofk provides a
further reason~other than space limitations! as to why the
mammalian cochlea cannot attain such lengths as to achieve
arbitrary increases in high-frequency performance. Accord-
ingly, in early animals which have made good use of its
existing low-frequency resolution, but needed high-
frequency capability, the cochlea as a whole has increased
length in proportion to the degradation of low-frequency
resolution. The cases of human, cow, and elephant~Table I!
are receptive to very low frequencies and so the optimal
warp hypothesis will ensure that the cochleae are proportion-
ally longer ~up to 60 mm!. Whales which are sensitive to
infrasound will predictably have longer cochleae again. In-
deed, Ketten quotes 71 mm in the case of the blue whale.
This may not necessarily be because the animal’s cochlea
scales to body mass, but because of the reception of very low
ocean-transmitted frequencies and the need for uniform map-
ping in the middle of the hearing range.

C. Gender dependence

While convincing counterarguments may be advanced, it
is at least qualitatively consistent with the above argument
for elongation that cochleae of human males are 15% longer
than the cochleae of females~Satoet al., 1991!—the funda-
mental speech frequency is lower. Until now no explanation
has been offered.

904 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Eric L. LePage: Optimum warp of mammalian cochlear map



D. Cochleae of very small mammals including
rodents

The value ofk given for Mongolian gerbil is 0.63 and
0.56 for opossum. This lower value could possibly be due to
a bad estimate, e.g., due to few data points in the low-
frequency region, or it may be a fair estimate. The question
arises, is there any room for the value to be consistent with
the optimum-warp hypothesis? The value of 0.63 therefore is
at the low end of the values ofk seen in Fig. 4~C!, but not
inconsistent with the hypothesis.

In the cases of mice, rats, and opossum, the values ofa
are apparently more serious departures to be reconciled with
the generalized model. Some of the departure may be ex-
plained by the different methods~normal or edge frequency!
used to determine distance~Ou et al., 2000!. In these species
notably the cochlea is much shorter and the number of oc-
taves of audibility lower. As we saw in Table I, mice, rats,
and opossum appear to have ana value of about 1.0 rather
than the value of 2.1. Their estimated cochlear lengths are
shorter and their frequency spans are only;7 octaves. These
cases are qualitatively consistent with the warp theory. Mas-
terton hypothesized that they did not possess low-frequency
reception and the resulting frequency span required was
therefore less than the maximum possible. So, for the sake of
economy, their cochleae only extended to the extent that the
low-frequency characteristics they possessed were counter-
acted to meet their high-frequency requirement. It is consis-
tent that the warp is less and the cochleae are shorter.

This exercise has also demonstrated that local increase
in frequency selectivity can be achieved without length in-
crease, simply by adjusting the tapering of mechanical pa-
rameters to warp the map. The significantly increased fre-
quency selectivity in humans~Sheraet al., 2002! is directly
predictable from the notion that it is basically tied to spatial
constraints~Ehret, 1978; LePage, 1987!.

VII. SUMMARY

The form of the Greenwood relation for mammalian
tonotopicity initially appears paradoxical by virtue that the
equation seems to cater to low-frequency curvature by apply-
ing a ‘‘correction’’ at what seems to be the ‘‘wrong’’ end of
the map in evolutionary terms. Without loss of precision for
its fit to many data, the paradox is resolved by changing the
boundary conditions to fix the end-frequency limits in accor-
dance with behavioral threshold data. This leads directly to
the hypothesis that a better way to think about the form of
the map is that it is warped. That is, its local gradient varies
systematically with position from apex to base. In so doing it
shows that the Greenwood relation actually represents a
near-symmetric trend so that the correction thus applied to
the low-frequency end actually applies neatly to the high-
frequency end as well.

The hypothesis provides added meaning in terms that
this warp actually evolved in the process of mammalian ad-
aptation to high-frequency reception. Second, once the form
of the map is questioned from an evolutionary context, the
notion of warp becomes attractive, particularly when it is
shown that the common value ofk coincides with the value

which represents a state of warp for optimal trade-off. Third,
‘‘optimal warp’’ carries the added implication that the curve
is smooth and that the length of the central region is maxi-
mally close to being uniform, for as long a distance along the
cochlear partition as possible. Fourth, the concept of warp is
seen as an important space-saving mechanism in the process
of acquiring cochleae which transduce a wide range of fre-
quencies. The notion of optimal warp leaves many aspects to
explore, particularly the aspect that some measure of the
warp may be due to cochlear activity, accounting for discrep-
ancies in the passive stiffness range necessary for the full
range of audio frequencies. The ultimate significance of this
warp theory is at least fourfold. First, it provides a natural,
encapsulated idea to reconcile with map data derived from
various species. Second, it encompasses the ‘‘chicken-and-
egg’’ problem as to whether critical band placement occurred
as a result, i.e., subsequent to, the evolutionary optimization
of the map or vice versa. Third, mathematical models may
benefit from the process to arrive independently at the form
of the map—rather than presuming it at the outset in order to
set segmental parameters. Last, it may ultimately yield an
added basis for regarding data produced by genetic studies of
cochlear development,viz., which end of the cochlea has
extended~1! during the evolution process and~2! during
maturation.
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I. INTRODUCTION

An objective, noninvasive technique is presented to es-
timate bone conduction signals at the cochlea. Combining
these estimates with the measured force administered to the
head, an experimental nonparametric bone conduction trans-
fer function can be obtained.

Otoacoustic emissions~OAEs! are acoustic signals mea-
surable in the ear canal of most humans with normal hearing,
and can be used as an objective indicator of processes within
the cochlea of the inner ear~Kemp, 1978; Probstet al.,
1991!. There are several classifications of OAEs and of par-
ticular interest here is the distortion product OAE~DPOAE!
elicited using two pure tones of frequenciesf 1 and f 2 . The
two tones are typically related byf 2 / f 151.22 ~Harris et al.,
1989!. An emission can be recorded at the cubic distortion
frequency f dp52 f 12 f 2 from most ears with normal hear-
ing. The magnitude of this emission varies nonlinearly with
the magnitudes of thef 1 and f 2 stimuli, labeled L1 and L2 ,
respectively~Whiteheadet al., 1995!. Other distortion prod-
ucts are present in human ears, but the 2f 12 f 2 DPOAE
gives the most robust response~Lonsbury-Martin et al.,

1990; Probstet al., 1991!, and is therefore employed exclu-
sively in the work described here.

Audiometric bone conduction~BC! refers to delivery of
an auditory stimulus to the cochlea through application of a
mechanical vibration~usually to the head!, using a trans-
ducer designated as a bone conductor~Békésy, 1954!. The
basilar membrane responds the same to a given stimulus that
arrives through either bone or air transmission~Békésy,
1955; Bárány, 1938; Lowy, 1942; Tonndorf, 1966! with a
traveling wave from base to apex. Transmission through
bone to the cochlea is complex and includes a number of
distinct linear~Stenfeltet al., 2000; Håkanssonet al., 1996,
1986! mechanisms, although nonlinear activity of the stape-
dius muscle, tactile stimulation, and bone conductor distor-
tion may unbalance the growth of loudness between air and
BC at higher stimulus levels~Stenfelt and Ha˚kansson, 2002!.
The two major mechanisms of BC are referred to as inertial
and compressional~Bárány, 1938; Kirikae, 1959; Tonndorf,
1966!. Inertial BC, believed to be dominant at lower frequen-
cies~Kirikae, 1959!, refers to stimulation of the cochlea pri-
marily through relative movement of the ossicles of the
middle ear. Compressional BC, dominant at higher frequen-
cies~Kirikae, 1959; Khannaet al., 1976!, involves compres-
sion and distortion of the bony labyrinth of the cochlea itself
~Tonndorf, 1962!. A third mechanism of BC, referred to as
osseo-tympanic, is the radiation of sound by the ear canal
walls. This energy can reach the cochlea via the middle ear
as if it were a normal airborne sound. All three mechanisms
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2000.
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deliver BC signals that interfere at the cochlea to produce a
net stimulus@see Fig. 1~a!#.

Extensive research has been performed on the mechani-
cal vibration characteristics of the skull, using dry skulls,
cadavers, or individuals with titanium implants for hearing
aids ~Håkanssonet al., 1994, 1986!. These studies quantify
some characteristics of the BC pathway, but they cannot il-
lustrate the total transfer of energy to the fluid of the cochlea
itself, as the response measurements are from the skull alone
~Stenfelt et al., 2000!. It is desirable to know how a BC
stimulus is transformed from the surface of the head to the
cochlea. This can be represented as a nonparametric transfer
function ~TF!, where the estimated signal at the cochlea is
divided by the measured signal applied to the head in the
frequency domain. Large intersubject differences are antici-
pated in the BC TF from knowledge gained through subjec-
tive measurements~Dirks, 1964; Westonet al., 1967!; how-
ever the individual BC TF would be valuable for basic
auditory research that could lead to improvements in clinical
diagnosis and design of assistive devices.

BC and OAEs have separate histories of use in clinical
audiology and auditory research. A few researchers~Rossi
et al., 1988; Colletet al., 1989; Purcellet al., 1998! have
reported preliminary studies where emissions were stimu-
lated by BC, but their union can be further exploited. It is not
possible to directly measure the BC signal that reaches the
cochlea noninvasively. The method described here uses
DPOAEs and models of the auditory periphery to estimate
the magnitude and phase of applied sinusoidal BC signals at
the cochlea. The technique is noninvasive, objective, and es-
timates the total BC signal acting on the cochleain vivo.

II. METHODS

To evaluate the technique, BC TFs were calculated for
the frequency band 2 to 6 kHz in 100-Hz increments for five
normal-hearing participants~four male, thresholds,20 dB
HL for audiometric frequencies 1–8 kHz!, aged 22–27
years, on at least three different dates. An otoscope was em-
ployed to inspect the ear canal and eardrum of each indi-

vidual, but no measurements of acoustic impedance or air–
bone gap were performed. On each date, the acoustic probe
was sealed in the ear canal using the same rubber tip, and the
bone conductor was placed in a similar position on the ipsi-
lateral mastoid; however, the exact position and orientation
were necessarily unique for each session. Measurements us-
ing air conduction~AC! were always made first to allow time
for the bone conductor to settle, in case there was any sig-
nificant initial movement of fluids and tissue under the point
of application~Flottorp and Solberg, 1976!. Total test dura-
tion was 40 to 60 min. Some individuals found the bone
conductor became uncomfortable, and measurements were
then terminated at a reduced upper frequency limit~usually 5
kHz!.

DPOAEs were measured in the ear canal distal to the
tympanic membrane using an acoustic probe, constructed by
Poul Madsen Medical Devices, that contained a miniature
response microphone and two stimulus speakers~transducers
were manufactured by Knowles Electronics!. The acoustic
probe was always employed for delivery of thef 1 stimulus
~typically at 40 to 50 dB SPL; the actual value was deter-
mined on an individual basis as discussed below!. The probe
was used to producef 2 ~typically at 20 to 55 dB SPL! only
during AC measurements. The bone conductor was a piezo
electric device~Purcellet al., 1998, 1999! driving through an
impedance head~integrated force and acceleration sensors
manufactured by Bru¨el & Kjær, Type 8001, contact area 143
mm2!, and held in place by a nonadjustable spring steel head-
band. The headband provided a nominal application force on
the mastoid process of 5 N, but the actual force varied with
individual head size. The bone conductor with coupled im-
pedance head was used to deliver thef 2 tone ipsilateral to
the acoustic probe during BC measurements~typically at 10
to 45 dB HL!.

For each individual measurement, the acoustic and~if
applicable! force signals were digitized with 16-bit resolu-
tion at a rate of 22 050 Hz. Steady-state data were recorded
for near 1.5 s and subdivided into 16 segments~containing
an integer number of stimulus and response cycles! that were
averaged in the time domain. The response spectrum was
calculated using a fast Fourier transform~FFT! of the aver-
aged data~window length 92.9 ms or 2048 samples!. In the
frequency domain, the mean acoustic noise floor~NF! and
NF standard deviation were estimated by averaging values in
three frequency bins, of resolution 10.8 Hz, above and below
the f dp bin. An acoustic signal in frequency binf dp was con-
sidered statistically different from noise, and therefore a
valid DPOAE, if it met two criteria. These were that the
magnitude in binf dp must be at least 3 dB above the esti-
mated NF and greater in magnitude than the NF plus two
standard deviations. Magnitude and phase information were
stored for subsequent analysis for the acoustic stimuli (f 2

and f 1) and DPOAE (f dp), and the mass compensated force
of the bone conductor at frequencyf 2 .

A. Analysis

An estimate of the net BC signal at the cochlea is re-
quired to approximate the experimental BC TF from the sur-
face of the head to the cochlea. The BC signal that will be

FIG. 1. Schematic of the major BC pathways used to deliver auditory
stimuli from the transducer to the cochlea~a!. System overview of the elec-
troacoustic model of the human auditory periphery implemented from mod-
els in the literature~b!.
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estimated ‘‘at the cochlea’’ will subsequently be defined as
the pressure at the base of the cochlea, or the signal applied
at the input to the cochlear model described below. This is an
appropriate choice, because the basilar membrane will re-
spond identically with a traveling wave to this pressure, re-
gardless of whether it is generated by an AC signal from the
middle ear, or the interference of BC signals arriving through
several pathways.

An electrical analog model of the human peripheral au-
ditory system was employed to estimate the magnitude and
phase of steady-state sinusoidal acoustic signals at points in
the ear where they cannot be measured noninvasively~if it is
possible at all!. Each subsection of the model shown in Fig.
1~b! was implemented from the literature, and detailed cir-
cuits and element values are given in the appendix. Knowles
Electronics provided an electrical analog for the miniature
microphone used in the acoustic probe. Sound was delivered
to this microphone from the probe tip through a small diam-
eter tube~Zuercheret al., 1988!. A three-section transmis-
sion line was used to simulate the occluded ear canal using
an average occluded length of 13.9 mm~Gilman and Dirks,
1986!, diameter of 7.48 mm, and temperature of 34.4 °C
~Gardner and Hawley, 1972!. The middle ear model was
originally based on the work of Zwislocki~1962!, and was
extended by Gigue`re and Woodland~1994! by modifying the
stapes and cochlear windows such that a complex cochlea
could be added. The basilar membrane was modeled as a
cascade of up to 640 shunt second-order resonant circuits
~Giguère and Woodland, 1994!, with element values that var-
ied from the base to the apex such that the characteristic
resonant frequency changed similarly to a human cochlea.

Figure 2 shows the model pressure TF from the probe
tip to the base of the cochlea. The major resonance of the
middle ear occurs near 1 kHz, and the resonance of the ear
canal can be seen to dominate the response above 3 kHz. It
should be noted that in the BC analysis described below,
only the probe model and results shown in Fig. 2 were ex-
plicitly employed. The ear canal and middle ear model re-
sults of Fig. 2 were only used in a forward transmission
direction, for estimating the filter applied to a signal at stimu-

lus frequencyf 2 from the probe tip to the base of the co-
chlea. The technique described here does not require an ex-
plicit knowledge of the reverse middle ear TF. The reverse
middle ear TF affects the measured AC and BC DPOAEs, at
a given frequencyf dp, identically.

1. Estimating BC magnitude at the cochlea

The magnitude of the BC signal at the cochlea can be
estimated using a BC DPOAE calibration technique~Purcell
et al., 1999!, and the model of the ear canal and middle ear
described above. A DPOAE magnitude input/output func-
tion, or IOgram~Whiteheadet al., 1995!, can be obtained by
holding stimulus level L1 fixed, and plotting the DPOAE
magnitude as L2 is varied. When the stimuli are delivered
exclusively through AC, the IOgram will have a shape dic-
tated by the magnitude of the emissions elicited with the
particular stimulus magnitudes L1 and L2 ~see Fig. 3!. A
second IOgram can be obtained, with the same L1 delivered
through AC, but using BC to deliverf 2 . The shape of the
second IOgram will be similar to the first as in Fig. 3, but the
two curves will most likely be shifted with respect to the
index of L2 . This is because the nominal calibration of the
bone conductor may not be correct~relative to AC! for this
individual at this frequencyf 2 . In other words, the output
force of the bone conductor may be set to a certain nominal
level L2 , but the actual signal level at the individual cochlea
is different than during AC for the same index of L2 .

Using the assumption that emissions of similar magni-
tude are obtained with stimuli that are of similar magnitude
at the place of generation, the BC IOgram may be aligned
with the one obtained using AC. The magnitude of an indi-

FIG. 2. Transfer function showing the pressure magnitude and phase re-
sponses from the acoustic probe tip to the base of the cochlea determined
using the electroacoustic model of the human auditory periphery. The upper
magnitude plot shows the gain, and the lower phase plot shows the phase
shift across the ear canal and middle ear systems.

FIG. 3. Examples of AC~diamonds! and BC~symbol x! IOgrams generated
by varying stimulus magnitude L2 while all other stimulus parameters were
fixed (f 253704 Hz, f 153036 Hz, L1550 dB SPL!. The nominal AC level
L2 was calibrated in dB SPL, whereas the bone conductor was nominally
calibrated for the experiment in force units with an arbitrary force reference.
This force reference was chosen such that a single L2 index scale could be
used for both AC and BC~i.e., a given L2 elicited similar level DPOAEs,
and was behaviorally of similar level, through AC and BC for a typical
participant!. At the cochlea for this particular individual, the two modalities
deliver stimulusf 2 at different levels for a given value of index L2 , result-
ing in DPOAEs of different magnitude. The bone conductor can be cali-
brated to an equivalent dB SPL measured in the ear canal for this individual
by aligning the two IOgrams.
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vidual DPOAE is determined by a nonunique combination of
L1 and L2 , but by using IOgrams a sufficient map of the
input/output space is obtained such that the optimal shift
required to align the AC and BC IOgrams is unique. Each
desired value of BC L2 can be mapped to an equivalent value
of AC L2 ~equivalent as far as eliciting emissions is con-
cerned!. This mapping is essentially an objective correction,
with respect to AC, of the nominal calibration of the bone
conductor at thisf 2 frequency for this individual~Purcell
et al., 1999!.

In the illustrative data of Fig. 3, the BC IOgram can be
aligned with the AC curve with a shift left of about 5 dB. For
example, when the nominal index value of BC L2535 dB, a
DPOAE was elicited with a magnitude of about22 dB SPL.
A similar magnitude emission was obtained when the index
value of AC L2530 dB. In the implementation here, the op-
timal alignment of the two IOgrams was found by minimiz-
ing the square error between the curves, as the BC IOgram
was shifted in 0.5-dB increments through the L2 index space.
For each participant, and frequency band, the actual value of
L1 , and the range of L2 , could be adjusted. This was done to
obtain the most number of valid DPOAEs that were signifi-
cantly different from the background noise, and to give the
IOgrams features that make the alignment between the two
curves obvious and unique~as in Fig. 3!. The absolute value
of L1 used in a given set of IOgram measurements does not
affect the outcome~if sufficient DPOAEs are obtained! be-
cause it is the relationship between AC and BC DPOAEs that
is important~Purcellet al., 1999!.

Since the actual experimental values of AC L2 can be
measured at the probe tip, this mapping between BC and AC
can give a sound pressure value in the ear canal that elicits an
emission of the same magnitude as a given nominal value of
BC L2 index. Using these sound pressure values at the probe
tip and the model results shown in Fig. 2, an equivalent
pressure at the base of the cochlea can be derived for each
BC measurement.

2. Estimating BC phase at the cochlea

Estimation of the phase of the BC signal at the base of
the cochlea also relies on models of the acoustic probe, ear
canal, and middle ear. While BC phase can be estimated
using a cochlear model, an alternative method is presented
here that avoids explicit use of a general cochlear model by
employing AC phase measurements from the individual un-
der examination.

The pressure phase of thef 1 and f dp tones (f1 andfdp)
can be obtained at the electrical output of the microphone
during BC measurements. The net phase of thef 2 tone (f2)
at the cochlea delivered by the bone conductor is unknown
and not directly measurable. To estimatef2 at the base of
the cochlea, it is necessary to employ theory on the genera-
tion of the DPOAE. There are two sites along the basilar
membrane that contribute to the DPOAE for a given set of
stimuli ~Talmadgeet al., 1999; Shera and Guinan, 1999;
Knight and Kemp, 2000!. The first is the characteristic place
for the frequencyf 2 , which is where the stimulif 1 and f 2

interact most prevalently. The second is the characteristic
place for the frequencyf dp, and it may dominate the overall

DPOAE response at stimulus frequency ratios off 2 / f 1

,1.1 ~Knight and Kemp, 2000; Shera and Guinan, 1999!. At
larger stimulus frequency ratios, such asf 2 / f 151.22 used
here, thef 2 place is believed to be the major site of DPOAE
generation. The analysis will be simplified by assuming the
f 2 place dominates the generation of the DPOAE, and that
the emission component from thef dp place does not signifi-
cantly influence emission phase.

The cubic DPOAE inherits the phase of its stimuli at its
generation site, thef 2 place, according to the same relation-
ship that determines its frequency:fdp52f12f2

~O’Mahoney and Kemp, 1995; Bowmanet al., 1997; White-
headet al., 1996!. For the argument here, it will be assumed
that this equation calculates the basilar membrane volume
velocity phase at frequencyf dp due to the emission, from the
basilar membrane displacement phases of the stimuli at fre-
quenciesf 1 and f 2 . Giguère and Woodland~1994; Strube,
1986! note that the outer hair cell feedback loop, presumed
responsible for the DPOAE here, probably includes a stage
of differentiation. At any particular place on the basilar mem-
brane, the volume velocity is related to the pressure across
the membrane by the point impedance at that place. These
values are not explicitly calculated in the analysis, and a
different form would simply change the lumped terms in the
development below. For all subsequent discussion, the sym-
bols fdp, f1 , andf2 will again refer to the phases of the
pressures at frequenciesf dp, f 1 , and f 2 , respectively.

During IOgram measurements, DPOAEs are elicited us-
ing both AC and BC for every frequency of interest. For a
single AC IOgram, L2 is varied such that there are sufficient
AC DPOAEs to compare in magnitude with those obtained
through BC. For the AC DPOAE data,f2 , f1 , andfdp are
all recorded in the ear canal, and are all valid since the
steady-state signal in the ear canal may only travel to and
from the cochlea via the middle ear. The phase of the AC
DPOAE is available at the electrical output of the micro-
phone, and could also be calculated as

fdp
mic52b12b22gdp2bdp, ~1!

b15~f1
mic1a11b11c11g12p/2!, ~2!

b25~f2
mic1a21b21c21g22p/2!, ~3!

bdp5~cdp1bdp1adp!. ~4!

In the above equations,ai represents the phase shift between
the electrical output of the microphone and pressure at the
probe tip,bi is the phase shift between the probe tip and the
base of the cochlea, andci is the shift between the base of
the cochlea and thef 2 place. The phase angle between vol-
ume velocity and pressure is represented byg i . For all these
phase shifts, the subscript denotes the particular frequency of
interest ~i.e., g2 for f 2 , g1 for f 1 , and gdp for f dp). The
phase shift introduced by integration from basilar membrane
volume velocity to displacement is2p/2. Termsb1 andb2

in Eq. ~1! represent the basilar membrane displacement
phases off 1 and f 2 at the f 2 place, respectively. Together
they give the volume velocity phase of the DPOAE on the
basilar membrane at its presumed site of generation. The
third term in Eq.~1!, gdp, converts this phase to the pressure
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variable at thef 2 place. Finally, termbdp shifts this DPOAE
pressure phase back to the electrical output of the micro-
phone~in this case, termscdp andbdp represent reverse trans-
mission phase shifts on the basilar membrane, and across the
middle ear and ear canal, respectively!.

In this analysis, without employing quantitative values
from the model, all the termsai , bi , ci , and g i are un-
known. If these unknowns are grouped together, a new term
U may be defined to represent their summation:

U5fdp
mic1f2

mic22f1
mic . ~5!

The valueU is a function of stimulus frequencies,f 2 and f 1 ,
and stimulus magnitudes, L2 and L1 . For each IOgram com-
parison between AC and BC modalities, the stimulus fre-
quencies and magnitude L1 are held fixed. During AC mea-
surements of a single IOgram,U will vary due to the change
in outer hair cell activity with increasing magnitude L2 .

For BC measurements, onlyf1 and fdp can be com-
pletely measured in the ear canal. At thef 2 place,f2 is a
result of the net summation of BC components arriving
through different pathways. The cochlea does not, however,
react differently to the BC stimulus than it would to an
equivalent AC signal. Through IOgram comparison, the
magnitude of the BC tone has been determined as equivalent
to a certain acoustic sound pressure at the probe tip. This
specification of an equivalent AC L2 allows the correct index
of U to be chosen for the BC case sincef 1 , f 2 , and L1 are
fixed. With the correctU available from AC for a given BC
measurement, Eq.~5! can be rearranged to obtain the equiva-
lent total microphone phasef2 during BC:

f2
BC mic equivalent52f1

mic2fdp
mic1U. ~6!

Phasesf1 andfdp in Eq. ~6! are measured from the micro-
phone in the canal during BC. The calculatedf2 phase value
represents what would be digitized from the microphone out-
put during BC for frequencyf 2 , if all of the BC signal were
actually measurable in the ear canal. Employing the ear canal
and middle ear models~Fig. 2!, this equivalent BCf2 may
then be shifted to the base of the cochlea~known forward
model shiftsa21b2) for calculation of the total BC TF.

3. Separating the BC signal into ear canal, and
middle and inner ear contributions

Once the estimated BC signal at the base of the cochlea
is available, the nonparametric TF can be calculated. The
experimental TF is found by dividing the complex signal at
the cochlea by the complex force signal measured on the
surface of the head. This BC TF reflects the multiple contri-
butions made to the net BC signal at the cochlea. During BC,
the microphone recorded the sound pressure of thef 2 tone
radiated by the canal walls@the osseo-tympanic pathway in
Fig. 1~a!#. This sound pressure is not significantly influenced
by tympanic membrane radiation of other BC components
into the ear canal~Khannaet al., 1976!. It will therefore be
assumed to accurately represent the energy radiated at stimu-
lus frequencyf 2 by the canal walls during BC. This energy
crosses the middle ear as a normal AC sound would, and
contributes to the net signal at the cochlea.

Once again using the ear canal and middle ear models,
the measured ear canalf 2 tone during BC can be transposed
to the base of the cochlea. With the ear canal BC contribution
known, the TF can be separated into ear canal and middle/
inner ear components. Although the ear canal BC contribu-
tion is transmitted to the cochlea via the middle ear appara-
tus, it is distinct from the signal generated by ossicular
inertia. Through linear superposition, the middle ear conveys
both signals to the cochlea.

The middle/inner ear components are largely due to os-
sicular inertia and labyrinth compression, but they may also
include fluid inertia in the cochlea~Bárány, 1938! and other
effects. It is not possible to separate these contributions here;
however, the acronym OILC, which derives its name from
the major components of ossicular inertia and labyrinth com-
pression, will be used to refer to the net BC signal due to the
contributions of the middle and inner ear. The inertial middle
ear component contributes most significantly to BC below 2
kHz, and may have less impact for the higher frequencies
used here. There is some disagreement in the literature about
the role of middle ear inertia in BC at higher frequencies,
and this will be discussed further below.

III. RESULTS

Figures 4 and 5 show one example TF from each par-
ticipant displayed as a Bode plot. In Fig. 4, data from three
individuals is shown forf 2 values from 2 to 6 kHz. In Fig.
4~a!, both the magnitude and phase plots show that the total
BC response for this individual was dominated by the OILC
component and that the ear canal component contributed
only marginally. The individual in Fig. 4~b! had a more com-
plex TF. Between 2 and 2.6 kHz the OILC and ear canal
components were near equal in magnitude and 180° out of
phase. At the cochlea the two signals destructively interfered
to reduce the total BC response. The most remarkable feature
occurs in the OILC response near 4.9 kHz. There is a large
null of almost 20 dB in the magnitude plot and an associated
phase change of1234° in the phase graph. Figure 4~c!
shows regions where the two BC components interfere de-
structively~near 2.3 and 5.8 kHz! and constructively~near 3
kHz!.

Figure 5 shows data from two individuals forf 2 values
from 2 to 5 kHz. These individuals found the bone conductor
uncomfortable towards the end of the test period, so the band
from 5 to 6 kHz was omitted. Figure 5~a! shows an indi-
vidual whose BC TF was dominated by the OILC component
between 3 and 4 kHz, but there is a sharp null in the contri-
bution at 2.3 kHz. In Fig. 5~b! the ear canal component in-
terfered with the OILC contribution for most of the fre-
quency band.

Figure 6 shows data from one individual on three differ-
ent test dates to demonstrate the repeatability of the measure-
ments@same subject as Fig. 4~c!#. On the last date shown
~dotted line!, a hardware problem prematurely ended data
collection before the band 5 to 6 kHz could be tested.
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IV. DISCUSSION

A. Nulls in the response

While Fig. 4~b! ~near 4.9 kHz! was the best example of
a valley in the magnitude response of the OILC component
for the five participants, other smaller response dips were not
uncommon. If theU value and ear canal estimate were rea-
sonably accurate for each individual, then it is possible that
these valleys in the magnitude response represent actual

nulls in the OILC component. In some cases these nulls were
associated with relatively large phase changes, but the com-
plexity of the system, or the coarse frequency resolution~100
Hz!, may be responsible for their absence or obfuscation in
other instances.

There are a number of mechanisms that could be respon-
sible for a dramatic reduction in the OILC component near
specific frequencies. As noted in its definition, OILC repre-
sents all contributions to the total BC response, with the
exception of the ear canal component. These are presumed to
be most predominately inertia of the ossicles and distortion
of the cochlea~Khannaet al., 1976!. In the measurements
described here, it was not feasible to separate these factors. It
is possible that at certain frequencies, contributions from the
middle and inner ear destructively interfere to form a null in
the OILC response. The major resonance of the middle ear
occurs at roughly 1 kHz, but some researchers consider that
the influence of ossicular inertia may extend to the higher
frequencies used here~Stenfeltet al., 2000!.

If the middle ear does play a less significant role in BC
at these frequencies~Khannaet al., 1976!, it is possible that
the null is a reduction of the inner ear compressional contri-
bution due to an antiresonance of the skull. Estimation of the
properties of a lightly damped system with well-separated
resonant frequencies can be accomplished using a wealth of
techniques in the literature. Unfortunately, the system under
study here is known to have closely spaced resonant frequen-
cies and is heavily damped, which makes analysis relatively

FIG. 4. Bone conduction transfer functions determined for three individuals
from 2 to 6 kHz. Data is presented as a Bode plot for each individual with
the magnitude response or system gain in dB@20 log10 (output/input) mag-
nitude, where the input was the force applied to the head inmN and the
output was the estimated BC pressure signal at the cochlea inmPa# plotted
above the unwrapped phase response or phase shift across the system in
degrees~output–input phase!. The solid line, without symbols, indicates the
total BC response. The dash line, with open circles, denotes the ear canal
component, and the dot line, with the symbol x, marks the net contribution
from the middle and inner ear constituents~OILC!.

FIG. 5. Bone conduction transfer functions determined for two individuals
from 2 to 5 kHz. Symbols are as described in the legend of Fig. 4.
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difficult. Through direct measurements on skin penetrating
titanium implants, Ha˚kanssonet al. ~1994! found that skull
resonances were unlikely to greatly affect bone-conducted
sound due to relative damping coefficients as high as 8.6%.
They did conclude, however, that antiresonances may play a
significant role. Their transcranial accelerance~acceleration/
force! functions show notable dips of 201 dB in the re-
sponse from 0.5 to 10 kHz. These measurements were made
across the skullin vivo from one titanium implant to another,
and were not evident in point accelerance measurements.
The antiresonances may be due to the measurement point
being on a nodal line, or destructive interference of vibra-
tions reaching the contralateral implant through different
pathways across the skull apex and base. Measured skull
acceleration is not analogous with the compressional BC sig-
nal acting on the cochlea~Stenfeltet al., 2000!. It is, how-
ever, operated on by an unknown function that transforms it
into the compressional BC signal. Therefore, an accelerance
antiresonance is most likely seen by the cochlea as a dra-
matic reduction in the compressional BC signal. The TFs
determined here are neither point nor transcranial measure-

ments, and the question of whether such antiresonances may
appear at the cochlea ipsilateral to the bone conductor is
addressed by Stenfeltet al. ~2000!.

Using two sets of three orthogonal accelerometers, Sten-
felt et al. ~2000! were able to investigate the vibration of the
temporal bone that encases the cochlea, for various applica-
tion positions of the bone conductor. The accelerometer as-
semblies were each cemented on the inside of the temporal
bone of a dry skull as near as possible to the corresponding
cochlea~one assembly per cochlea!. This arrangement al-
lowed them to measure both the ipsi and contralateral re-
sponse of the bone encasing the cochlea, to a vibration ap-
plied to the~external! mastoid portion of the temporal bone.
Their findings indicated that up to 10 kHz on the ipsilateral
side, the acceleration of the bony labyrinth in the excitation
direction is essentially in phase with the excitation. The mag-
nitude response in this direction showed small dips of about
10 dB at several frequencies between 2 and 6 kHz. Accelera-
tion in the two directions perpendicular to the excitation
showed much deeper nulls of 201 dB on the ipsilateral side.
If the BC compressional response is a function operating on
the summation of the three orthogonal accelerations, then
antiresonances may persist at the ipsilateral cochlea, and af-
fect bone conducted sound. The other possibility considered
was that the cochlea responds most significantly in the direc-
tion of the applied excitation. If this is the casein vivo, then
the ipsilateral cochlea does not experience significant com-
pressional BC stimulation and the total BC response is domi-
nated by inertial components of the middle and inner ear
~Stenfeltet al., 2000!.

B. Intrasubject repeatability of transfer functions
between sessions

As shown in Fig. 6, there was certainly some variability
across dates, but the measurements were in general reason-
ably supportive of one another. In Fig. 4~b!, the largest null
in the OILC curve at 4.9 kHz was not found on subsequent
dates, but in the magnitude plot of Fig. 5~a!, the null at 2.3
kHz was repeated during the second test. Response zeroes
can be influenced by transducer placement~whereas system
resonant frequencies are not!.

On each test date, participants indicated that they were
not experiencing any respiratory congestion, but no objective
assessment of middle ear impedance was performed. Behav-
ioral hearing thresholds were also only determined on one
test date. Unknown changes in middle ear status between
dates would add to the variability of the calculated TFs.

It is known from subjective measurements, such as loud-
ness balancing, AC/BC thresholds, and cancellation, that
there is significant variability in the magnitude of a BC tone
at the cochlea, when the signal is applied to the mastoid
portion of the temporal bone~Dirks, 1964; Westonet al.,
1967!. Cancellation measurements also demonstrate that the
phase of the BC tone can change rapidly with movement of
the head relative to the bone conductor. Even on the forehead
where measurements are more repeatable than the mastoid,
variations in position of a few mm can lead to large changes
at some frequencies. Khannaet al. ~1976! found that the
sound pressure measured in the ear canal varied by as much

FIG. 6. Bone conduction transfer functions from a single individual@person
from Fig. 4~c!# measured on three different dates. This figure is divided into
three upper panel magnitude plots~a!, and three lower panel phase plots~b!.
Each subplot shows either the total response, the middle and inner ear com-
ponent~OILC!, or the ear canal component, across three test dates for the
individual. This facilitates comparison of the various response constituents
on the different test dates. As with Figs. 4 and 5, the total response lines
have no symbols, the OILC component is marked with the symbol x, and the
ear canal contribution is indicated with open circles. In this figure, however,
line style is used to indicate the test order. A solid line, dash line, and dot
line demarcate the first, second, and third test dates, respectively.
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as 25 dB when the vibrator position was varied on the fore-
head. The inability to replace the bone conductor in exactly
the same position and orientation may explain some of the
magnitude and phase changes found between experimental
dates~Fig. 6!. Application force below 5.4 N with a standard
bone conductor can also lead to increased variability~Dirks,
1994!. Since the headband was nonadjustable, the applica-
tion force was lower for some subjects depending on head
size.

Additionally, the estimate of the BC magnitude at the
cochlea is dependent on both AC and BC measurements of
DPOAE magnitude. As discussed in Purcellet al. ~1999!,
there is some variability of the estimate at each frequency
due to the technique itself~typically ,3 dB when the trans-
ducers are not moved!. Variation in the length of the ear
canal with different insertions of the acoustic probe would
also affect the results, predominately at frequencies of 4 kHz
and higher. Insertion depth should, however, have been rea-
sonably consistent as the same acoustic probe tip was used
for every test with each individual.

Spontaneous OAEs~SOAEs! could have a significant
impact on individual DPOAE measurements during AC and
BC, if they were of similar frequency and of significant mag-
nitude relative to the elicited DPOAEs. When employing this
BC TF technique, it is prudent to check for the influence of
SOAEs. This can be accomplished either through direct mea-
surement of SOAE activity with no stimulus present, or by
examining the DPOAE phase responses for each IOgram.
During the measurement of an IOgram, multiple DPOAE
measurements are made with all stimulus parameters fixed,
except L2 . The hardware system employed here produced
the stimulus tones~and therefore the elicited DPOAE! with
phases that were unsynchronized from measurement to mea-
surement. If SOAEs were significantly affecting the
DPOAEs in the canal for a given IOgram, they would be
expected to add constructively for some measurements and
destructively for others. This would lead to large variations
in DPOAE phase in a given IOgram, and these were not
observed here. After IOgram comparison, the BC DPOAE
with the best signal-to-noise ratio was used to calculate the
BC TF. Similar TFs could be obtained with the second or
third most robust BC DPOAE, as determined by the signal-
to-noise ratio. It is therefore unlikely that SOAEs played a
significant role in the results reported here.

C. Comparison of intersubject transfer functions

Large intersubject differences are known to exist when
BC is employed. These are believed to be due to the com-
plexity of the BC modality which derives its characteristics
from the singular geometry, configuration, dynamics, and
mechanical properties of every individual’s skin, subcutane-
ous tissue, middle ear, and skull. Investigations of the reso-
nant frequencies~Håkanssonet al., 1994! and mode shapes
~Khalil et al., 1979! of the human skull have found that each
skull is unique. Intersubject variation of skin/skull mechani-
cal impedance is also quite large~Flottorp and Solberg,
1976; Håkanssonet al., 1986!. Additionally, it is difficult to
predict an individual’s response to BC. There is no clear
relationship between the size of an individual’s head and its

lowest resonant frequency~Håkanssonet al., 1994!. The
thickness of the skin and subcutaneous tissue layers do not
have a direct correlation with the transmission of vibration
from the surface of the head to the skull~Mylanus et al.,
1994!. There are also large variations~SD 6.9 dB on the
mastoid! in the threshold of hearing through BC for young
otologically normal people~Richter and Brinkmann, 1981;
Haughton and Pardoe, 1981!.

Each individual’s TF was distinctive and contained
unique features, but they all shared some similarities. A com-
parison can be made between mean population standards and
the results here by employing the assumption that thresholds
through AC and BC should be equal in the absence of a
conductive impairment~Hood, 1979!. Figure 7 shows mag-
nitude TF plots where the reference equivalent threshold
sound pressure by AC~ISO, 1994a! has been transposed
across the ear canal and middle ear, or just the middle ear, to
the base of the cochlea, and is then divided by the reference
equivalent threshold force level for BC~ISO, 1994b!. Curves
calculated using the AC threshold as measured in a Zwis-
locki coupler~Wilber et al., 1988! are also shown. The stan-
dard sound pressure is given for calibration of audiometric
insert earphones~Etymotic Research ER-3A! in a standard
occluded-ear simulator~IEC 711 or Zwislocki coupler! with
a microphone where the eardrum would be; therefore the
effect of the ear canal would already be included. The BC
thresholds are also specified for a standard contact area and
force, but this exercise demonstrates that the magnitude TFs
found for the participants here are not unreasonable. Com-
paring the curves in Fig. 7 with the magnitude plots in Figs.
4–6, it can be seen that they share gross absolute dB level
and in some cases general trends. The average magnitude
response of the participants is also plotted for reference in
Fig. 7.

FIG. 7. Illustrative BC magnitude response function~output/input magni-
tude! determined using standard reference thresholds for AC and BC. In the
calculation, the input signal was the reference force threshold for BC on the
surface of the head. The output was the signal estimated at the cochlea by
scaling the reference AC sound pressure in the ear canal to a pressure at the
base of the cochlea. The solid line is for the occluded-ear simulator specified
by the ISO, and the dot line is for the Zwislocki coupler. The dot and solid
lines with open circles denote the AC reference was scaled by both the ear
canal and middle ear models. The dot and solid lines without symbols indi-
cate the air reference was scaled by the middle ear model alone. The dash
line is the average response of the five participants.
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D. Sensitivity to model values and other issues

In the calculation of BC TFs discussed here, models of
the peripheral auditory system and acoustic probe have been
extensively employed. The model of the probe can be speci-
fied based on knowledge of its construction, and can be
tested experimentally. The model of the ear is far more com-
plex and has been developed over decades by experts in the
field. As one moves inwards from the ear canal, the practi-
cality of altering the model to fit a given individual for the
purposes of experimental data analysis diminishes.

The model was employed for two main purposes. First,
electrical signals digitized from the microphone output had
to be corrected, such that the actual magnitude and phase of
the acoustic pressure signal sampled at the probe tip were
available. Second, the cascaded models of the ear canal and
middle ear were employed to estimate the magnitude and
phase of the sinusoidal stimulusf 2 acting at the base of the
cochlea, from measurements or estimates at the probe tip.

The model ear canal was responsible for elevating the
high-frequency end of the magnitude plots in Figs. 4–7. The
results could be made more specific to the individual by
measuring the canal diameter, and estimating the probe in-
sertion depth either optically or acoustically~Zemplenyi
et al., 1985; Chan and Geisler, 1990!. Alternatively, a probe
tube microphone near the eardrum might be employed if its
frequency response characteristics were suitable for the fre-
quency band of interest. Modification of the middle ear
model to fit an individual could be possible through measure-
ments of acoustic impedance, or a DPOAE IOgram tech-
nique such as developed by Keefe~2002!. Changes in the
middle ear model would most affect the lowestf 2 values of
interest here~those closest to the major forward transmission
resonance of the middle ear at about 1 kHz!.

For transient evoked OAEs~TEOAEs!, Rossi et al.
~1988! found on average that the peak-to-peak amplitude of
the emission measured in the time domain grew 4.6 dB less
when elicited by AC than by BC, as the stimulus click level
was increased from 10 to 20 dB above the threshold for
detecting TEOAEs. As the stimulus level was increased from
20 to 30 dB, the average AC TEOAE grew 0.7 dB more than
the BC TEOAE. Also, the threshold for detecting the BC
TEOAE was on average 10 dB SL as compared to 0 dB SL
for AC. They attributed the differences to a nonlinear com-
petitive inhibition of the click stimuli arriving through mul-
tiple pathways during BC. OAEs are sensitive to small incre-
ments in stimulus level, and the difference in TEOAE growth
between AC and BC~between 10 and 20 dB! could also have
been caused by nonlinear behavior of the RadioEar B-71
bone conductor used in the study. Their B-71 was calibrated
using input voltage tables, and no direct measurement of the
output force of the vibrator was made. If the nonlinear com-
petitive inhibition proposed by Rossiet al. ~1988! was the
cause of their findings, it may be specific to the use of tran-
sient stimuli in evoking the TEOAE. Pure tone studies using
steady-state stimuli show the basilar membrane responds the
same to both AC and BC~Lowy, 1942; Békésy, 1955;
Khanna et al., 1976!. The outer hair cells on the basilar
membrane, presumed responsible for the DPOAEs, should
not be able to determine the transmission modality of the

stimulus from their frame of reference. Such systematic dif-
ferences between AC and BC DPOAE growth have not been
observed in the present study, or in previous DPOAE data
~Purcellet al., 1999, 1998!.

V. CONCLUDING REMARKS

Stenfelt et al. ~2000! provide a helpful summary that
puts the BC problem in context. They express that the BC
phenomena remain elusive to fully define because of their
complexity. This complexity has denied an analytical solu-
tion, and the nature of the cochlea makes direct measure-
ments impossible in humans. Therefore ‘‘...either a subjec-
tive measurement of the human skull or objective
measurements of a cadaver, dry skull, or an animal have
been used to link the response of an applied vibration of the
skull to that of the cochlea’’~Stenfelt et al., 2000!. In an
earlier paper, Ha˚kanssonet al. ~1986! identified the need to
‘‘design and perform measurements which objectively deter-
mine the vibration transmission through the skin to the bone
as well as through the bone to the cochlea.’’ They also note
the difficulty of making such measurementsin vivo ~Håkans-
sonet al., 1994!.

The technique described here may help fulfill some of
the requirements specified above. It is objective and esti-
mates the BC TFin vivo and noninvasively. The contribu-
tions of the middle and inner ear can be separated from the
total response but not from each other. The method may be
effective at determining frequencies where a cancellation oc-
curs between the middle and inner ear components, or a
nodal line passes near the cochlea. Application of the bone
conductor to the forehead could minimize the contribution of
the middle ear, and hence give more of the compressional
constituent.

This technique may be useful in research applications
where it is desirable to know the BC TF for the individual
under test. Compilation of values across a large number of
participants could yield new general information about the
mechanisms of BC to improve clinical diagnosis and design
of assistive devices, and help advise when surgical interven-
tion would be fruitful. With an appropriate substitution of ear
models, the method could be applied to an animal model for
investigating fundaments of audition. The low-pass filtering
characteristics of the middle ear may make BC an attractive
modality for stimulating high frequency OAEs. Another pos-
sible application is to useU values for tuning the parameters
of cochlear and middle ear models to better fit the individual.

A number of limitations exist, the foremost of which is
the need for robust DPOAEs in the frequency range of inter-
est. This precludes the use of the technique on most individu-
als with a mild to severe sensorineural hearing loss. If the
signal-to-noise ratio of an individual’s DPOAEs is too low,
the phase measurements may be grossly contaminated with
noise. The presence of a strong spontaneous OAE at the
frequency of interest could also influence the measurement,
although this effect was not observed here. The lower fre-
quency limit of the technique is determined by the lowest
frequency at which the DPOAE can be reliably recorded.
This may allowf 2 to go as low as 1 kHz, but noise becomes
more of a problem at these frequencies. The high-frequency
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limit of the technique is determined by the ability to measure
DPOAEs, the frequency response of the bone conductor, and
the complexity of the ear models employed. At higher fre-
quencies and smaller wavelengths, the ear models must be
more sophisticated, and a practical limit at this time may be
8 kHz. While the frequency resolution employed here was
relatively coarse, this is not an explicit limitation of the tech-
nique. The resolution may be made as fine as the allowable
experimental duration permits.
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APPENDIX: ELECTRICAL ANALOG MODEL

This appendix gives some details of the electrical analog
elements used in the model of the auditory periphery and
acoustic probe. All values were taken directly from, or cal-
culated from equations in, the cited literature. The symbols
Ri , Ci , and Li refer to ideal resistors, capacitors, and induc-
tors, respectively. The subscripts denote their specific place-
ment in the model.

1. Small diameter acoustic tube network

Seven network segments~representing 4 mm each! were
used to model the small diameter acoustic probe tube~total
length 28 mm! that connects the microphone to the ear canal
in the acoustic probe. Identical element values were em-
ployed for each segment. Figure 8~a! shows a single segment
where terminal Vout was connected to the next probe tube
segment’s Vin , or for the final segment, to the acoustic input
terminals of the microphone model provided by Knowles
Electronics. The Vin terminal of the first segment was con-
nected to the ear canal terminal VPT. Using the inside diam-
eter of 1.3 mm and ear canal temperature of 34.4 °C, the
frequency-dependent values were calculated according to
Warren ~1999; Zuercheret al., 1988!. Example values for
sinusoids of 2 kHz were RS538.3V, LS539.7 mH, RP

5692 kV, and Cp53.84 nF.

2. Ear canal network

A network of the ear canal is shown in Fig. 8~b!. For the
average occluded canal length of 13.9 mm, average diameter
of 7.48 mm, and temperature of 34.4 °C, the model values
were calculated according to Gardner and Hawley~1972! as
L15L450.606 mH, L25L351.212 mH, and C15C25C3

50.143mF. An ideal voltage source was placed across the
VPT terminal to represent an acoustic pressure source at the
probe tip. The VTM terminal was attached to the middle ear at
the tympanic membrane.

3. Middle ear network

Values for the middle ear network shown in Fig. 8~c!
were taken directly from Gigue`re and Woodland~1994,
1992! and Lutman and Martin~1979!. Terminal VTM repre-
sents the tympanic membrane and was connected to the ear

canal terminal of the same name. The base of the cochlea is
represented by terminal U0 , which is where the cochlear
model was attached. In the following list of values, they are
grouped according to their intended function in the model.

Middle ear air cavities: La514 mH, Cp55.1mF, Ra

510V, Rm5390V, Ct50.35mF
Pars flaccida: Rd15200V, Rd25220V, Rd355900V,
Cd150.8mF, Cd250.4mF,
Cd350.2mF, Ld515 mH
Malleus and incus: C051.4mF, L0540 mH, R0

570V
Incus/stapedial joint: Cs50.25mF, Rs53000V
Stapedius muscle~inactive!: Cst5100mF
Cochlear windows and annular ligaments: Cc50.6mF,
Ral5100V
Ideal transformer representing effective mechanoacous-
tic impedance transformation across the network: 1:r
530

FIG. 8. Electroacoustic model circuits for the acoustic probe tube, and au-
ditory periphery. Ideal resistors, inductors, and capacitors are indicated by
R, L, and C, respectively.
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4. Segmented cochlea network

The cochlea was modeled as a series of second-order
shunt circuits with segments shown in Fig. 8~d! ~the first
segment attached to the middle ear at terminal U0). Device
values change from base to apex~segment 0 toN!, such that
the characteristic resonant frequency of each segment falls
according to the map of Greenwood~1990!. Relationships in
Giguère and Woodland~1994, 1992! were employed to de-
termine the appropriate values for each segment. A C pro-
gram was written to calculate these and subsequently write
them to file as a node list for the electrical circuit simulation
package. Inductor Lsn represents the acoustic mass of the
fluids in the scalae at any particular segment. Elements Rn,
Ln , and Cn represent the point impedance of the basilar
membrane at that place. The network is terminated by an
inductor to represent the acoustic mass of the fluids from the
final modeled segmentN to the apex of the cochlea at the
helicotrema. An active outer hair cell in each segment is
represented by the nonlinear voltage source Vn.

The complex cochlea was implemented because some
investigations~not presented here! were performed where
BC phase was estimated using the general cochlear model
instead of the individualU term. A TF similar to that shown
in Fig. 2, from the probe tip to the base of the cochlea, can be
obtained using the simpler RLC cochlear termination pre-
sented in Lutman and Martin~1979!.
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Ipsilateral distortion product otoacoustic emission (2 f1 – f2)
suppression in children with sensorineural hearing loss
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Distortion product otoacoustic emission~DPOAE! ipsilateral suppression has been applied to study
cochlear function and maturation in laboratory animals and humans. Although DPOAE suppression
appears to be sensitive to regions of specialized cochlear function and to cochlear immaturity, it is
not known whether it reflects permanent cochlear damage, i.e., sensorineural hearing loss~SNHL!,
in a reliable and systematic manner in humans. Eight school-aged children with mild-moderate
SNHL and 20 normal-hearing children served as subjects in this study. DPOAE (2f 1 – f 2)
suppression data were collected at fourf 2 frequencies~1500, 3000, 4000, and 6000 Hz! using
moderate-level primary tones. Features of the DPOAE iso-suppression tuning curves and
suppression growth were analyzed for both subject groups. Results show that DPOAE suppression
tuning curves from hearing-impaired subjects can be reliably recorded. DPOAE suppression tuning
curves were generally normal in appearance and shape for six out of eight hearing-impaired subjects
but showed subtle abnormalities in at least one feature. There was not one single trend or pattern of
abnormality that characterized all hearing-impaired subjects. The most prominent patterns of
abnormality included: broadened tuning, elevated tip, and downward shift of tip frequency. The
unique patterns of atypical DPOAE suppression in subjects with similar audiograms may suggest
different patterns of underlying sensory cell damage. This speculation warrants further investigation.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1587147#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

Distortion product otoacoustic emission~DPOAE! iso-
suppression tuning curves have been studied extensively in
laboratory animals~Brown and Kemp, 1984; Martinet al.,
1987!, human adults~Harris, Probst, and Xu, 1992; Kummer,
Jannsen, and Arnold, 1995; Abdala, 2001a, b! and most re-
cently, in human neonates and children~Abdalaet al., 1996;
Abdala, 1998, 2001a, b!. They have been used to define the
generation site of the DPOAE, to study maturation of co-
chlear function and tuning, and to characterize cochlear non-
linearity. DPOAE suppression tuning curves~STCs! are re-
corded by presenting an ipsilateral suppressor tone~fs!
simultaneously with the two primary tones (f 1 andf 2). The
suppressor tone is increased in level until a criterion reduc-
tion in DPOAE amplitude is achieved. A family of suppres-
sor tones centered around the targetf 2 frequency is pre-
sented to generate a DPOAE STC. The level of each
suppressor tone required to reduce DPOAE amplitude by a
criterion amount, typically 6 dB, is plotted as a function of
suppressor frequency. In addition to generating a DPOAE
STC, this process results in a series ofsuppression growth
functions, each function representing the unique pattern and
rate of amplitude reduction produced by that particular sup-
pressor tone.

DPOAE suppression tuning curves from the normal co-
chlea have a sharp tip, are narrow in width, show a steep
high-frequency flank, and a shallower low-frequency flank.

The tip of the DPOAE STC is generally centered around the
f 2 frequency, the primary generation site for the DPOAE in
the normally functioning cochlea~Martin et al., 1987!.
DPOAE STCs are typically designated by their correspond-
ing f 2 frequency.

To some extent, DPOAE STCs behave like typical tun-
ing functions in the auditory system. They become narrower
with increases inf 2 frequency~e.g., Abdalaet al., 1996! and
broadened at higher primary tone levels~e.g., Abdala, 2001a;
Kummer et al., 1995!. Additionally, they are sensitive
enough to reflect cochlear immaturities in premature neo-
nates, as has been shown by the age effects that have been
reliably observed using this paradigm~Abdala, 1998, 2001a!.
In the mustached bat, DPOAE STCs have been shown to
accurately reflect regions of specialized function in the co-
chlea~Frank and Kossl, 1995!. However, the complexity of
the DPOAE generation process, including multiple DPOAE
sources and the recording paradigm itself~presenting a two-
tone stimulus and recording a response of cochlear origin
from a distant site in the ear canal!, makes it unlikely that the
DPOAE suppression tuning curve reflects the same level or
type of frequency resolution as neural or basilar-membrane
tuning curves. In the normal cochlea, DPOAE STCs most
likely represent an outline of the primary DPOAE generation
site centered around thef 2 region on the basilar membrane,
particularly when the process is conducted using relatively
high suppression criteria. This generation site will likely be
impacted by cochlear tuning, but also by other factors.

Research with laboratory animals has shown that
DPOAE STCs are not affected in the same way as neural or
basilar-membrane tuning curves when the cochlea is revers-
ibly damaged by ototoxins~Martin et al., 1998! or by noise
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b!Current affiliation: Department of Hearing and Speech Sciences, Univer-
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~Howard et al., 2002!; however, it is not known whether
DPOAE STCs accurately reflect permanent cochlear damage
and are sensitive to mild-moderate sensorineural hearing loss
~SNHL! in humans. Additionally, it is not known whether
DPOAE STCs reflect differences in underlying pathology or
patterns of damage among subjects with hearing loss; that is,
whether two subjects with the same audiometric results will
have a different pattern or degree of altered DPOAE suppres-
sion tuning.

The objective of this experiment was to provide an ini-
tial description of DPOAE suppression in a small group of
children with known cochlear damage associated with
SNHL. The hypotheses to be tested are:~1! DPOAE suppres-
sion tuning curves will reflect cochlear damage and dysfunc-
tion in a systematic fashion; this prediction is based on the
understanding that DPOAEs effectively reflect cochlear
function, output, and integrity; and~2! Unique and variable
alterations of DPOAE suppression will be observed in sub-
jects with a similar degree and configuration of hearing loss.
This may elucidate different underlying cochlear pathology
or patterns of hair-cell loss in subjects with the same audio-
metric configuration.

II. METHOD

A. Subjects

Hearing-impaired children, rather than adults, were
tested in this experiment in an attempt to maximize residual
cochlear function. The assumption was that school-aged chil-
dren had less exposure to high-level noise and ototoxic medi-
cations than adults. Additionally, hearing-impaired children
have had fewer years wearing hearing aids than their adult
counterparts and thus, have had less exposure to amplified
sound. By testing children, we were attempting to enhance
the likelihood of finding hearing-impaired subjects with
DPOAEs that met our signal-to-noise ratio~SNR! criteria.

Eight children, four males and four females, with mild-
moderate SNHL of unknown etiology participated in the
study. They ranged in age from 10–17 years (mean
513.06 years). To obtain this experimental group of eight
subjects, 67 hearing-impaired children were initially con-
tacted to participate in this study. Of the 67, 19 did not re-
spond to the initial query, 25 declined for various reasons,
and appointments were successfully made with the 23 re-
maining children. Of these 23 children who were screened
for participation, only eight met criteria for inclusion into the
study. This yields a rate of 12% for successful recruitment of
hearing-impaired children~8/67! and 35% for successful
generation of DPOAE STCs in the hearing-impaired children
who were screened~8/23!. DPOAEs were required to be at
least 9 dB above the noise floor at any test frequency to
participate in this experiment. Additionally, DPOAE levels
were required to be at least 10 dB above the mean system
distortion levels for thatf 2 frequency. The hearing-impaired
subjects were recruited from the patient population of the
Children’s Auditory Research and Evaluation~CARE! Cen-
ter at the House Ear Institute in Los Angeles over an 18-
month period.

The hearing thresholds of the eight children who com-

prised the hearing-impaired group ranged from25 to 55 dB
HL across the audiometric test frequencies. Seven of the
eight children had bilateral SNHL and were fit with binaural
amplification. The exception was Subject H12, who had nor-
mal hearing except for a mild notch at 4000 Hz in the left ear
and, therefore, did not use amplification. All hearing-
impaired subjects had normal tympanograms~ASHA, 1990!
on each day of test. Appendix A provides descriptive infor-
mation on the hearing-impaired subjects. The audiograms for
the test ear of the hearing-impaired subjects are presented in
Appendix B. To optimize DPOAE SNR, the ear andf 2 fre-
quency combination with the largest DPOAE amplitude~s!
was chosen for testing. This inability to select the desired test
frequency limited experimenter options considerably and
thus led to limited data collection at any onef 2 frequency.

Twenty children, eight males and 12 females, with nor-
mal hearing thresholds also participated in this study. These
subjects ranged in age from 7–15 years (mean
511.03 years). The normal-hearing children were recruited
from the Los Angeles area by means of written announce-
ments distributed at elementary schools or by association
with employees of the House Ear Institute. Subjects from the
normal-hearing group had thresholds of 15 dB HL or better
at 250–8000 Hz, word recognition scores of 85% correct or
better~PBK or NU-6 50 word lists, depending on age!, nor-
mal tympanograms~ASHA, 1990!, and a negative history for
otologic disease. One ear from each subject was chosen for
DPOAE testing, resulting in a sample of ten right ears and
ten left ears. The number of normal-hearing ears tested at
eachf 2 frequency was as follows: six for 1500 Hz, eight for
4000 Hz, and 10 for both 3000 and 6000 Hz.

B. Instrumentation and signal analysis

DPOAE suppression data were collected using custom-
ized software developed at the CARE Center, in conjunction
with an Ariel DSP161 signal processing and acquisition
board housed in a Compac Prolinea 590 personal computer.
The Ariel board was connected to an Etymotic Research ER-
10C probe system and to an analog high-pass filter~12 dB/
octave, 710-Hz high-pass cutoff!. The ER-10C probe con-
tains two output speakers and a low-noise microphone, and
was coupled to the ear using a disposable foam eartip. The
DSP processor generated the two primary tones and suppres-
sor tone. The lower frequency primary tone (f 1) was gener-
ated by one D/A converter and delivered via one output
transducer. The higher frequency primary tone (f 2) and sup-
pressor tones~fs! were generated by a second D/A converter
and output through the second transducer.

The signal at the probe microphone was high-pass fil-
tered and sampled at a rate of 50 kHz with a sweep length of
4096 samples, resulting in a frequency resolution of 12.2 Hz.
Twenty-five sweeps of the microphone signal were added
and comprised one block forf 253000, 4000, and 6000 Hz.
Due to elevated noise at low frequencies, 50 sweeps were
added for one block atf 251500 Hz.

C. Data acceptance criteria

The customized DPOAE software used two criteria to
determine whether a measured DPOAE level would be ac-
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cepted into the grand average:~1! noise measurements for
the three frequency bins~12.2 Hz wide! on either side of the
2 f 1 – f 2 frequency had to be less than 0 dB SPL~to ensure
appropriate subject state! and~2! the measured DPOAE level
had to be at least 3 dB higher than the average noise mea-
sured in the same six bins around the distortion product fre-
quency. This 3-dB SNR criterion has been successfully ap-
plied in many DPOAE investigations of hearing-impaired, as
well as normal-hearing human subjects~Erminy, Avan, and
Bonfils, 1998; Lonsbury-Martinet al., 1990; Moulin, Bera,
and Collet, 1994!. The program attempted up to six blocks of
either 25 or 50 sweeps to achieve the two criteria. If both
criteria were not met after six blocks, no data were collected
at that condition and the next condition was initiated.

D. Calibration

Intermodulation distortion produced by the recording
system at 2f 1 – f 2 was measured for all test conditions with
the probe placed in a Zwislocki coupler. The mean level of
system distortion was221 dB SPL. In no case did the level
of system distortion exceed215 dB SPL. The level of sys-
tem noise ranged between222 and227 dB SPL depending
on frequency.

At the start of DPOAE testing for each subject, a cali-
bration procedure was conducted on both output transducers
with the probe inserted in the subject’s ear. Tones of a fixed
voltage were presented to the transducers at 250 Hz intervals
from 500 to 15 000 Hz and the resulting SPL of these tones
recorded in the ear canal. Based on this information, an
equalization of output levels was performed for each subject
to achieve target stimulus levels across test frequencies. Be-
cause the calibration process was conducted at the entrance
of the ear canal, it is probable that standing waves in the
canal produced misestimations of the actual stimulus level
arriving at the tympanic membrane and, subsequently, at the
cochlea for f 253000, 4000, and 6000 Hz. However, both
hearing-impaired and normal-hearing children were sub-
jected to the same potential error in level estimation; there-
fore, it should not have affected between-group comparisons
in any systematic fashion.

E. Procedure

DPOAE testing was conducted with the child seated
comfortably in an easy chair inside a single-walled sound-
attenuating booth. Subjects were given the option of watch-
ing a video with subtitles or reading quietly during testing.
Primary tones were presented at a fixedf 2/f 1 ratio of 1.2
and fixed levels ofL1565 and L2555 dB SPL for all
DPOAE testing. DPOAE suppression data were collected at
f 2 frequencies of 1500, 3000, 4000, and 6000 Hz. Each
DPOAE suppression session lasted approximately 2 h; all
DPOAE suppression data were collected during only one
session for each subject. However, several subjects required
two visits to complete the entire screening protocol and 50%
of the subjects returned for an additional visit to provide
retest data.

An unsuppressed DPOAE level was measured at the
start of data collection and again prior to the presentation of

each new suppressor tone. Each suppressor tone was pre-
sented simultaneously with the primary tones and its level
increased in 2-dB steps over a range of intensities~maximum
range was 40–84 dB SPL!. Twelve to 15 suppressor tones
with frequencies ranging from one octave below to 1/4 oc-
tave abovef 2 were presented at intervals of 25 to 150 cents
(1 octave51200 cents). Table I lists the suppressor frequen-
cies for each of thef 2 frequencies. Completion of the pro-
cedure yielded a series of suppression growth functions, an
example of which is given in Fig. 1. The top panel displays
the functions obtained using suppressor frequencies below
f 2, while the bottom panel displays the functions obtained
using suppressor frequencies abovef 2. To generate iso-
suppression tuning curves~STCs!, the suppressor level that
reduced DPOAE amplitude by 6 dB was determined from
the suppression growth function using linear interpolation
and was plotted as a function of suppressor frequency. The
STC plotted from the data in Fig. 1 is shown in Fig. 2.

F. DPOAE data analysis

The following suppression tuning curve features were
quantified and analyzed:~1! Q10 value;~2! slope~dB/octave!
of the low- and high-frequency sides;~3! tip frequency; and
~4! tip level. TheQ10 value is a measure of STC width that is
calculated by dividing the tip frequency by the bandwidth of
the tuning curve 10 dB above the tip level. When aQ10 value
could not be calculated, the STC was assigned a value 3
standard deviations below the normal mean.

Additionally, suppression growth was evaluated for six
to eight of the suppressor frequencies in eachf 2 condition.
The suppressor frequencies included in this analysis were
selected to provide a representative range of frequencies
above and belowf 2 and are indicated with an asterisk in
Table I. To estimate the slope of suppression growth, a re-
gression line was fit to the most linear portion of each func-
tion. Points comprising the linear portion were chosen by
visual inspection and were agreed upon by two independent
examiners. If an initial plateau in the function was observed,

TABLE I. The suppressor frequencies~fs! presented for each of the fourf 2
frequencies. An asterisk indicates which suppressor frequencies were in-
cluded in the analysis of suppression growth.

f 2 1500 Hz 3000 Hz 4000 Hz 6000 Hz

f s, f 2 850* 1863* 2246* 3044*
1050* 2091* 2588* 3620*
1208 2347 2911* 4063*
1345* 2634* 3268 4560
1436* 2751 3516* 5119*
1478 2873* 3662 5350

2957* 3833* 5582*
3943 5746

5914*

f s. f 2 1522* 3044 4053* 6087
1566 3133* 4175 6266*
1612* 3225 4297* 6449
1684 3367* 4492 6638*
1784* 3516 4688* 6932*
1890* 3725* 4895* 7239

3946* 5188
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those points were not included. An initial plateau consisted
of a sequence of continuous points at the start of the function
showing a 1-dB or lower decrease in DPOAE amplitude as
suppressor level increased. Points at the end of the function
that fell below the noise floor were eliminated.

III. RESULTS

A. DPOAE and noise levels

Mean DPOAE and noise levels are presented in Fig. 3 as
a function off 2 frequency for both the normal-hearing~open

symbols! and hearing-impaired~filled symbols! groups. As
expected, the mean DPOAE amplitudes for the hearing-
impaired subjects were lower than those for the normal-
hearing subjects. However, noise levels were similar between
the two groups. There was no systematic relationship be-
tween subject age and noise levels~data not shown!.

The data in Fig. 3 show that mean DPOAE amplitude in
the hearing-impaired subjects ranged from 0 to25 dB SPL,
whereas the average noise floor was between214 dB ~at
f 251500 Hz) and222 dB SPL~at 4000 Hz!. The break-
down of SNR for unsuppressed DPOAEs in the eight
hearing-impaired subjects is as follows: H0459 dB; H08
and H21511 dB; H09, H14, H15, and H19514.5 to 15.5
dB; H12521 dB SNR. These DPOAE SNR values allowed
for sufficient dynamic range to successfully conduct 6-dB
suppression of DPOAE amplitude during the experimental
procedure.

B. Suppression tuning curves

The STCs measured from each of the eight hearing-
impaired subjects are presented in Fig. 4. Because of the
limited number of subjects at any onef 2 frequency, we were
unable to analyze or detect any frequency-related trends in
suppression tuning for this group of eight children. Each
panel represents data for a single hearing-impaired individual
compared to mean data for the normal-hearing group at that
f 2 frequency. The SNR for the data points comprising each
DPOAE STC from hearing-impaired subjects was calculated
to ensure data quality and reliability. Only 3.8%~4/105! of
points comprising the eight STCs collected in hearing-
impaired subjects required use of the minimum 3-dB SNR
rule, whereas 89% of the STC data points had>5-dB SNR
and 42% had>8-dB SNR.

The STC morphology varied among the hearing-
impaired subjects. Six of the STCs exhibited typical mor-
phology; that is, a sharp tip, a steep high-frequency side, and
a shallower low-frequency flank. On the other end of the
spectrum, the STC morphology for subject H04 is grossly
abnormal. The STC is flattened with no low-frequency or

FIG. 1. A series of suppression growth functions recorded from the right ear
of a normal-hearing subject. Thef 2 frequency was 3000 Hz. The top panel
displays suppression growth for suppressor frequencies~fs! lower than f 2.
The bottom panel displays suppression growth forfs higher thanf 2. Filled
triangles designate thefs furthest fromf 2, and filled squares indicate thefs
closest tof 2. ‘‘ 3’’ represents the unsuppressed DPOAE level and dashed
line indicates the level at which 6 dB of suppression was reached. The
complete list of suppressor frequencies for eachf 2 is provided in Table I.

FIG. 2. Example of an STC derived from the suppression growth series in
Fig. 1 using anf 2 frequency of 3000 Hz and a suppression criterion of 6 dB.

FIG. 3. Mean unsuppressed DPOAE amplitudes and overall noise levels for
the normal-hearing~NH! and hearing-impaired~HI! subjects. Error bars
indicate61 standard deviation.
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high-frequency boundaries. Except for subject H04 and H08,
all STCs exhibited a typical bandpass characteristic, accom-
panied by subtle morphological abnormalities, such as the
absence of a sharp tip or excessive jitter. In a few cases, the
slopes of the STC flanks were more shallow than normal on
either the low-frequency side~H08, H14, and H15! or the
high-frequency side~H04 and H12!.

TheQ10 values varied across hearing-impaired subjects.
Figure 5 showsQ10 as a function off 2 frequency. Means
and61 standard deviation for the normal-hearing group are
indicated by open circles and error bars, respectively. The
hearing-impaired subjects can be classified into three groups
based onQ10: ~1! normalQ10 values;~2! smallerQ10 values,
indicating a sharper tuning curve than normal; and~3! larger

Q10 values, indicating a broader tuning curve than normal.
The largest contingent (n54) demonstrated broad STCs. A
Q10 could not be calculated for three of these subjects; there-
fore, this value was assigned, as described in the data analy-
sis section~H04, H08, and H09!. The inability to measure
Q10 was attributable to an elevated tip level, an abnormally
shallow low-frequency flank, or a combination of the two.
Two subjects showed a sharper than normal STC~H12,
H19!; however, theirQ10 values fell just outside of the nor-
mal range.

In Fig. 6, STC tip level is plotted as a function of tip
frequency for each hearing-impaired individual compared to
the normal means~white circles!. The shaded areas represent
61 standard deviation for the normal-hearing subjects. Only

FIG. 4. STCs from the eight hearing-impaired subjects.
Each panel displays the STC from one hearing-
impaired subject~black line! compared to the normal
mean ~white line! and 61 standard deviation~gray-
shaded area!. The f 2 frequency,Q10 , and subject num-
ber are listed in each panel. ‘‘NoQ10’’ indicates that a
Q10 value could not be calculated.
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two hearing-impaired children had an STC tip that fell within
normal limits on both dimensions. Three subjects had tip
levels that were elevated. The most prominent trend, how-
ever, was for the STC tip frequency to be shifted to a lower-
than-normal frequency in the hearing-impaired subjects.

In summary, six out of eight DPOAE STCs recorded
from hearing-impaired subjects retained their shape and
bandpass characteristic. Nevertheless, other more subtle fea-
tures of the tuning curves were atypical in these subjects
with hearing loss. No single pattern of STC abnormality was
observed across all the data; however, patterns emerged, such
as the tendency for STCs to be broader than normal, for tip
levels to be somewhat elevated, and for tip frequency to shift
slightly to a lower frequency. It is not clear what relationship
exists between the STC and audiometric hearing level at the
f 2 frequency. H04 had the second most elevated audiometric
threshold atf 2 ~45 dB HL! and showed the most grossly
abnormal STC; however, this is only one observation. The
two subjects with the least overall hearing loss produced
STCs that were excessively narrow~H12, H19!. In both
cases they have hearing thresholds that fall within the normal

range at frequencies both above and below thef 2 frequency
tested~see Appendix B!. A larger database will be necessary
to draw firm conclusions about the relationship between au-
diometric hearing level and DPOAE STC abnormality.

C. Slope of suppression growth functions

Figure 7 is an example of a series of suppression growth
functions recorded from the left ear of hearing-impaired sub-
ject H08. This figure can be compared to the series from the
normal-hearing subject in Fig. 1. The dotted line at the bot-
tom of each panel indicates the mean noise level for this
subject across all suppressor frequencies.

Suppression growth functions recorded from ears with
normal hearing such as those in Fig. 1 follow a systematic
pattern that depends on suppressor frequency~e.g., Kummer
et al., 1995; Abdala, 1998!. For suppressor frequencies be-
low f 2 ~low-frequency-side suppressors!, the slope of sup-
pression growth is steep, approximating linear values~1 dB/
dB!. Such a pattern is readily apparent in the top panel of
Fig. 1. The functions are for the most part equally steep and
differ mainly in terms of the level at which suppression be-
gins, with lower frequencies requiring a higher level of the
suppressor to achieve a reduction in DPOAE amplitude.
However, for suppressor frequencies abovef 2 ~high-
frequency-side suppressors! illustrated in the bottom panel of
Fig. 1, the slope of suppression growth becomes shallower as

FIG. 5. Individual STCQ10 values as a function off 2 frequency for the
hearing-impaired subjects. Normal-hearing~NH! subject’s mean data and
variability are presented for comparison. Error bars represent61 standard
deviation.

FIG. 6. STC tip level as a function of tip frequency for the hearing-impaired
subjects. Normal-hearing~NH! subjects mean data and61 standard devia-
tion are presented for comparison. Thef 2 frequency for the hearing-
impaired subjects is indicated in the key.

FIG. 7. A series of suppression growth functions recorded from the left ear
of a hearing-impaired subject~H08!. The f 2 frequency was 1500 Hz. The
top panel displays suppression growth for suppressor frequencies~fs! lower
than f 2. The bottom panel displays suppression growth forfs higher thanf 2.
Filled triangles designate thefs furthest fromf 2, and filled squares designate
the fs closest tof 2. ‘‘ 3’’ represents the unsuppressed DPOAE level and the
dashed line indicates the level at which 6 dB of suppression was reached.
The dotted line near the bottom of each panel indicates the mean noise level
across all suppressor frequencies for this subject~213.4 dB SPL!. The com-
plete list of suppressor frequencies for eachf 2 is provided in Table I.

924 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 C. Abdala and T. S. Fitzgerald: DPOAE suppression and hearing loss



the suppressor frequency increases. This frequency-
dependent pattern of suppression growth is based on normal
basilar-membrane nonlinearity and will be considered further
in the Discussion section. Data from the majority of the
hearing-impaired subjects did not demonstrate this system-
atic pattern of suppression growth. In several cases, the func-
tions from hearing-impaired ears demonstrated steeper sup-
pression growth compared to the normal-hearing ears. In Fig.
7, steeper suppression growth is particularly noticeable for
high-frequency-side suppressors~bottom panel! that are nor-
mally shallow and compressive. For this child with hearing
loss, the suppression growth remains fairly steep even as
suppressor frequency increases abovef 2.

Figure 8 shows the slope of suppression growth as a
function of suppressor frequency for each hearing-impaired
subject. Each panel represents data for one of the fourf 2
frequencies tested. The typical, asymmetrical pattern of sup-
pression growth for low-frequency-side versus high-
frequency-side suppressors described earlier can be observed
in the data for the normal-hearing group~white line and
gray-shaded area!. With the exception of the two subjects
tested at anf 2 frequency of 3000 Hz, the hearing-impaired
subjects generally show atypical slope of suppression
growth. However, no single pattern is evident across sup-
pressor frequency for the hearing-impaired ears. In some
cases, a steeper slope occurred at only a single suppressor
frequency. As expected, the two subjects with the most ab-
normal tuning curves~H04 and H08; see Fig. 4! also had
consistently steep suppression growth.

D. Test–retest reliability of STC results

An attempt was made to readminister the experimental
protocol to all eight hearing-impaired subjects to evaluate

how repeatable the results were in this group; however, four
hearing-impaired subjects declined to participate in this re-
test process due to constraints imposed by academic, famil-
ial, and extracurricular demands.

Four hearing-impaired children were tested a second
time. The time interval between test session #1 and #2
ranged from 4.5 to 37.5 weeks. Figure 9 presents STCs #1
and #2 for each of the four subjects. STC morphology was
consistent between sessions in three of the four subjects. In
the case of subject H04, although the two curves do not

FIG. 8. Slope of suppression growth for a range of suppressor frequencies~see Table I!. Each panel presents data for onef 2 frequency as indicated. Data for
individual hearing-impaired ears are plotted using black lines and symbols. The thick white line and shaded region indicate the mean slope and61 standard
deviation for the normal-hearing group, respectively.

FIG. 9. Test–retest reliability of STCs recorded from four of the hearing-
impaired subjects.
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overlap precisely, both curves are grossly abnormal and a
Q10 value could not be calculated for either STC. Thus, the
assignedQ value was the same in each instance.Q10 values
varied minimally from session #1 to session #2~change in
Q1050.25– 0.54) in those for whomQ10 could be calcu-
lated. The category into which an STC was classified based
on Q10 ~i.e., ‘‘normal,’’ ‘‘broad,’’ ‘‘narrow’’ ! remained the
same for all four retest subjects.

IV. DISCUSSION

The purpose of the present study was to characterize
ipsilateral DPOAE suppression in eight children with perma-
nent SNHL and to gain further insight into how DPOAE
STCs reflect underlying pathology. Studies of DPOAE sup-
pression in humans with permanent hearing loss have not
been previously conducted. The findings of the present study
indicate that DPOAE STCs retained their normal bandpass
characteristic and appearance in six of eight hearing-
impaired subjects, while two of these subjects showed
grossly abnormal suppression tuning. Subtle abnormalities of
DPOAE suppression were observed in all hearing-impaired
children, but even these did not follow a single predictable
pattern of abnormality as has been reported for other types of
tuning functions such as basilar-membrane or neural tuning
curves.

One might argue that the low-amplitude, reduced SNR
DPOAEs in the hearing-impaired subjects~relative to
normal-hearing subjects! could lead to inferior-quality re-
cordings and be responsible for the abnormal DPOAE sup-
pression tuning observed in some of these hearing-impaired
children. However, during the course of this experiment,
DPOAE suppression data were recorded from several
normal-hearing children with low DPOAE amplitude to test
this possibility. The data from one such subject are shown in
Fig. 10. This subject had an unsuppressed DPOAE of21.74
dB SPL, noise-floor levels comparable to our hearing-
impaired subjects, and completely normal STC morphology
and width. It does not appear that a low-level distortion prod-

uct or reduced SNR is a sufficient condition or can account
for abnormal DPOAE suppression tuning.

Another way in which to explore this relationship be-
tween DPOAE SNR and abnormal suppression tuning is by
scrutinizing data from the two hearing-impaired children
with the most grossly abnormal suppression tuning~H04 and
H08!. DPOAE SNRs from these two subjects are comparable
to other hearing-impaired subjects who produced more
typical-looking STCs. For example, all but one data point out
of the 11 points comprising the STC for subject H08 had>5
dB SNR; likewise, data points comprising the STC from H04
ranged in SNR from 3.9 to 9.1 dB. The similarity of DPOAE
SNR between the two hearing-impaired subjects that pro-
duced abnormal STCs and the other hearing-impaired sub-
jects that produced more typical suppression tuning effec-
tively dissociates SNR and abnormal suppression tuning. The
data, instead, suggest that the cochlear pathology associated
with SNHL in subject H04 and H08 was responsible for
altering STC morphology and for disrupting the normal
frequency-dependent pattern of suppression growth.

It must be acknowledged that the sensation level of pri-
mary tones was not matched between groups. Because of the

presence of higher audiometric thresholds, the primary tones
were stimulating the cochleae of the hearing-impaired sub-
jects at attenuated sensation levels. This difference could
have contributed somewhat to the different DPOAE suppres-
sion results in hearing-impaired and normal-hearing subjects.
This is a common methodological dilemma when recording
psychoacoustic tuning curves in individuals with hearing loss
~Moore and Glasberg, 1986!. However, in a recent study of
DPOAE STCs as a function of primary tone level, tuning
curves recorded with low-level primary tones~55–45 dB
SPL! were sharper and narrower than tuning curves recorded
with higher primary tones~75–65 dB SPL! ~Abdala, 2001a!.
This argues against the sensation level variable as a signifi-
cant factor in the abnormal suppression reported here from
hearing-impaired ears. It is not clear, however, how primary-
tone sensation level impacts DPOAE STCs measured from
the damaged cochlea. Future studies could record DPOAE
suppression data from hearing-impaired subjects at various
primary-tone levels to address this question.

A. Suppression tuning curves

Suppression tuning from each of the hearing-impaired
ears differed from normal in at least one feature; however,
abnormalities were subtle and most STCs recorded from
hearing-impaired children retained a normal appearance and
a clearly bandpass characteristic. The gross abnormality in
DPOAE suppression for two of these subjects may reflect the
extent of cochlear damage or a unique and particularly det-
rimental pattern of sensory damage. In the six other hearing-
impaired subjects, the primary patterns of abnormality in-
cluded broadened tuning, somewhat elevated tip levels, and
slightly shifted tip frequencies~to a lower frequency!. Given
the variability in the findings, analyzing mean data may not
be useful with this population and may miss subtle but sig-
nificant effects of cochlear pathology. It is possible that
smaller suppression criteria may enhance the sensitivity of

FIG. 10. DPOAE STC (f 253000 Hz) recorded from one normal-hearing
child with a low-level DPOAE~black line!. The white line represents the
normal mean and the gray shaded area represents61 standard deviation.
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DPOAE suppression techniques to SNHL in humans. This
variable should be further investigated; however, preliminary
data recently presented~Gorga et al., 2003! suggest that
when a 3-dB suppression criterion was used in a group of
hearing-impaired adults, DPOAE STCs were no more sensi-
tive to SNHL and still did not reflect cochlear damage in a
‘‘conventional’’ fashion ~i.e., as observed with basilar-
membrane or neural tuning curves!.

DPOAE STC results from the hearing-impaired subjects
can be compared with the well-established effects of sensory
cell damage on basilar-membrane or neural tuning measure-
ments. Both basilar-membrane and neural tuning curves be-
come broader and demonstrate an elevated tip following co-
chlear damage~e.g., Harrison and Evans, 1979; Liberman
and Dodds, 1984; Ruggero and Rich, 1991; Sewell, 1984!.
Broader tuning curves with largerQ10 values were evident
for four of the eight individuals, but two other subjects had
normal Q10 values and two had sharper than normal STCs.
Likewise, although three of the subjects had elevated tip lev-
els, the other five did not.

It is evident that DPOAE STCs have similar features to
tuning curves derived from single auditory-nerve fibers or
the basilar membrane, suggesting that they might reflect co-
chlear tuning in a similar manner. However, the data reported
here from children with SNHL loss and recent studies of
DPOAE STCs measured in laboratory animals~Howard
et al., 2002; Martinet al., 1998! have indicated that compari-
sons between DPOAE STCs and other tuning curves are not
straightforward. Martin and colleagues~1998! recorded
DPOAE STCs in rabbits before and after administering
ethacrynic acid, a loop diuretic known to cause reversible
alterations to neural and basilar-membrane tuning curves
~e.g., Evans and Klinke, 1982; Ruggero and Rich, 1991;
Sewell, 1984!. Martin et al.did not observe major changes in
the width and morphology of the DPOAE STCs during the
period when ethacrynic acid is known to have maximum
effect, even though DPOAE amplitudes were substantially
reduced. They did, however, report decreased tip frequencies
and increased tip levels, similar to results from some of the
hearing-impaired subjects tested in this investigation.

Howardet al. ~2002! reported markedly different results
when they produced temporary threshold shifts in rabbits
using moderate-level noise. They measured DPOAE STCs
before and after noise exposure and observed changes in
STC morphology, but not in the expected direction. DPOAE
STCs became slightly narrower following the noise expo-
sure. They also reported a tendency for STC tip levels to
decrease and tip frequencies to increase. These results, as
well as those presented here, indicate that changes in
DPOAE STCs do not necessarily mirror those of neural and
basilar tuning curves following temporary or permanent co-
chlear damage.

The shift of the STC tip to a lower frequency in the
majority of the hearing-impaired ears does match the pattern
seen in neural tuning curves following OHC loss. In the case
of neural tuning curves, the shift of tip frequency probably
reflects the loss of cochlear amplifier activity. The cochlear
amplifier is thought to enhance basilar-membrane motion at
the region that is just basal to the area of maximum displace-

ment for the stimulus-driven traveling wave~e.g., Neely and
Kim, 1986!. Loss of this enhancement would result in a loss
of the sharply tuned tip of the excitation pattern and a shift in
the tip to the place of maximum displacement dictated by
passive features of the basilar membrane, which occurs at a
lower frequency. In the case of DPOAEs, the STC tip fre-
quency is considered the DPOAE generation site in the nor-
mal cochlea and corresponds to the most effective suppressor
tone, which is typically centered nearf 2 when 4–6-dB sup-
pression criteria are used~e.g., Kummeret al., 1995; Martin
et al., 1987!. These STCs would have had slightly different
morphology and may have been centered at lower frequen-
cies if lower suppression criteria had been applied~Kummer
et al., 1995!.

The differences between DPOAE and other tuning
curves are not surprising when we consider the differences in
the measurement paradigms. DPOAEs STCs are measured
using three simultaneous tones, including the two moderate-
to-high-level tones used to evoke the DPOAE. In contrast,
basilar-membrane and neural tuning curves are recorded us-
ing low-level tones. Additionally, the DPOAE measurements
involve detection of a low-level acoustic response in the ear
canal, distant from its site of origin in the cochlea. With
DPOAEs it is likely that the generation site being suppressed
is distributed along a larger region of the basilar membrane
and possibly consists of multiple sources, compared to the
response of a single nerve fiber or a very focal region of the
basilar membrane. Six out eight hearing-impaired children
retained normal STC morphology and appearance despite
documented cochlear damage; therefore, it is clear that
DPOAEs STCs do not reflect cochlear tuning in the same
way as neural or basilar-membrane tuning curves. It may be
that they give a more comprehensive or integrated view of
cochlear integrity and one that can be used to monitor
changes in function.

B. DPOAE sources and generation

One interpretation of the shifted DPOAE STC tip fre-
quency is that the relative contribution from multiple
DPOAE sources in the cochlea changes due to cochlear dam-
age. The DPOAE measured in the ear canal appears to be a
combination of energy from more than one source in the
cochlea. Results from several studies support the hypothesis
that a second source from the DPOAE frequency place, in
addition to the primary tone overlap region~i.e., generation
site!, contributes significantly to the ear canal recording~e.g.,
Konrad-Martin et al., 2002; Mauermannet al., 1999a, b;
Stover, Neely, and Gorga, 1999; Talmadgeet al., 1999!. The
two-source model hypothesizes that distortion is initially
generated due to interaction of the two primary tones on the
basilar membrane, close to thef 2 region and then propagates
in two directions; basally toward the stapes and apically to
the 2 f 1 – f 2 place~i.e., reflection site! to generate a stimulus
frequency OAE~SFOAE! ~Kim, 1980!. This SFOAE is also
believed to propagate basally through reverse transduction,
into the middle and outer ear where it sums with the primary
distortion component. Depending on the phase relationship
between the two components, their summation could pro-
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duce enhancement or cancellation, resulting in DPOAE fine
structure~e.g., Talmadgeet al., 1999!.

In the present experiment, we are not able to distinguish
the relative contribution from the DP place at 2f 1 – f 2 and
the f 2 region as the generation site, because most subjects
had flat or very mildly sloping SNHLs; that is, both sources
may have been equally disrupted by the cochlear damage.
Other investigators have tested ears with sloping and rising
hearing loss to manipulate the contribution of these two
sources to the ear canal DPOAE~Konrad-Martin et al.,
2002; Mauermannet al., 1999a!. Konrad-Martin and col-
leagues~2002! recently studied inverse fast Fourier trans-
forms of DPOAE filter functions in ears with various audio-
metric configurations to address this question. Their findings
indicate clear support for the two-source model of DPOAE
generation in subjects with rising SNHL. These subjects
showed an enhanced contribution from thef 2 region and
reduced contribution from the damaged DP site. Mauermann
et al. ~1999a, b! reported the loss of DPOAE fine structure
associated with the DP reflection site for this same type of
hearing loss. The generally flat audiograms from our subjects
do not allow for this kind of analysis, although it has been
hypothesized that when equal damage is present at thef 2
and DP-site frequency~i.e., a flat loss!, the relative magni-
tudes of each of these sources is normal~Konrad-Martin
et al., 2002!. Thus, it remains uncertain whether the slightly
shifted tip frequencies in this study reflect altered patterns of
contribution from the two sources.

A second possibility is that the DPOAE generation site,
at the f 2 region, may shift toward the apex in subjects with
SNHL. It may be that the point of maximum overlap of
traveling waves produced byf 1 and f 2 has been altered
somewhat due to cochlear damage and its impact on vibra-
tory motion of the basilar membrane. This altered basilar-
membrane activity could produce a shift in STC tip fre-
quency by changing the point at which the excitation patterns
of the two primaries interact in a nonlinear manner. This
hypothesis warrants further study.

C. DPOAE suppression growth

DPOAE iso-suppression tuning curves capture a static
point along the suppression growth function to provide a
measure of cochlear function. DPOAE suppression growth
provides a dynamic measure of function and has been shown
to reflect cochlear nonlinearity~Abdala and Chatterjee,
2002!. In the normally functioning cochlea, suppression of
the 2 f 1 – f 2 DPOAE follows a systematic, frequency-
dependent pattern~Abdala and Chatterjee, 2002; Gorga
et al., 2002; Harriset al., 1992; Kummeret al., 1995!. Sup-
pressor tones lower in frequency thanf 2 produce at least
linear, usually expansive suppression of the DPOAE; sup-
pressor tones above thef 2 frequency produce compressive,
shallow suppression growth. This pattern is consistent with
direct measurements of basilar-membrane response growth
~Rhode and Cooper, 1993!, psychoacoustic measures of
masking growth~Plack and Oxenham, 1998!, and measures
of neural rate growth~Delgutte, 1990!.

The frequency-dependent pattern of DPOAE suppres-
sion growth has its basis in the recognized nonlinear charac-

teristics of basilar-membrane motion and depends upon the
known differential effect of a masker or suppressor well be-
low the probe~i.e., the upward spread of masking! compared
to a masker/suppressor well above the probe or at probe fre-
quency. In this paradigm, the ‘‘probe’’ is considered to bef 2
because this is the primary generation site of the DPOAE
and is the region to be suppressed. For suppressor tones
lower thanf 2, the ‘‘tail’’ of the excitation profile correspond-
ing to the suppressor tone grows at least linearly with in-
creasing suppressor level, thus overlapping and interfering
with the f 2 site effectively. This linear growth of basilar-
membrane motion for low-frequency-side suppressors pro-
duces steep growth of DPOAE suppression.

In contrast, suppressor tones higher thanf 2 do not pro-
duce effective overlap with thef 2 site and thus do not pro-
duce effective DPOAE suppression even when increased in
level. This overlap is often not possible because of the com-
pressive nature of basilar-membrane motion at the region
tuned to the high-frequency suppressor tone. Therefore, for
high-frequency suppressor tones, it is typical to see shallow,
compressive growth of DPOAE suppression.

This normal frequency-dependent pattern of DPOAE
suppression growth is not observed in term-born neonates or
neonates that were born prematurely but have reached the
equivalent of term status~39–41-weeks postconceptional
age!. Neonates show shallow growth of suppression for sup-
pressors lower in frequency thanf 2 ~‘‘low-frequency side’’
suppressor tones!, suggesting a more focal excitation pattern
and less upward spread of masking. It may indicate that the
immature cochlea is excessively compressive~Abdala,
2001a, b; Abdala and Chatterjee, 2002!. The hearing-
impaired subjects tested in this study also show atypical
DPOAE suppression growth; however, they have a more
variable pattern of disruption.

Three aspects of DPOAE suppression growth are abnor-
mal in these hearing-impaired subjects:~1! The normal
frequency-dependent pattern of cochlear nonlinearity has
been disrupted; that is, we do not see the normal compressive
growth for high-frequency-side suppressors in contrast to the
steep growth of suppression expected for low-frequency-side
suppressor tones;~2! In six of the eight subjects, the slopes
are abnormally steep for at least one suppressor frequency,
suggesting that it is generally easier to suppress the DPOAE
in hearing-impaired subjects. The steeper slopes may indi-
cate localized regions of pathology. Excessively steep sup-
pression growth may indicate broadened excitation patterns
and excessive spread of masking in impaired cochlea;~3!
The slopes of the suppression growth obtained in these sub-
jects are irregularly distributed across suppressor frequencies
and show marked intersubject variability. The hearing-
impaired data show peaks and troughs spaced at erratic in-
tervals in frequency. These three irregularities in suppression
growth may suggest abnormalities in cochlear function, pos-
sibly related to basilar-membrane nonlinearity and compres-
sion.

D. DPOAE suppression and underlying pathology

The findings from this study clearly indicate that differ-
ent DPOAE suppression results are observed in subjects with
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similar audiometric results, that is, similar degree~65 dB!
and configuration of hearing loss. Five of the subjects pre-
sented here had relatively flat mild-moderate hearing losses
~see Appendix B!, yet their STCs varied widely in the extent
of abnormality. A striking example can be found by compar-
ing subjects H04 and H21. Both are teenage females with
nearly identical bilateral, symmetrical hearing losses. How-
ever, their STCs are extremely different. Subject H21 pre-
sents with an STC of normal width and morphology, while
H04 presents with an STC that is grossly abnormal in mor-
phology. The results may suggest that subject H04’s hearing
loss stems from more widespread loss of OHCs or a more
detrimental pattern of sensory cell loss. A similar comparison
can be made between H08’s STC, which is grossly abnormal
in shape and H14’s normal-appearing tuning curve, although
both subjects show similar audiometric thresholds. These ex-
amples are limited by the inability to compare two subjects
with similar audiograms at the samef 2 frequency.

A pattern observed in only two hearing-impaired sub-
jects was narrower suppression tuning. The two subjects with
sharper STCs~H12, H19! also have the least overall hearing
loss with some normal-hearing thresholds both above and
below thef 2 frequency. Similar findings of narrow suppres-
sion tuning have been reported in premature human infants
~e.g., Abdala, 2001a, b! and may reflect a very subtle dys-
function of the cochlear amplifier due to mild OHC damage
or, in the case of premature neonates, OHC immaturity. Mar-
tin and colleagues~1998! have hypothesized that a narrower
STC reflects a DPOAE generation region that is significantly
reduced or narrowed. However, it is not clear how hearing
loss would create a more focal overlap region betweenf 1
and f 2 traveling waves. It is also possible to produce nar-
rower DPOAE STCs by manipulating stimulus parameters
such asf 2/f 1 ratio and primary tone level. This explanation
is unlikely since, with the exception off 2 frequency, stimu-
lus parameters were the same in all subjects. At present, it is
not clear why narrow STCs were observed in these two
hearing-impaired subjects and whether this result reflects a
unique type of damage to the cochlear amplifier.

The variation of DPOAE suppression results in this rela-
tively small sample of hearing-impaired subjects may well
stem from variations in the local patterns of hair-cell survival
and consequently, of cochlear amplifier function. Unfortu-
nately, our current understanding of cochlear mechanics does

not extend so far as to predict the patterns of suppression in
regions with irregularly distributed or partially functioning
hair-cell survival. Further study of DPOAE suppression
growth patterns in populations with defined etiology of hear-
ing loss may elucidate this relationship. At present, however,
it is apparent that the normal frequency-dependent pattern of
cochlear nonlinearity as measured by DPOAE suppression
growth is disrupted in subjects with cochlear damage.

V. CONCLUSIONS

Results of the present study suggest that DPOAE STCs
measure a different aspect of cochlear function and tuning
than traditional physiological tuning curves. It is presumed
that the cochlear amplification process is disrupted in these
subjects with mild-moderate SNHL, because outer hair-cell
function is abnormal. Functional outer hair cells are required
for normal cochlear amplifier function; therefore, in the ab-
sence of normal outer hair cells, phenomena associated with
the amplifier, such as sharp tuning and optimal sensitivity,
are compromised~Liberman and Dodds, 1984; Ruggero and
Rich, 1991!. Even so, six out of eight STCs recorded in
children with documented cochlear damage~i.e., SNHL!
showed generally normal DPOAE STC appearance and
shape. Interestingly, however, these six hearing-impaired
children showed subtle abnormalities in DPOAE suppression
tuning, some related to tuning curve width and others related
to shifting tip frequencies and levels. These subtle abnor-
malities support the first hypothesis and suggest that the
DPOAE suppression paradigm reflects cochlear dysfunction
in a systematic, although novel and subtle, way. The answer
to the second hypothesis is less clear. Although our results
suggest that the same audiometric hearing loss may alter
DPOAE suppression in varied ways, it is not clear whether
this variation reflects different patterns or types of cochlear
damage. Further study with a larger database is needed to
elucidate the relationship between DPOAE STCs, and under-
lying patterns or etiologies of hearing loss in both humans
and laboratory animals.
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APPENDIX A: DESCRIPTIVE INFORMATION ON THE EIGHT HEARING-IMPAIRED PARTICIPANTS

ID #
Age in study

~years!
Age at IDa

~years!
Age 1st ampb

~years! Gender
Test
ear

f 2 tested
~Hz!

dB HL
@f 2

DPOAE level
~dB SPL!

H04 17 4 4 F L 6000 45 27.44
H08 12.5 5 5 F L 1500 40 21.18
H09 11 6 6.5 M R 3000 30 24.41
H12 10 7.5 N/A M L 4000 40 21.00
H14 10.5 5 6 F L 3000 40 21.94
H15 14.5 5 6 M L 6000 20 24.35
H19 14.5 14 14.5 M R 6000 20 20.66
H21 14.5 4 6 F R 4000 50 29.70

aAge at which the child’s hearing loss was first identified. bAge at which the child first began using amplification.
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APPENDIX B

Audiograms for the test ear of each of the eight hearing-impaired subjects. Standard audiometric symbols are used:
circles5right ear and ‘‘3 ’ ’s5 left ear. Thef 2 frequency tested for a given subject is indicated by the black diamond.

Abdala, C.~1998!. ‘‘A developmental study of DPOAE (2f 1 – f 2) suppres-
sion in premature human neonates,’’ Hear. Res.121, 125–138.

Abdala, C.~2001a!. ‘‘Maturation of the human cochlear amplifier: Distor-
tion product otoacoustic emission suppression tuning curves recorded at
low and high primary tone levels,’’ J. Acoust. Soc. Am.110, 1465–1476.

Abdala, C.~2001b!. ‘‘DPOAE suppression tuning: Cochlear immaturity in
premature neonates or auditory aging in normal-hearing adults?’’ J.
Acoust. Soc. Am.110, 3155–3162.

Abdala, C., and Chatterjee, M.~2003!. ‘‘Maturation of DPOAE suppression
growth as a measure of cochlear nonlinearity in humans,’’ J. Acoust. Soc.
Am. ~in press!.

Abdala, C., Sininger, Y., Ekelid, M., and Zeng, F-G.~1996!. ‘‘Distortion
product otoacoustic emission suppression tuning curves in human adults
and neonates,’’ Hear. Res.98, 38–53.

American Speech-Language-Hearing Association~1990!. ‘‘Guidelines for
screening for hearing impairment and middle-ear disorders,’’ ASHA32
~Suppl 2!, 17–24.

Brown, A., and Kemp, D.~1984!. ‘‘Suppressibility of the 2f 1 – f 2 stimu-
lated acoustic emissions in gerbil and man,’’ Hear. Res.13, 29–37.

Delgutte, B.~1990!. ‘‘Two-tone rate suppression in auditory-nerve fibers:
Dependence on suppressor frequency and level,’’ Hear. Res.49, 225–246.

Erminy, M., Avan, P., and Bonfils, P.~1998!. ‘‘Characteristics of the acoustic

930 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 C. Abdala and T. S. Fitzgerald: DPOAE suppression and hearing loss



distortion product 2f 2 – f 1 from the normal human ear,’’ Acta Oto-
Laryngol.118, 32–36.

Evans, E., and Klinke, R.~1982!. ‘‘The effects of intracochlear and systemic
furosemide on the properties of single cochlear nerve fibres in the cat,’’
Physiol.~London! 331, 409–427.

Frank, G., and Kossl, M.~1995!. ‘‘The shape of 2f 1 – f 2 suppression tuning
curves reflects basilar membrane specializations in the mustached bat,
Pternonotus parnellii,’’ Hear. Res.83, 151–160.

Gorga, M., Neely, S., Dorn, P., and Konrad-Martin, D.~2002!. ‘‘The use of
distortion product otoacoustic emission suppression as an estimate of re-
sponse growth,’’ J. Acoust. Soc. Am.111, 271–284.

Gorga, M., Neely, S., Dierking, D., Dorn, P., and Fitzpatrick, D.~2003!.
‘‘DPOAE suppression in normal-hearing and hearing-impaired human
subjects,’’ Abstr. Assoc. Res. Otolaryn., Daytona Beach, FL, Vol.26, p.
171.

Harris, F., Probst, R., and Xu, L.~1992!. ‘‘Suppression of the 2f 1 – f 2
otoacoustic emission in humans,’’ Hear. Res.64, 133–141.

Harrison, R., and Evans, E.~1979!. ‘‘Cochlear fibre responses in guinea pigs
with well defined cochlear lesions,’’ Scand. Audiol. Suppl.9, 83–92.

Howard, M., Stagner, B., Lonsbury-Martin, B., and Martin, G.~2002!. ‘‘Ef-
fects of reversible noise exposure on the suppression tuning of rabbit
distortion-product otoacoustic emissions,’’ J. Acoust. Soc. Am.111, 285–
296.

Kim, D. ~1980!. ‘‘Cochlear mechanics: Implications of electrophysiological
and acoustical observations,’’ Hear. Res.2, 297–317.

Konrad-Martin, D., Neely, S., Keefe, D., Dorn, P., Cyr, E., and Gorga, M.
~2002!. ‘‘Sources of DPOAEs revealed by suppression experiments, in-
verse fast Fourier transforms, and SFOAEs in impaired ears,’’ J. Acoust.
Soc. Am.111, 1800–1809.

Kummer, P., Janssen, T., and Arnold, W.~1995!. ‘‘Suppression tuning char-
acteristics of the 2f 1 – f 2 distortion product otoacoustic emission in hu-
mans,’’ J. Acoust. Soc. Am.98, 197–210.

Liberman, M., and Dodds, L.~1984!. ‘‘Single-neuron labeling and chronic
cochlear pathology. III. Stereocilia damage and alterations of threshold
tuning curves,’’ Hear. Res.16, 55–74.

Lonsbury-Martin, B., Harris, F., Hawkins, M., Stagner, B., and Martin, G.
~1990!. ‘‘Distortion product otoacoustic emissions in humans. I. Basic
properties in normal-hearing subjects,’’ Ann. Otol. Rhinol. Laryngol.99,
Suppl. 147, 29–44.

Martin, G., Lonsbury-Martin, B., Probst, R., Scheinin, S., and Coats, A.

~1987!. ‘‘Acoustic distortion products in rabbit ear canal. II. Sites of origin
revealed by suppression contours and pure-tone exposures,’’ Hear. Res.28,
191–208.

Martin, G., Jassir, D., Stagner, B., and Lonsbury-Martin, B.~1998!. ‘‘Effects
of loop diuretics on the suppression tuning of distortion product otoacous-
tic emissions in rabbits,’’ J. Acoust. Soc. Am.104, 972–983.

Mauermann, M., Uppenkamp, S., van Hengel, P., and Kollmeier, B.~1999a!.
‘‘Evidence for the distortion product frequency place as a source of dis-
tortion product otoacoustic emission~DPOAE! fine structure in humans. I.
Fine structure and higher-order DPOAE as a function of the frequency
ratio f 2/f 1,’’ J. Acoust. Soc. Am.106, 3473–3483.

Mauermann, M., Uppenkamp, S., van Hengel, P., and Kollmeier, B.
~1999b!. ‘‘Evidence for the distortion product frequency place as a source
of distortion product otoacoustic emission~DPOAE! fine structure in hu-
mans. II. Fine structure for different shapes of cochlear hearing loss,’’ J.
Acoust. Soc. Am.106, 3484–3491.

Moore, C., and Glasberg, B.~1986!. ‘‘Comparisons of frequency selectivity
in simultaneous and forward masking for subjects with unilateral cochlear
impairments,’’ J. Acoust. Soc. Am.80, 93–107.

Moulin, A., Bera, J., and Collet, L.~1994!. ‘‘Distortion product otoacoustic
emissions and sensorineural hearing loss,’’ Audiology33, 305–326.

Neely, S., and Kim, D.~1986!. ‘‘A model for active elements in cochlear
biomechanics,’’ J. Acoust. Soc. Am.79, 1472–1480.

Plack, C., and Oxenham, A.~1998!. ‘‘Basilar-membrane nonlinearity and
the growth of forward masking,’’ J. Acoust. Soc. Am.103, 1598–1608.

Rhode, W., and Cooper, N.~1993!. ‘‘Two-tone suppression and distortion
production on the basilar membrane in the hook region of cat and guinea
pig cochleae,’’ Hear. Res.66, 31–45.

Ruggero, M., and Rich, N.~1991!. ‘‘Application of a commercially manu-
factured Doppler shift laser velocimeter to the measurement of basilar
membrane vibration,’’ Hear. Res.51, 215–230.

Sewell, W.~1984!. ‘‘The effects of furosemide on the endocochlear potential
and auditory-nerve fiber tuning curves in cats,’’ Hear. Res.14, 305–314.

Stover, L., Neely, S., and Gorga, M.~1999!. ‘‘Cochlear generation of inter-
modulation distortion revealed by DPOAE frequency functions in normal
and impaired ears,’’ J. Acoust. Soc. Am.106, 2669–2678.

Talmadge, C., Long, G., Tubis, A., and Dhar, S.~1999!. ‘‘Experimental
confirmation of the two-source interference model for the fine structure of
distortion product otoacoustic emissions,’’ J. Acoust. Soc. Am.105, 275–
292.

931J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 C. Abdala and T. S. Fitzgerald: DPOAE suppression and hearing loss



Maturation of cochlear nonlinearity as measured
by distortion product otoacoustic emission suppression
growth in humans

Caroline Abdalaa)

Children’s Auditory Research and Evaluation Center, House Ear Institute, 2100 West Third Street,
Los Angeles, California 90057

Monita Chatterjee
Auditory Implants and Perception, House Ear Institute, 2100 West Third Street, Los Angeles, California 90057

~Received 11 December 2002; revised 7 May 2003; accepted 9 May 2003!

The growth of distortion product otoacoustic emission~DPOAE! suppression follows a systematic,
frequency-dependent pattern. The pattern is consistent with direct measures of basilar-membrane
response growth, psychoacoustic measures of masking growth, and measures of neural rate growth.
This pattern has its basis in the recognized nonlinear properties of basilar-membrane motion and, as
such, the DPOAE suppression growth paradigm can be applied to human neonates to study the
maturation of cochlear nonlinearity. The objective of this experiment was to investigate the
maturation of human cochlear nonlinearity and define the time course for this maturational process.
Normal-hearing adults, children, term-born neonates, and premature neonates, plus a small number
of children with sensorineural hearing loss, were included in this experiment. DPOAE suppression
growth was measured at twof 2 frequencies~1500 and 6000 Hz! and three primary tone levels
~55–45, 65–55, and 75–65 dB SPL!. Slope of DPOAE suppression growth, as well as an
asymmetry ratio~to compare slope for suppressor tones below and abovef 2 frequency!, were
generated. Suppression threshold was also measured in all subjects. Findings indicate that both
term-born neonates and premature neonates who have attained term-like age, show non-adult-like
DPOAE suppression growth for low-frequency suppressor tones. These age effects are most evident
at f 256000 Hz. In neonates, suppression growth is shallower and suppression thresholds are
elevated for suppressor tones lower in frequency thanf 2. Additionally, the asymmetry ratio is
smaller in neonates, indicating that the typical frequency-dependent pattern of suppression growth
is not present. These findings suggest that an immaturity of cochlear nonlinearity persists into the
first months of postnatal life. DPOAE suppression growth examined for a small group of
hearing-impaired children also showed abnormalities. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1590973#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

Distortion product otoacoustic emissions~DPOAEs! can
be suppressed by a third tone presented simultaneously with
the two stimulating primary tones (f 1,f 2). Ipsilateral sup-
pression of the 2f 1 – f 2 distortion product has been con-
ducted in laboratory animals~Brown and Kemp, 1984; Frank
and Kossl, 1995; Koppl and Manley, 1993; Martinet al.,
1987!, human adults~Abdalaet al., 1996; Gorgaet al., 2002;
Harriset al., 1992; Kummeret al., 1995! and more recently,
in human neonates and children~Abdalaet al., 1996; Abdala,
1998; Abdala, 2001a,b! to observe and define characteristics
of cochlear nonlinearity and function.

The DPOAE iso-suppression tuning curve has also been
used as a tool to study maturation of human cochlear func-
tion. Recent studies using longitudinally collected data from
premature and term-born neonates clearly show that DPOAE
suppression tuning remains non-adult-like beyond term birth
~Abdala, 2003!. DPOAE suppression tuning curves~STC!

from term-born neonates, or from prematurely born neonates
that have reached term-like status~38–41 weeks postconcep-
tional age!, are excessively narrow and steep on the low-
frequency flank relative to adult STCs. This age effect is
observed atf 2 frequencies of 1500 Hz and, more promi-
nently, at 6000 Hz.

DPOAE suppression tuning curves provide a useful
snapshotof cochlear function for a fixed suppression crite-
rion. DPOAE suppression growth and patterns of growth as a
function of suppressor frequency, however, provide a more
dynamic and comprehensive measure of cochlear function.
Suppression of the 2f 1 – f 2 DPOAE follows a systematic,
frequency-dependent pattern~Kummer et al., 1995!. In the
mature, healthy cochlea, suppressor tones lower in frequency
than f 2 produce at least linear~1 dB/dB! DPOAE suppres-
sion growth; suppressor tones above thef 2 frequency pro-
duce compressive, shallow suppression growth~,1 dB/dB!.
This pattern is consistent with direct measurements of
basilar-membrane response growth~Rhode and Cooper,
1993!, psychoacoustic measures of masking growth~Hicksa!Electronic mail: cabdala@hei.org
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and Bacon, 1999; Oxenham and Plack, 1998!, and measures
of neural rate growth~Delgutte, 1990!.

The frequency-dependent pattern of DPOAE suppres-
sion growth has its basis in the recognized nonlinear charac-
teristics of basilar-membrane motion and depends upon the
known differential effect of a masker or suppressor well be-
low the probe~i.e., the upward spread of masking! compared
to a masker/suppressor well above the probe or at probe fre-
quency~Oxenham and Plack, 1998!. In the DPOAE suppres-
sion paradigm, the ‘‘probe’’ is considered to bef 2 because
this is the primary generation site of the DPOAE and is the
region to be suppressed. For suppressor tones lower thanf 2,
growth of suppression is steep because the ‘‘tail’’ of the ex-
citation profile corresponding to the suppressor tone grows in
a linear fashion with increasing suppressor level, thus over-
lapping and interfering with thef 2 site effectively. This lin-
ear growth of the basilar-membrane response for low-
frequency side suppressors produces a slope of DPOAE
suppression growth approximating 1.0~Abdala, 2001a;
Kummeret al., 1995!.

In contrast, suppressor tones higher thanf 2 do not pro-
duce effective overlap with thef 2 site and thus do not pro-
duce effective suppression even when increased in level.
This overlap is not easily achieved and often not possible
because of the compressive nature of basilar-membrane mo-
tion at the region tuned to the high-frequency suppressor
tone. Therefore, for high-frequency suppressors, we observe
shallow growth of DPOAE suppression and compressive
slope values~,1.0! ~Abdala, 2001a,b; Kummeret al., 1995!.

The nonlinear behavior of the basilar membrane is
clearly represented in the asymmetry of DPOAE suppression
growth for tones lower thanf 2 versus tones higher in fre-
quency thanf 2. Because the DPOAE suppression growth
paradigm offers evidence of basilar-membrane nonlinearity,
it provides an effective assay for studying maturation of this
phenomenon in humans. In this experiment, maturation of
cochlear nonlinearity was studied by measuring DPOAE
suppression growth in several age groups for a range of pri-
mary tone levels andf 2 frequencies. The research objectives
were to:~1! investigate the maturation of basilar-membrane
nonlinearity in humans and~2! describe the time course for
this maturational process.

II. METHODS

A. Subjects

A portion of the subjects described in this report partici-
pated in previous studies of DPOAE suppression tuning in
our laboratory. However, new subjects were included to fill
in experimental conditions and provide adequate subject
numbers in each group. The subjects participating in this
experiment included: 37 normal-hearing adults, 47 normal-
hearing children, 109 premature neonates, 49 term neonates,
and 4 children with sensorineural hearing loss. Table I shows
their respective ages, genders, and test ear.

The neonatal subjects were born at Women and Chil-
dren’s Hospital, Los Angeles County1University of South-
ern California Medical Center and tested prior to discharge
in the Infant Auditory Research Laboratory, a quiet room

away from the neonatal intensive care unit and postpartum
suites. All neonates were screened with a 30-dB HL click-
evoked ABR prior to inclusion into this study.

Premature subjects were born between 24 and 36 weeks
gestational age and ranged from 31 to 41 weeks postconcep-
tional age~PCA! at test. Postconceptional age is defined as
gestational age at birth plus weeks between birth and test.
Average birthweight for premature neonates was 1964 grams
and average 5- and 10-min APGAR scores, which are indi-
cators of neonatal health at birth, were 7.3 and 8.54, respec-
tively ~10 reflects optimum health!. A small subset of the
premature neonates (n59) was tested longitudinally from
31–33 through 45 weeks PCA.

Term neonates were born between 37 and 41 weeks of
gestation and tested within 84 h of birth. Average birth
weight for term infants was 3283 grams, and 5- and 10-min
APGARS were 8.0 and 8.96, respectively. None of the neo-
nates included in this study had high-risk factors for hearing
loss other than prematurity~Gerkin, 1984!. Adult and child
subjects had screening tympanometry~226-Hz probe tone!
and a complete audiogram conducted prior to testing. Audio-
metric thresholds were<15 dB HL from 500 to 8000 Hz.
The adults and children were tested at the House Ear Institute
in a sound-attenuated booth while sitting quietly, reading, or
watching a subtitled video movie.

B. Instrumentation and signal analysis

An Ariel DSP161 signal processing and acquisition
board housed within a Compaq Prolinea 590 personal com-
puter with Pentium processor was used to generate stimuli
and acquire data. The Ariel board was connected to an Ety-
motic Research ER-10C probe system and to an analog high-
pass filter~12-dB/oct; 710-Hz high-pass cutoff!. The ER-10C
probe contains two output transducers and a low-noise mi-
crophone. The two primary tones and the suppressor tone
were generated by the DSP processor. The primary tone atf 1
was generated by one D/A converter and delivered via one
transducer. The primary tone atf 2 and the suppressor tone
( f s) were produced by the second D/A converter and output
through the second transducer.

The signal at the probe microphone was high-pass fil-
tered and sampled at a rate of 50 kHz with a sweep length of
4096 samples, giving frequency resolution of 12.2 Hz.
Twenty-five sweeps of the microphone signal were added
and comprised one block forf 256000 Hz. Due to elevated
noise, 50 sweeps comprised one block atf 251500 Hz.

TABLE I. Mean subject age and age ranges, gender, and ear.

Group
Mean age
~range!

Gender
M/F

Test ear
R/L

Premature 35 Wks~31–39! 62/47 46/63
Term 39 Wks~37–42! 36/13 30/19
NH Child 11 Yrs ~6.5–17! 16/31 17/30
SNHL Child 14 Yrs~12.5–15.3! 2/2 1/3
Adult 26 Yrs ~17–35! 11/26 14/23
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C. Data acceptance criteria

Acceptance criteria were as follows:~1! Noise measure-
ments for three frequency bins~12.2 Hz wide! on either side
of the 2f 1 – f 2 frequency had to be,0 dB SPL to assure
appropriate subject state and~2! The measured DPOAE level
had to be at least 5 dB above the average noise measured in
the same six bins around the distortion product frequency to
be accepted into the grand average.

The program attempted up to six blocks of either 25 or
50 sweeps to achieve the absolute noise criterion of 0 dB
SPL and the S/N ratio of 5 dB. If both of these criteria were
not met after six attempted blocks, no data were collected
and the next condition was initiated. In addition, sweeps
were accepted into a block of data only when the estimated
rms level in that sweep did not exceed a user-controlled ar-
tifact rejection threshold. This level was set for each subject
based on observations of baseline activity level determined
early in the test session, and modified if necessary during the
experiment.

Intermodulation distortion produced by the recording
system at 2f 1 – f 2 was measured with the probe in a Zwis-
locki coupler for all test conditions. The mean level of dis-
tortion was221 dB SPL and in no case exceeded217 dB
SPL. The recording system noise floor was determined using
a similar method with no tones present. The level of system
noise floor ranged between222 and227 dB SPL depending
on frequency.

D. Procedure

An in situ calibration procedure was conducted on both
output transducers before each subject was tested. Tones of
fixed voltage were presented to the transducers at 250 Hz
intervals from 500 to 15 000 Hz and the resulting SPL of
these tones recorded in each ear canal. Based on this infor-
mation, an equalization of output levels was performed for
each subject to achieve target stimulus levels across test fre-
quencies.

Custom-designed software for the collection of DPOAE
suppression data was developed at the House Ear Institute.
For a givenf 2 condition ~either 1500 or 6000 Hz!, an un-
suppressed DPOAE was initially recorded. A suppressor tone
( f s) of given frequency was then presented simultaneously
with the primary tones, and its level increased in 5-dB steps
over a range of intensities from 40 to 85 dB SPL. Between 9
to 15 suppressor tones with frequencies ranging from one
octave below to 1/4 octave abovef 2 were presented at in-
tervals between 25–150 cents~one octave51200 cents!. An
unsuppressed DPOAE was recorded before each new sup-
pressor tone was presented. DPOAE amplitude was plotted
as a function of suppressor level for each suppressor tone,
and the slope of this line was calculated to obtain suppres-
sion growth rate.

E. Data analysis

DPOAE suppression data were analyzed in the follow-
ing manner.

~1! For each subject, a graph of DPOAE amplitude as a
function of suppressor level was generated for every sup-
pressor tone (f s) within a given f 2 condition.Suppres-
sion growth slopewas measured from this function by
fitting a regression equation to the line, beginning 1–2
dB below the unsuppressed DPOAE amplitude and using
all points with sufficient signal/noise ratio. If there was a
plateau present in the initial part of the suppression
growth function, it was eliminated in order to represent
the monotonic portion of suppression growth. In this
way, a slope value was obtained for each suppressor
tone, reflecting the rate of suppression growth as level
increased. In order to observe age effects on suppression
growth slope, an ANOVA (age3 f s) with repeated mea-
sures onf s was conducted at eachf 2 frequency and
primary tone level independently.

~2! Once the suppression growth slope values were deter-
mined, a slopeasymmetry ratio~AR! was calculated for
each subject. This ratio was a comparison of suppression
growth slope for suppressor tones lower thanf 2 ~low-
frequency side or LFS suppressors! and slope for sup-
pressors tones higher thanf 2 ~high-frequency side or
HFS suppressors!. At f 251500 Hz, the AR was com-
puted from slope measured forf s51050 Hz and f s

51890 Hz ~i.e., LFS slope/HFS slope!. At f 2
56000 Hz, the AR was computed from slope measured
for f s55119 Hz and slope atf s56932 Hz. The larger the
ratio value, the more asymmetrical the DPOAE suppres-
sion growth slope across suppressor frequency. To search
for age effects on the asymmetry ratio metric, an
ANOVA ~age3primary tone level! was conducted at
eachf 2 frequency independently.

~3! The suppression growth data collected longitudinally in
a subset of premature neonates and adult subjects atf 2
56000 Hz were analyzed in the following manner: A
meanLFS suppression growth slope~average of suppres-
sion growth slope for the two lowest suppressor tones:
3620 and 4063 Hz! was plotted as a function of postcon-
ceptional age/test session. Past studies have shown that
age effects are not present for HFS suppressor tones, and
for this reason, they were excluded from the analysis. An
ANOVA ~age group3test session! with repeated mea-
sures on test session was conducted to test for differ-
ences in LFS suppression growth between adult and neo-
natal groups and for change in LFS suppression growth
with increasing postconceptional age.

~4! A DPOAE suppression thresholdwas also calculated as
the suppressor level required for a suppressor tone to just
initiate suppression; that is, produce a 2-dB reduction in
DPOAE amplitude. This threshold value was extrapo-
lated from each suppression growth function individu-
ally and plotted as a function of suppressor frequency.
Suppression threshold provides a metric of DPOAE sup-
pression that is not redundant with measures of suppres-
sion growth measurement. For example, it is possible for
two different suppressor tones to cause comparable
growth of suppression rates; however, for one tone, sup-
pression may not be initiated until the suppressor reaches
80 dB SPL; for the other tone, suppression might be
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initiated at 45 dB SPL. The DPOAE suppression thresh-
old measure distinguishes between these two suppres-
sion patterns, whereas the slope measure alone would
not. DPOAE threshold measures were displayed as mean
values at eachf 2 frequency and primary tone level, for
the four age groups~premature, term, child, and adult!.

III. RESULTS

A. Individual suppression growth series

Figures 1~a!–~h! show randomly chosen DPOAE sup-
pression growth functions atf 256000 Hz for one individual
in each age group. The boundary suppressor tones~those
nearest and farthest fromf 2 frequency! are designated by
filled square and open circle, respectively. The left panels
display suppression growth functions for LFS suppressor
tones; the right panels display data from HFS suppressor
tones. Therefore, the open circles depict the lowest frequency
suppressor tone on the left panels and the highest frequency
suppressor tones on the right panels. Table II includes the list
of suppressor frequencies used in each f2 condition. The
adult example@Figs. 1~a! and ~b!#, represents a typical and

expected pattern of suppression growth in the normally func-
tioning, mature cochlea. Low-frequency side-suppressor
tones produced steep suppression growth, and HFS suppres-
sor tones produced shallow suppression growth. The normal-
hearing child in Figs. 1~c! and ~d! showed a similar pattern.

The term neonate@Figs. 1~e! and~f!#, like the adult, had
very shallow suppression growth for the HFS suppressors,
but also showed relatively shallow slope for some of the LFS

FIG. 1. DPOAE amplitude as a function of suppressor
level for a group of suppressor tones centered around
6000 Hz. One representative adult, child, term-born
neonate, and premature neonate is shown. Low-
frequency side~LFS! suppressors are tones that are
lower in frequency thanf 2; HFS suppressors are higher
in frequency thanf 2. In each panel, the frequency far-
thest from f2 is shown as an open circle; the frequency
closest tof 2 is shown by filled squares. Actual suppres-
sor tone frequencies are listed in Appendix A.

TABLE II. Suppressor frequencies (f s). Suppressor tone frequencies used
for f 251500-Hz andf 256000-Hz conditions. The numbers with asterisks
are those values used in the suppression growth slope graphs and analyses.

f 251500 Hz f 256000 Hz

850 1522* 3044 5914*
1050* 1566 3620* 6087
1208 1612* 4063* 6266*
1345* 1684 4560 6449
1436* 1784* 5119* 6638*
1478 1890* 5350 6932*

5582* 7239
5746
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suppressor tones. Additionally, the difference in DPOAE
suppression threshold between the lowest frequency suppres-
sor tones and the other LFS tones was more marked in the
neonate than the adult~left panels!. The term neonate shown
in Fig. 1 has elevated DPOAE suppression thresholds for the
four lowest frequency suppressors~see functions shifted to
the right!. The premature neonate@Figs. 1~g! and ~h!#
showed the same elevated suppression threshold for the low-
est frequency suppressor tones. This pattern of requiring
higher levels to initiate DPOAE amplitude reduction for LFS
suppressor tones is unique to neonates and was not observed
in the representative adult data. It is consistent with previous
reports that neonates have narrower DPOAE suppression
tuning curves with steeper low-frequency flanks than adults
~Abdala, 2001a!. It is also evident in Figs. 1~g! and ~h! that
LFS suppressor tones produced relatively shallow suppres-
sion growth in this premature neonate, rather than the char-
acteristically steep growth~.1.0! typically observed in
adults.

B. Mean DPOAE suppression growth slope

Figure 2 shows mean suppression growth slope plotted
as a function of suppressor frequency for the four age groups
at f 2 frequencies of 1500 and 6000 Hz and three primary
tone levels. In the midlevel condition, data from premature
neonates are presented at two postconceptional ages~33 and
38 weeks!. DPOAE suppression data could not be collected
with low-level primary tone levels forf 251500 Hz because
of the higher noise floor associated with this frequency. The
dashed vertical line in Fig. 2 is at thef 2 frequency. The
standard deviations at each suppressor frequency are pre-
sented in Table III.

The mean suppression growth slope data shown in Fig. 2
quantitatively confirms the anecdotal observations made
from the individual suppression growth functions in Fig. 1.
The mean adult data show frequency-dependent suppression

FIG. 2. Mean DPOAE suppression growth slope as a function of suppressor
frequency for twof 2 conditions~1500 and 6000 Hz! and for low-, mid-, and
high-level primary tones. The vertical line is placed at thef 2 frequency.
Mean data from four age groups are presented. Actual suppressor tone fre-
quencies are detailed in Appendix A. The standard deviations of the mean
slope values are presented in Table III.

TABLE III. Standard deviations for the mean values presented in Fig. 2. Primary tones: LL555–45 dBSPL, ML565–55 dB SPL, HL575–65 dB SPL. Note
that an additional category of prematurity is present at 6000 Hz/ML. P5Premature, T5Term, C5Children, A5Adult.

6000 Hz/LL 6000 Hz/ML 6000 Hz/HL

f s P T C A P/33 P/38 T C A P T C A

3620 0.282 0.439 0.527 0.321 0.284 0.386 0.557 0.255 0.492 0.489 0.308 0.787 0.540
4063 0.643 0.333 0.602 0.392 0.430 0.312 0.356 0.277 0.324 0.300 0.604 0.305 0.505
5119 0.189 0.421 0.474 0.264 0.300 0.301 0.482 0.254 0.486 0.398 0.421 0.424 0.521
5582 0.369 0.317 0.369 0.193 0.223 0.367 0.281 0.143 0.240 0.291 0.375 0.271 0.201
5914 0.371 0.209 0.254 0.399 0.466 0.366 0.245 0.210 0.283 0.349 0.207 0.372 0.278
6266 0.189 0.204 0.150 0.223 0.099 0.191 0.238 0.183 0.344 0.240 0.236 0.172 0.182
6638 0.081 0.216 0.080 0.208 0.120 0.101 0.184 0.104 0.063 0.210 0.070 0.130 0.116
6932 0.116 0.203 0.060 0.268 0.129 0.227 0.042 0.091 0.052 0.182 0.098 0.071 0.091

1500 Hz/ML 1500 Hz/HL

f s P T C A P T C A

1050 0.415 0.414 0.462 0.318 0.507 0.220 0.383 0.466
1345 0.418 0.445 0.294 0.408 0.305 0.556 0.344 0.347
1436 0.448 0.275 0.404 0.427 0.374 0.347 0.423 0.495
1522 0.061 0.097 0.121 0.296 0.256 0.296 0.542 0.419
1612 0.232 0.322 0.424 0.126 0.202 0.347 0.281 0.354
1784 0.085 0.132 0.123 0.116 0.148 0.297 0.041 0.163
1890 0.103 0.053 0.112 0.088 0.138 0.020 0.038 0.092
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growth: HFS suppressors produced compressive rates of sup-
pression growth~0.2–0.8!, whereas LFS suppressors pro-
duced suppression growth slope values>1.0. ANOVAs
(age3 f s) with repeated measures onf s, were conducted at
each f 2 frequency and primary tone level separately. Four
age groups were included in these analyses: premature neo-
nate, term neonate, child, and adult.

Results atf 251500 Hz indicated a main effect of sup-
pressor frequency at both levels, thus confirming the fre-
quency dependence of DPOAE suppression growth and a
main effect of age at 65–55 dB SPL only (f 56.47; p
50.0001). There was also an interaction between age and
suppressor frequency at 75–65 dB SPL (f 52.36; p
50.0078). From data presented in Fig. 2, it is evident that
the interaction effect reflects age differences that are present
only for the lowest frequency suppressors, to the left of the

dashed vertical line and not for the HFS suppressors.
Results atf 256000 Hz indicated a main effect of sup-

pressor frequency at all levels and a main effect of age for
primary tone levels of 55–45 and 65–55 dB SPL only (f
524.24;p,0.0001 andf 512.25;p,0.0001, respectively!.
Interactions between frequency and age were observed at all
levels and, again, are consistent with age differences that are
present only for the LFS suppressor tones. High-frequency
suppression growth showed complete overlap among ages.

Asymmetry ratio~AR! data are shown in Fig. 3. Atf 2
51500 Hz, mean adult ARs were around 5.0 and neonatal
values ranged from 2.0 to 4.5. At 6000 Hz, adult AR ranged
from 3.7–8.2 while neonatal values were below 3.0. The
larger AR values reflect greater asymmetry in suppression
growth produced by LFS versus HFS suppressor tones. Fac-
torial ANOVAs ~age3primary tone level! were conducted at
each f 2 frequency separately. At 1500 Hz, main effects of
age and primary tone level on asymmetry ratio were ob-
served, indicating that adults had larger AR values than neo-
nates (f 55.39; p,0.0087; f 514.1; p,0.0001, respec-
tively!. There was also an interaction between age and level.
At 6000 Hz, there was a main effect of age only (f
516.92; p,0.001) and an interaction between age and
level. The interactions indicate that age effects on the AR
were present at all but the mid primary tone levels~see Fig.
3!.

C. Longitudinal suppression growth data

Longitudinal suppression growth data were collected on
a subset of nine premature neonates and five adults subjects
at f 256000 Hz only. Figure 4 shows suppression growth
slope as a function off s recorded at weekly sessions for two
premature neonates and two adults. In this figure, the neona-
tal test sessions~postconceptional ages! are distinguished by
symbol. These data were plotted using a linear frequency
scale in order to provide visual detail and to better observe
session to session change. The dashed vertical line is atf 2.
The adults showed less session-to-session variability than
neonates, and the maxima in adult suppression growth slope
~>1.50 to 1.75 dB/dB! was always observed at frequencies

FIG. 3. Mean asymmetry ratio~suppression growth slope for LFS
suppressor/slope for HFS suppressor! for three age groups, twof 2 frequen-
cies and low-, mid-, and high-level primary tones. Error bars represent61
s.d.

FIG. 4. DPOAE suppression growth slope as a function
of suppressor frequency forf 256000 Hz at primary
tone levels of 65–55 dB SPL. Each panel displays data
from one individual subject tested over repeated weekly
sessions. Postconceptional age~PCA! is distinguished
by symbol for the two neonatal subjects.
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lower thanf 2. In contrast, the neonates showed a maxima of
suppression growth slope around thef 2 frequency. This
maxima appears to be shifting and approximating adult-like
values in these two neonates as they mature during weekly
testing; however, as a group, neonates did not have adult-like
DPOAE suppression growth for LFS suppressors even after
reaching ‘‘term-like’’ age~see Fig. 5!.

Figure 5 shows mean LFS suppression growth in adult
subjects tested weekly for five sessions and premature neo-
nates tested initially at 33 weeks PCA and weekly thereafter.
Mean LFS suppression growth slope is plotted as a function
of test session for nine neonates and five adult subjects.
Mean slope values approximated 1.4 dB/dB in adults. Mean
suppression growth slope for neonates remained compressive
for all test sessions, showing values,1.0 through 39 weeks
PCA. An ANOVA of age group~premature and adult!3test
session with repeated measures on test session was con-
ducted on these data and indicated an age effect (f 59.921;
p50.0084) but no session effect. This suggests that suppres-
sion growth for LFS suppressors was significantly shallower
in neonates than adults, but that slope values did not change
significantly as neonates increased in age from 33 to 39
weeks PCA; that is, even after these premature neonates
reached term-like status, they did not have mature DPOAE
suppression growth for LFS suppressor tones.

D. Mean suppression threshold

Mean DPOAE suppression threshold as a function
of suppressor frequency is presented for each age group
and level in Fig. 6. These threshold functions are actually
mean DPOAE suppression tuning curves using 2-dB
suppression criteria. Atf 251500 Hz, there were not marked
differences in mean DPOAE threshold among ages at mid
primary tone levels but, at high primary tone levels, adults
and children showed slight threshold elevation around the
tuning curve tip region. Atf 256000 Hz, age differences
were more evident; neonates had a higher suppression
threshold~'70–80 dB SPL! for the low-frequency flank of
the tuning curves at all primary tone levels, although the
effect was more prominent at mid- and high levels. In con-

trast, mean adult suppression thresholds were at relatively
low levels~'65 dB SPL! on the low-frequency flank. Addi-
tionally, at mid- and high primary tone levels, adults and
children showed threshold elevation around the tuning curve
tip.

E. Contribution of the middle ear

Figure 7 addresses the possibility that simple attenuation
of primary tone levels through an immature neonatal middle-
ear system may account for the age differences observed in
DPOAE suppression growth slope. Keefe and colleagues
~1993, 1994! have documented functional changes in the
conductive system of human neonates over the first year of
life. It is possible that these changes contributed to age ef-
fects observed in measures of DPOAE suppression. Figure 7
shows suppression growth slope forf 256000 Hz as a func-
tion of f s for neonates and adults. Neonatal data are shown
using primary tones at levels that were presented 10 dB
higher than adult levels. If the immaturity we have observed
~i.e., shallow neonatal suppression growth for LFS suppres-
sors! is due to attenuated primary tone levels arriving at the
neonatal cochlea, a simple level compensation should make
adult and neonatal suppression growth data comparable. As
seen in Fig. 7, this was not the case. A 10-dB level ‘‘advan-
tage’’ for neonates did not make their DPOAE suppression
growth data look more adult-like.

An immature middle ear may also attenuatereverse
transmission and consequently reduce the DPOAE level re-
corded in the ear canal. One could speculate that this attenu-
ation might contribute to the reported age effects in DPOAE
suppression. However, data from our laboratory indicate that
the initial amplitude of the unsuppressed DPOAE does not
determine the pattern of suppression growth or DPOAE STC
width. We have found that neonates with uncharacteristically
low DPOAE amplitude~i.e., more ‘‘adult-like’’ amplitude;
,3 dB SPL! do not show more adult-like suppression
growth for LFS suppressors. Additionally, statistical correla-
tions between initial unsuppressed DPOAE amplitude and
DPOAE STC width~Q10! are insignificant at both 1500 and
6000 Hz ~data not shown!. These results suggest that the
initial unsuppressed amplitude of the DPOAE does not de-
termine suppression growth patterns or width of suppression
tuning curves.

Finally, if the immature middle ear alters suppressor
tone level in neonates, it is possible that we are measuring
different segments of the suppression growth function in
each age group. This error could lead to artificial age effects
in DPOAE suppression growth slope. The DPOAE suppres-
sion paradigm, however, includes an intrinsic control for this
possibility. In all subjects, the starting point for measurement
of suppression growth slope was 1–2 dB down from their
unsuppressed DPOAE. This uniform starting point was not
based on any absolute DPOAE level but varied according to
each subject’s own unsuppressed value. This process served
to normalize all suppression growth slope measurements and
ensure that the same segment of the suppression growth
function was measured, regardless of age group.

FIG. 5. Mean DPOAE suppression growth slope~for f 256000 Hz) mea-
sured for the two lowest frequency suppressor tones, as a function of post-
conceptional age/test session. Adult and neonatal data~term and premature
neonates combined! are shown. Primary tone levels are 65–55 dB SPL.
Error bars represent61 s.d.
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IV. DISCUSSION

In agreement with earlier studies conducted in humans,
the results presented here show that for fixed-frequency pri-
mary tones, the rate of DPOAE suppression growth with
increasing suppressor level depends strongly on the suppres-
sor frequency and, to a lesser extent, on the level of the
primary tones. More importantly, the present experimental
results confirm previous work~Abdala, 1998, 2001a! show-
ing a strong effect of developmental age on DPOAE suppres-
sion growth. They also extend previous findings to show that
age influences the ‘‘asymmetry ratio,’’ a ratio between sup-
pression growth on the low-versus high-frequency side off 2.
Additionally, all the observed differences between the age
groups in this study are smaller in the 1500-Hz region than at
the 6000-Hz region. This is consistent with the widely held
view that the cochlear amplifier is less active in the apex than
in the base of the cochlea. Because there may be a less sig-
nificant impact of the cochlear amplifier in the cochlear apex,
DPOAE differences between adults and neonates may be
smaller in magnitude and more difficult to detect. At 6000
Hz, in contrast, the amplifier is thought to be highly active
and thus its dysfunction or immaturity in neonates may pro-
duce more robust age effects.

A. Maturation of cochlear nonlinearity

When the suppressor tone (f s) is lower in frequency
than a fixedf 2, the tail of the suppressor excitation pattern
overlaps with thef 2 site to suppress the DPOAE. The
basilar-membrane response in this tail region is expected to
grow linearly with increases in suppressor level. Thus, when
f s, f 2, normal DPOAE suppression should also grow lin-
early with increases in suppressor level and produce a slope
value approximating 1.0.

When f s is higher in frequency than a fixedf 2, we ex-
pect a different pattern of interaction. In this case, the over-
lap between the excitation pattern evoked by the suppressor
( f s) and thef 2 site is much less. Further, because the region
of overlap is in the apical cutoff region of the suppressor’s
excitation pattern, where thef s response grows most com-
pressively, DPOAE suppression also grows compressively
~,1.0!. In this case, the slope of DPOAE suppression is
likely to reflect the characteristic frequency~CF! compres-
sive nonlinearity at thef s place almost exactly.

Thus, we expect to find a change in the slope of DPOAE
suppression growth as a function of suppressor frequency in
the normally functioning, nonlinear cochlea. This frequency-
dependent pattern is observed in adult and children’s data as

FIG. 6. Mean DPOAE suppression threshold~measured
as the suppressor level required to produce a 2-dB re-
duction in DPOAE amplitude! as a function of suppres-
sor frequency. Data from four age groups are presented
at two f 2 frequencies for low-, mid-, and high primary
tone levels.
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shown in Fig. 2. In fact, the pattern of suppression growth is
qualitatively very similar to that obtained by Delgutte~1990!
in two-tone suppression experiments on the auditory-nerve
response of cats. Other studies of DPOAE suppression in
normal-hearing adults have reported a similar dependence of
suppression growth rate on suppressor frequency~Abdala,
2001a; Gorgaet al., 2002; Kummeret al., 1995!. This typi-
cal pattern of suppression growth observed in adults and
children is not observed in term or premature neonates. Neo-
nates do not show characteristically steep~.1.0! growth of
suppression for LFS tones. The DPOAE suppression growth
pattern changes systematically~toward adult-like values! as
postconceptional age increases. The slopes of suppression
growth are similar across age groups for HFS suppressor
tones; thus, age effects are dominated by and can be ex-
plained completely by suppression growth for LFS suppres-
sor tones.

The systematic frequency-dependent nature of DPOAE
suppression growth strongly suggests that it accurately re-
flects cochlear/basilar-membrane nonlinearity, albeit from a
distant source, the ear canal. Given this assumption, exces-
sively shallow growth for suppressor tones belowf 2 in neo-
nates suggests that the tail region of the suppressor’s excita-
tion pattern does not increase in a linear fashion with

increasing level, in developing cochleae. This finding is rel-
evant, in particular combined with the fact that neonatal
DPOAE suppression tuning is sharper and amplitude satura-
tion occurs at elevated levels in neonates when recording
DPOAE input/output functions~Abdala, 2000; Abdala,
2001a!. Combined, these findings support the hypotheses
that the immature cochlea:~1! functions in an active, nonlin-
ear mode for a wider portion of the dynamic range than the
mature cochlea, where the active system appears to disen-
gage at high levels;~2! provides excessive sharpness of sup-
pression tuning or an ‘‘overshoot’’ of tuning during certain
developmental periods; and~3! shows response growth in the
neonate that is excessively compressive~,1.0! for tones
lower in frequency than CF. A similar period of overshoot
has been observed in neonatal gerbils that show excessvie
cochlear amplifier gain during certain developmental stages
~Mills and Rubel, 1996!. We have hypothesized that this de-
velopmental period may reflect a cochlear amplifier that is
less well regulated in the neonate due to immaturity of the
medial efferent system; this system modulates OHC motility
and thus, can impact aspects of cochlear amplifier function.
Although the source of this effect is not completely known at
present, clearly, the results of this study indicate that an im-
maturity in cochlear nonlinearity is present beyond term
birth.

B. Does DPOAE suppression reflect cochlear
nonlinearity?

1. The asymmetry ratio (AR)

The results presented here indicate that a key difference
between the age groups lies in the asymmetry between the
rate of suppression growth for suppressor frequencies above
and below f 2. The ratio between the slope of suppression
growth for LFS suppressors and the corresponding slope for
HFS suppressors provides an index of this asymmetry. The
asymmetry is present in the normal-functioning cochlea and
reflects the frequency dependence of basilar-membrane non-
linearity. If the slope of suppression growth reflects cochlear
nonlinearity as we hypothesize, then the ratio of the slopes
on the apical and basal side of thef 2 place should be ap-
proximately 1.0/0.255.0. We note here that the mean slope
for adults is in reasonable agreement with this value, ranging
from 3.77 to 5.1 at mid- and high primary tone levels and 8.2
at low levels.

Figure 3 shows that the AR values are higher in the
adults than premature and term neonates. The lower ratios in
the neonates likely reflect an excessively compressive
growth of the cochlear response on the basal or ‘‘tail’’ side of
the peak.

2. Physiological studies

Physiological studies of two-tone suppression on the au-
ditory nerve and basilar membrane have found rates of sup-
pression growth varying from 1 to 3 dB/dB for suppressor
frequencies lower than CF. The auditory-nerve data show
steeper slopes than the basilar-membrane data~Ruggero
et al., 1992; Rhode and Cooper, 1993; Delgutte, 1990!. For
suppressor frequencies higher than CF, basilar-membrane

FIG. 7. Mean DPOAE suppression growth slope as a function of suppressor
frequency for adults and neonates~triangle5term; filled circle5premature!.
In both panels, the DPOAE was generated in neonates using 10-dB-higher
primary tone levels than adults.
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measurements show rates of suppression growth varying
from 0.28 to 0.48 dB/dB~Ruggeroet al., 1992!. In the audi-
tory nerve, Delgutte~1990! reported rates of suppression
growth ranging from 0.17 to 0.7 dB/dB. Although it is ap-
pealing to directly compare the slopes obtained in different
experiments, it is important to recognize that in many of the
physiological studies cited, suppression is defined as the
horizontal shift in the input/output function at CF~i.e., effec-
tive attenuationof the input by the suppressor!. In the
present study and in other studies of DPOAE suppression in
humans, suppression is defined as a decrement in DPOAE
amplitude. The compressive nonlinearity at the source of the
DPOAE generation and suppression mechanism is likely to
modify the rate of suppression growth relative to that re-
corded from the basilar membrane using the effective attenu-
ation measure. The intervening hair cell transducer nonlin-
earity makes the auditory-nerve data even less comparable to
the present results.

Rhode and Cooper~1993! and Cooper~1996! measured
suppression growth as the rate of change in basilar-
membrane output with increasing suppressor level. Because
of the similarity between their measurement of suppression
growth and DPOAE suppression growth, a comparison be-
tween these two slope values is appropriate. For suppressor
frequencies lower than CF, these investigators found rates
approaching, but not greater than 1.0. This result is similar to
the suppression rates obtained with children in the present
study for suppressors lower in frequency thanf 2. The adults
in our experiments generally showed>1-dB/dB slopes for
LFS suppressors. This steep suppression growth in adults
may suggest possible dysfunction that produces a greater
spread of excitation~consistent with the broader tuning! in
the tail region of the suppressor’s excitation pattern. The cor-
responding slopes obtained in the children are much more
similar to those obtained in comparable studies of basilar-
membrane suppression in animals~Rhode and Cooper,
1993!. This may suggest that children are the most ‘‘normal’’
hearing of the age groups. As hypothesized earlier~Abdala,
2001b!, adults may be showing subtle, subclinical effects of
aging and noise exposure that are not revealed in the audio-
gram.

3. Psychoacoustic studies

Psychophysical experiments in forward masking have
long shown steep growth of masking~.1.0! for maskers that
are lower in frequency than the signal, and fairly linear
~'1.0! slopes for masker frequencies at CF or higher than
signal frequency. Oxenham and Plack~1997, 1998! have pro-
posed that growth-of-masking functions reflect basilar-
membrane response growth and that this differential growth
of masking for a signal at CF and a masker lower than CF is
an indication of basilar-membrane nonlinearity. Experiments
with naturally existing hearing loss or induced hearing loss
support this idea. Hicks and Bacon~1999! showed that
growth-of-masking functions can be temporarily and predict-
ably altered by the administration of salicylates to normal-
hearing subjects. Salicylates are known to alter cochlear am-
plifier activity by disrupting outer-hair-cell electromotility
~Dieler et al., 1991; McFaddenet al., 1984!. In contrast to

the normal pattern of masking growth for maskers higher
versus lower in frequency than CF, the responses from these
subjects were the same~linear! for maskers higher and lower
than CF and did not exceed 1.0.

Oxenham and Plack~1997! measured growth of mask-
ing using low-frequency maskers~comparable to ourf s

, f 2 condition! in hearing-impaired and normal-hearing lis-
teners. As expected, in normal hearers, the growth of mask-
ing slopes for low-frequency side maskers were much
steeper than growth for a masker at CF where the basilar-
membrane response will be compressive. In hearing-
impaired adults, however, they found both on-frequency and
low-frequency masking conditions produced the same effect,
linear growth of masking~1.0!. Although these psychoacous-
tic experiments are fundamentally different from our
DPOAE suppression growth measurements, they offer re-
sults that are qualitatively similar to the results of DPOAE
suppression growth.

The data of Oxenham and Plack suggest growth of
masking slope values ranging from 5.88 to 6.25~correspond-
ing to estimates of compression at CF of 0.16 to 0.17!. Note
that in their experiments, the low-frequency masker was an
octave below the signal, whereas the asymmetry ratio re-
corded in the present study utilized an LFS slope value
closer in frequency tof 2. Even considering this difference,
the ratio values in the present experiment suggest compres-
sive growth at the CF place ranging from 0.285 to 0.117
dB/dB. Given the fundamental differences between psychoa-
coustic measures and measures of DPOAE suppression, the
consistency among results is noteworthy. This consistency
supports the contention that both paradigms are probing the
same underlying phenomenon, basilar-membrane nonlinear-
ity.

C. DPOAE suppression growth and hearing
impairment

Some subjects with mild to moderate hearing loss still
produce DPOAEs and thus, given sufficient signal-to-noise
ratio, can participate in studies of DPOAE suppression. Pre-
liminary suppression growth data from four mildly hearing-
impaired school-aged children are included here for compari-
son with adult and neonatal suppression~please see Abdala
and Fitzgerald, 2003 for detailed report!. In cases of mild-
moderate SNHL, it is possible that hair-cell survival and/or
functionality are irregular and patchy, even when the audio-
gram shows a flat loss. In such cases, cochlear amplifier ac-
tivity and cochlear nonlinearity may be compromised and the
residual nonlinearity may be distributed unevenly along the
cochlea.

Figure 8 shows plots of DPOAE suppression growth
slope as a function of suppressor frequency in four hearing-
impaired subjects~thin black lines!. The normative mean
values measured in a group of normal-hearing children are
indicated by the thick black lines and61 s.d. outlined in
gray. The one subject providing suppression growth data at
f 251500 Hz had an audiometric pure-tone average~@ 500,
1000, and 2000 Hz! of 38 dB HL. The three subjects provid-
ing data atf 256000 Hz had audiometric pure-tone averages
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of 27, 40, and 45 dB HL; their audiometric thresholds at
6000 Hz were 20, 45, and 25 dB HL.

There are three aspects of DPOAE suppression growth
that are abnormal in these hearing-impaired subjects:~1! The
growth is not asymmetrical; that is, we do not see the normal
compressive growth for HFS suppressors in contrast to the
linear growth of suppression expected for LFS suppressor
tones. The frequency-dependent pattern of cochlear nonlin-
earity has been disrupted;~2! In three of the four subjects,
the slopes are abnormally steep, for certain suppressor fre-
quencies, suggesting that it is generally easier to suppress the
DPOAE. The steeper slopes may indicate localized regions
of pathology. Excessively steep suppression growth may in-
dicate broadened excitation patterns and excessive spread of
masking in impaired cochleae;~3! The slopes of the suppres-
sion growth obtained in these subjects are irregularly distrib-
uted across suppressor frequencies and show marked inter-
subject variability. The hearing-impaired data show peaks
and troughs spaced at erratic intervals in frequency.

Unfortunately, our current understanding of cochlear
mechanics does not extend so far as to predict the patterns of
suppression in regions with irregularly distributed or par-
tially functioning-hair-cell survival. The large variation in

this small sample of results from hearing-impaired children
may well stem from large or small variations in the local
patterns of hair-cell survival/cochlear amplifier function. It is
possible that further studies of DPOAE suppression growth
patterns in such populations can further elucidate this rela-
tionship. These preliminary data, however, suggest that the
typical frequency-dependent pattern of cochlear nonlinearity
as measured by DPOAE suppression growth may be dis-
rupted in subjects with cochlear damage. It is also apparent
that the disruption in DPOAE suppression growth due to
cochlear damage is unlike the suppression growth immatu-
rity observed in neonates. This may suggest different under-
lying mechanisms although this question warrants further in-
vestigation.

V. SUMMARY

The results of the present study suggest that immaturity
of cochlear nonlinearity persists into the first months of post-
natal life. Neonates tested in this experiment show an exces-
sively compressive cochlear response as measured by
DPOAE suppression growth for LFS suppressor tones. This
immaturity is most marked atf 256000 Hz, where we would
expect the cochlea to exhibit maximum nonlinearity. Inves-
tigation of DPOAE suppression growth patterns into the
postnatal period is warranted to fully describe the time
course for maturation of cochlear nonlinearity.

The results of this study also suggest that DPOAE sup-
pression growth provides an effective assay of cochlear non-
linearity. The results of this paradigm compare well with
other physiological and psychoacoustic measures of this
same phenomenon, and DPOAE suppression growth appears
to be sensitive to known cochlear damage. Preliminary re-
sults indicate that the normal frequency-dependent pattern of
cochlear nonlinearity, as measured by DPOAE suppression
growth, is disrupted in subjects with cochlear damage. This
area also warrants further investigation to detail whether co-
chlear nonlinearity is disrupted in a similar fashion for co-
chlear pathology and cochlear immaturity. The preliminary
results in hearing-impaired subjects presented here suggest
otherwise.
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Input–output functions for stimulus-frequency otoacoustic
emissions in normal-hearing adult earsa)
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Input-output ~I/O! functions for stimulus-frequency~SFOAE! and distortion-product~DPOAE!
otoacoustic emissions were recorded in 30 normal-hearing adult ears using a nonlinear residual
method. SFOAEs were recorded at half octaves from 500–8000 Hz in anL15L2 paradigm with
L250 to 85 dB SPL, and in a paradigm withL1 fixed andL2 varied. DPOAEs were elicited with
primary levels of Kummeret al. @J. Acoust. Soc. Am.103, 3431–3444~1998!# at f 2 frequencies of
2000 and 4000 Hz. Interpretable SFOAE responses were obtained from 1000–6000 Hz in the
equal-level paradigm. SFOAE levels were larger than DPOAEs levels, signal-to-noise ratios were
smaller, and I/O functions were less compressive. A two-slope model of SFOAE I/O functions
predicted the low-level round-trip attenuation, the breakpoint between linearity and compression,
and compressive slope. In ear but not coupler recordings, the noise at the SFOAE frequency
increased with increasing level~above 60 dB SPL!, whereas noise at adjacent frequencies did not.
This suggests the existence of a source of signal-dependent noise producing cochlear variability,
which is predicted to influence basilar-membrane motion and neural responses. A repeatable pattern
of notched SFOAE I/O functions was present in some ears, and explained using a two-source
mechanism of SFOAE generation. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1592799#

PACS numbers: 43.64.Jb, 43.64.Ri, 43.64.Kc@BLM #

I. INTRODUCTION

Evoked otoacoustic emissions~EOAEs! are biological
responses to sound that are generated in the inner ear, travel
back through the middle ear, and into the external ear canal
where they are recorded~Kemp, 1978!. In terms of stimulus
protocol, EOAEs produced by continuous tonal stimuli fall
into two main classes:~1! distortion-product otoacoustic
emissions~DPOAE! and ~2! stimulus-frequency otoacoustic
emissions~SFOAE!. DPOAE techniques use two sinusoidal
tones of frequenciesf 1 and f 2 as stimuli, and measure re-
sponses produced at distortion-product~DP! frequencies
m f11n f2 ~for nonzero integersm and n!. SFOAE tech-
niques use one or more sinusoidal tones as the stimulus set,
and measure responses produced at the same probe fre-
quency as one of the stimulus tones. DPOAEs represent non-
linear intermodulation distortion generated within the
cochlea, and SFOAEs are thought to be a reflected compo-
nent from the tonotopic site of the probe tone within the
cochlea.

A study of EOAE response properties as a function of
stimulus frequency and level may have relevance to other
physiological and psychoacoustical studies of hearing. In
particular, EOAE level as a function of stimulus level, ex-
pressed as an input–output~I/O! function, may be an analog

to the basilar-membrane~BM! I/O function that is thought to
influence such behavioral responses as loudness growth and
masking. DPOAE I/O functions in normal-hearing and
hearing-impaired human ears have been described in some
detail, while studies of SFOAE I/O functions have been
based on few subjects and a limited range of stimulus levels.

The research described in this report is concerned with
the measurement of SFOAE I/O functions in normal-hearing
adult ears over a broad range of stimulus frequencies and
levels, comparisons with measurements of DPOAE I/O func-
tions, and relationships between SFOAEs and models that
incorporate features of BM mechanics. The remainder of this
Introduction reviews literature on:~A! SFOAEs and aspects
of DPOAEs relevant to this investigation, and~B! properties
of mechanical measurements of BM response growth rel-
evant to the interpretation of EOAE responses.

A. Review of SFOAE and other OAE types

1. Early studies of SFOAEs

If a sine tone is slowly swept in frequency at a fixed
voltage level applied to the output transducer, the sound-
pressure level~SPL! in the ear canal plotted versus stimulus
frequency has fine structure~i.e., sharp, closely spaced peak
and valleys! in the response that cannot be attributed to the
transducer, the ear canal, or the middle ear~Kemp, 1979;
Wilson, 1980!. Cochlear reflection locations were considered
as sources of the fine structure observed in the SPL spectra,
and Kemp~1979! related this SFOAE fine structure to the
microstructure in the behavioral audiogram. Zwicker and

a!Portions of this work were presented in: D. H. Keefe, K. Schairer, F. Zhao,
and J. L. Simmons, ‘‘Measurement and interpretation of stimulus fre-
quency otoacoustic emissions: Input/output functions and transient analy-
ses,’’ Presented at the 141st Meeting of the Acoustical Society of America,
4–8 June 2001, Chicago, IL@J. Acoust. Soc. Am.109, 2373–2374~A!
~2001!#.

b!Electronic mail: schairerk@boystown.org
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Schloth~1984! found that the minima in the fine structure of
behavioral thresholds nearly coincided with maxima in the
SFOAE fine structure in the same ear.

SFOAE recording methods have taken advantage of the
fact that SFOAE level grows less rapidly than the evoking
stimulus level. Kemp and Chum~1980! used a vector sub-
traction technique based on ear-canal responses at high
~70–80 dB SPL! and low ~40 dB SPL! stimulus levels to
separately measure the SFOAE as a nonlinear residual, based
on the assumption that the SFOAE was negligible at high
levels because it was suppressed by the stimulus. With this
vector subtraction method, any distortion in the measurement
system led to inaccuracies, and reduced the dynamic range of
the SFOAE I/O function. Kemp and Brown~1983! used a
difference technique to measure SFOAEs in an analog,
swept-tone paradigm, in which the suppressor was 10 dB
above the probe-tone level, and 100 Hz above the probe-tone
frequency. This technique reduced the effect of distortion
because the suppressor remained at moderate levels; how-
ever, there was no clear criterion for full suppression of the
SFOAE.

2. Digital measurements of SFOAEs

Digital techniques do not necessarily solve the problems
of distortion within the measurement transducers, but they do
allow more complex signal processing. One way to reduce
the amount of distortion associated with SFOAE recordings
is to present a four-interval suppression method in which a
continuous tone that elicits the SFOAE is suppressed by a
pulsed tone~Kemp et al., 1990; Brass and Kemp, 1991,
1993; Souter, 1995!. The responses recorded in the ear canal
are subtracted such that a ‘‘residual’’ contains only a nonlin-
ear portion of the SFOAE response. The two primary stimuli,
or tonesf 1 and f 2 , are presented at levelsL1 and L2 , and
may be equal in frequency, in which case the SFOAE is
recorded at the frequency of the primaries. Alternatively,
SFOAEs may be elicited by primaries that have various
f 2 / f 1 relationships ~Kemp and Chum, 1980; Brass and
Kemp, 1991, 1993; Souter, 1995!, with one of the primaries
acting as a suppressor of the OAE recorded at the frequency
of the other primary.

Another digital method to measure SFOAEs used a two-
interval suppression method~Guinan, 1990; Dreisbachet al.,
1998; Shera and Guinan, 1999!, which is a generalization of
the analog difference technique. This difference method used
a slightly lower or higher frequency tone to suppress the
SFOAE recorded at a probe-tone frequency. The spectral dif-
ference at the probe frequency between the probe tone alone,
and the probe tone plus the suppressor tone, corresponded to
the SFOAE. Dreisbachet al. ~1998! elicited SFOAEs in hu-
mans using suppressor tones that were 43 Hz below the
probe-tone frequencies of 800 to 14 000 Hz, and were 15–20
dB above the probe-tone level. Shera and Guinan~1999!
used a suppressor tone of 15 dB above the probe-tone level
of 40 dB SPL, and 43.9 Hz above the probe-tone frequencies
of approximately 1000 to 7000 Hz as shown in their Fig. 9.
Sheraet al. ~2002! used a similar method. In such SFOAE
difference measurements it is unknown whether the SFOAE
was partially or fully suppressed by the suppressor tone, but

the restrictions to moderate-level probe tones and suppressor
tones not more than 20 dB higher in level helped control
against system distortion. A three-interval suppression
method to measure continuous and gated OAEs~Keefe,
1998! was used in the research reported herein and is de-
scribed in Sec. II.

Finally, a spectral decomposition method~Shera and
Zweig, 1993; Kalluri and Shera, 2001! was based on the rate
of phase change as a function of frequency, and was de-
signed to study SFOAE fine structure. The components that
varied slowly in phase as a function of frequency were sepa-
rated by filtering from the components that varied rapidly,
and the components that varied rapidly with phase were
taken as the SFOAE.

3. Sources of SFOAEs and DPOAEs

SFOAE time delays calculated from the phase slope de-
crease with increasing frequency, and generally agree with
time delays measured using tone-burst responses~Wilson,
1980; Souter, 1995!. This is consistent with the generation of
SFOAEs near the tonotopic place of the stimulus frequency,
so that the SFOAE latencies are equal to the round-trip la-
tency to the tonotopic place. One possible mechanism for
generating SFOAEs is the saturating nonlinearity in the BM
impedance, which also is invoked for DPOAE generation.
The same nonlinearity could act on a single primary and
produce a zero-order DP in the sense that the output of a
nonlinear function at frequencyf would include nonlinear
components at the same frequencyf ~Brass and Kemp,
1993!. Two problems with this nonlinear-distortion model
have been described:~1! SFOAEs have linear growth at low
levels, which suggests a linear mechanism predominates at
low levels, and~2! the latencies of SFOAEs predicted from
this model are much shorter than are observed~Strube, 1989;
Zweig and Shera, 1995; Shera and Guinan, 1999!.

To resolve these problems, Zweig and Shera~1995! pro-
posed a source mechanism for SFOAEs~and CEOAEs!
based on a linear coherent reflection from distributed inho-
mogeneities along the BM, which might arise from irregu-
larities in outer hair cell~OHC! patterns. Although SFOAE
latencies in gerbil have long latencies at low stimulus levels,
consistent with the linear reflection theory, a short-latency
SFOAE has been observed in gerbil at higher stimulus levels
~Kemp and Brown, 1983!. Such a short-latency SFOAE is
consistent with the nonlinear-distortion model.

A model of DPOAE generation includes both the linear
coherent reflection mechanism and the nonlinear-distortion
mechanism with either long or short latencies depending on
which source mechanism is dominant~Kalluri and Shera,
2001; Knight and Kemp, 2001!. The component near thef 2

place whenf 2 / f 1 is greater than 1.1 is referred to as the
‘‘wave-fixed’’ ~Knight and Kemp, 2001!, ‘‘low-latency’’
~Kemp, 1986!, or ‘‘distortion-emission’’~Shera and Guinan,
1999!, and it is generated by nonlinearity of the cochlear
mechanics. The component from the place of the DPOAE
frequency is the ‘‘place-fixed’’~Kemp, 1986; Knight and
Kemp, 2001! or ‘‘reflection-source’’ emission~Shera and
Guinan, 1999!, and it is generated by reflection of energy
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from a fixed point on the BM. SFOAEs also have been de-
scribed as a mixture of both place-fixed and wave-fixed
sources at higher stimulus levels~Talmadgeet al., 2000!, so
it may be more a matter that:~1! the place-fixed and wave-
fixed source regions are closer for SFOAEs at a particular
stimulus frequency than for DPOAEs, and~2! the place-fixed
region is dominant for SFOAEs at low levels, whereas the
wave-fixed region must generate a DPOAE at any level be-
fore it can propagate to the place-fixed region and generate a
SFOAE to mix with the wave-fixed component.

B. Relationship of BM response growth to behavioral
measurements and EOAEs

Direct recordings from the BM~Rhode, 1971; Sellick
et al., 1982; Robleset al., 1986; Ruggeroet al., 1997; Rhode
and Recio, 2000! and derivations from eighth-nerve rate-
intensity functions~Yateset al., 1990! in animal models have
revealed a nonlinear, compressive growth of BM displace-
ment or velocity with increases in stimulus level when the
frequency of the stimulus corresponds to the tonotopic loca-
tion along the BM at which the response is recorded~i.e., the
characteristic frequency, or CF!. The BM I/O function has a
lower-level linear region, and then a more compressive re-
gion ~with slope approximately 0.2! above some transition
region ~Yateset al., 1990; Ruggeroet al., 1997!. Response
growth becomes more linear with damage to the cochlea or
death of the experimental animal~Sellick et al., 1982; Rob-
les et al., 1986; Ruggero and Rich, 1991; Ruggeroet al.,
1997!, and when the frequency of the stimulus is above or
below CF in a healthy cochlea~Rhode, 1971; Sellicket al.,
1982; Robleset al., 1986; Ruggeroet al., 1997; Rhode and
Recio, 2000!. This nonlinear response growth of the BM has
been attributed to OHC functioning~Ruggero, 1992; Rhode
and Recio, 2000!. For an extensive review of this topic, see
Robles and Ruggero~2001!.

The BM compressive nonlinearity may underlie patterns
of results observed in various psychoacoustic paradigms, in-
cluding intensity difference limens~Yateset al., 1990; Baer
et al., 2001!, forward masking~Oxenham and Plack, 1997;
Plack and Oxenham, 1998; Oxenham and Plack, 2000!, and
loudness growth~Yates et al., 1990; Moore and Glasberg,
1997; Schlauchet al., 1998!. These functions change in lis-
teners with hearing loss, presumably due to loss of the non-
linearity ~Moore and Oxenham, 1998!. Because direct BM
recordings cannot be performed in human listeners, some
authors have attempted to use behavioral methods to esti-
mate or derive BM I/O functions~Oxenham and Plack, 1997;
Schlauchet al., 1998!. However, these behavioral studies
can require extended test time and a great deal of attention
and cooperation from the listener, and the links between
physiology and behavior are indirect.

Another approach may be to use OAE I/O functions as a
link between the BM response growth and patterns of results
observed in psychoacoustic measurements. If OAE I/O func-
tions are related to BM response growth, they might be used
to predict behavioral results that reflect this characteristic.
This would be particularly useful for individuals who cannot
respond to more demanding behavioral tasks~Buus et al.,

2001; Dornet al., 2001!. The first step in this approach is to
study the relationship between OAE I/O functions and BM
response growth.

DPOAE I/O functions have been reported by several
investigators~Lonsbury-Martin et al., 1990; Gorgaet al.,
1994; Whiteheadet al., 1995; Kummeret al., 1998; Withnell
and Yates, 1998; Buuset al., 2001; Dornet al., 2001!. With-
nell and Yates~1998!, for example, recorded DPOAE I/O
functions in guinea pigs that were comparable in form to the
BM I/O functions reported in the literature. Their DPOAE
I/O functions were characterized by an approximately linear
slope at low stimulus levels, a breakpoint of 22 to 33 dB
SPL, and an upper slope of 0.14 to 0.27 dB/dB. Results from
DPOAE I/O function studies in humans demonstrate a com-
pressive, nonlinear growth in ears with normal hearing, simi-
lar to BM recordings with stimulus frequencies at CF~e.g.,
Dorn et al., 2001!. Also similar to the BM recordings, ears
with hearing loss have more nearly linear DPOAE I/O func-
tions or higher thresholds with steeper growth at moderate
stimulus levels~Kummeret al., 1998; Dornet al., 2001!.

SFOAEs may provide a more localized picture of non-
linear response growth because DPOAEs have multiple gen-
erator sites, whereas SFOAEs may have a more restricted
place of generation~e.g., Brass and Kemp, 1993!. Zwicker
and Schloth~1984! demonstrated that SFOAE level grows
linearly with increasing stimulus level up to approximately
20-dB sensation level in normal-hearing adult ears. Wilson
~1980! reported compressive I/O functions at moderate levels
in two subjects. Brass and Kemp~1991! reported I/O func-
tions obtained with equal-frequency primaries of 1599 Hz in
one subject, with one primary fixed at levels ranging from 40
to 60 dB SPL and the other primary varied by29 to 115 dB
around the fixed level. The SFOAE was recorded in the
channel of the fixed-level primary as a function of the varied-
level primary. Their I/O functions had linear growth at lower
levels and more compressive growth at higher levels. Brass
and Kemp~1993! later obtained another set of compressive
SFOAE I/O functions from three normal-hearing adults.

Existing reports of SFOAE I/O functions have been
based on measurements in a sparse number of ears over a
modest range of frequencies and levels. While the theoretical
issues separating SFOAE and DPOAE mechanisms have
been elucidated by SFOAE latency measurements at low lev-
els, and by a large number of DPOAE studies, the problem
of SFOAE generation at higher stimulus levels has rarely
been systematically studied. The goals of the current study
were to:~A! measure SFOAE I/O functions in a population
of normal-hearing ears using a wide range of stimulus levels
at select frequencies;~B! compare SFOAE I/O functions to
DPOAE I/O functions;~C! confirm the biological origin of
SFOAEs by accompanying measurements of distortion and
noise in a test cavity;~D! characterize the distortion in ears
with cochlear implants in which a biological response would
not be expected;~E! demonstrate the repeatability of the re-
sponses;~F! characterize the difference in noise variance as a
function of level between SF and DP conditions;~G! exam-
ine novel features found in individual I/O functions; and~H!
fit the measured SFOAE I/O function to a two-slope model
of SFOAE response growth. Goals A, B, C, and D are ad-
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dressed in experiment 1, goals E, F, and G are addressed in
experiment 2, and goal H is addressed in the Discussion.

II. THEORY UNDERLYING MEASUREMENTS

The OAE measurements reported in this study were
measured using a double-evoked~2E! method, which uses a
three-interval paradigm, and an analysis that yields a nonlin-
ear, residual OAE response. In the first interval, a stimuluss1

is output by a digital-to-analog converter~DAC! channel 1,
and DAC channel 2 outputs zeros. The pressure response
measured by the microphone in this interval isp1 . In the
second interval, a stimuluss2 is output by DAC channel 2,
and DAC channel 1 outputs zeros. The pressure response in
this interval isp2 . In the third interval, the stimuluss1 is
output by DAC channel 1,s2 is output by DAC channel 2,
and the pressure response isp12. The 2E OAE waveform
responsepd@n# ~also termed the distortion waveform! is
written as an explicit function of the discrete time stepn by

pd@n#5p1@n#1p2@n#2p12@n#. ~1!

The three stimuli satisfy

05s1@n#1s2@n#2s12@n#. ~2!

For present purposes, assume system distortion and noise to
be negligible. In the absence of OAEs, the measured stimu-
lus pressure response tos1@n# is q1@n#, to s2@n# is q2@n#,
and tos12@n# is q12@n#. These pressure responses are linear
so that

05q1@n#1q2@n#2q12@n#. ~3!

Including OAE contributions and omitting the implied
time dependence, the total first-component pressurep1 in-
cludes the sum of the stimulus response and the total OAE
poae(q1), i.e., p15q11poae(q1), in which the OAE pressure
varies in general with the level and phase ofq1 . The total
pressuresp2 andp12 have similar forms. It follows that

pd5poae~q1!1poae~q2!2poae~q12!. ~4!

If q1 andq2 are each a sine tone of the same frequencyf 1

5 f 25 f but different levelsL1 andL2 , the above relates the
measured 2E distortionpd to a linear combination of total
SFOAEs. Different SFOAE I/O functions are measured in
accordance with different choices ofL1 andL2 . Results have
been reported using this technique for CEOAEs, transient-
gated SFOAEs and DPOAEs, and continuous SFOAEs
~Keefe and Ling, 1998; Keefeet al., 1999; Keefeet al.,
2001, 2003; Konrad-Martinet al., 2002; Schairer and Keefe,
2002!.

A fixed-L1 protocol hasL1 fixed at a high level on the
saturating part of the I/O curve, and variesL2 , under the
constraint thatL2 does not exceedL1 . If L1 is sufficiently
large that the SFOAE is approximately fully saturated, then
the SFOAE atL12, which is slightly higher thanL1 , is also
saturated. It follows that the measured distortion approxi-
mates the total SFOAE atL2 : pd5poae(q2). In practical
measurements, this prediction was not confirmed because the
noise produced by the largeL1 was often high in level, con-
tradicting the assumption of low noise. Some typical results
are considered in the Discussion section. This fixed-L1 pro-

tocol has been further explored in a subsequent study in
which f 1 and f 2 differ, with f 1 as the suppressor of the
SFOAE atf 2 ~Schairer and Keefe, 2002!.

An equal-level protocolis used in most of the results
reported herein such thatL15L2 , or q15q25q, and q12

52q. Note that the two loudspeakers used in the study to
produce the stimulus waveformsq1 andq2 were sufficiently
well matched in amplitude and phase thatq1 and q2 were
essentially equal whenever their inputss1 ands2 were equal.

It follows from Eq. ~4! that the measured distortion in
the equal-level protocol is

pd~q!52poae~q!2poae~2q!. ~5!

If the SFOAE saturates atL1 , then it also saturates atL12

5L116 dB, so thatpd5poae(q). In the low-level regime for
which SFOAEs are described as a linear response, then the
equal-level protocol measures two signals that would exactly
cancel (pd50), while the fixed-L1 paradigm would extract
the low-level SFOAE if the noise were sufficiently small.

The coherent reflection emission theory of SFOAE gen-
eration was formulated for sufficiently low levels that the
SFOAE varies linearly with stimulus level. It is expressed by
~Zweig and Shera, 1995!

Poae~Q!5AQ, ~6!

in which upper-case letters denote spectral variables defined
in the frequency domain, e.g.,Q is the discrete Fourier trans-
form ~DFT! of the waveformq, andPoae is the DFT ofpoae.
The index corresponding to the center frequency is omitted
from all spectral variables. The DFT of each of Eqs.~1!–~5!
is well defined, e.g., Eq.~5! in the frequency domain is ex-
pressed asPd(Q)52Poae(Q)2Poae(2Q). The amplitude of
the complex attenuation functionA in Eq. ~6! is the ratio of
the SFOAE to the incident pressure amplitudes, and its phase
is essentially the round-trip delay from ear canal to cochlear
source location near the tonotopic place. It is related to the
forward middle-ear~pressure! transmittanceT1, the reverse
middle-ear transmittanceT2, the forward middle-ear reflec-
tanceR1, the reverse middle-ear reflectanceR2, and the
apical reflectanceR that describes the ratio of incoming to
outgoing cochlear traveling wave near the basal end of the
cochlea by

A5M S R

12R2R
D , M5S T1T2

11R1D . ~7!

The forward middle-ear transmittance and reflectance are
referenced to a measurement location at the probe micro-
phone in the ear canal. The termM in the equation on the left
depends only on ear-canal and middle-ear dynamics, and its
numerator is the round-trip transfer function for middle-ear
pressure transmission. The termM in the equation on the
right depends on cochlear mechanics; its numerator is the
apical cochlear reflectance and the denominator describes
round-trip internal reflections between tonotopic place and
the basal end of the cochlea, which is terminated by the
reverse middle-ear reflectance.

An alternative model posits that the SFOAEs are pro-
duced by nonlinear distortion within the cochlea~Brass and
Kemp, 1993!. While this mechanism should vanish in the
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low-level regime in which the cochlear response is linear, it
is possible that it may contribute to moderate or high-level
SFOAEs. There is some evidence for such a two-source
model of SFOAE generation in gerbil~Kemp and Brown,
1983!, but no evidence was found in human responses.
While the reflection emission is differentiated by its long
latency from the nonlinear-distortion with its short latency
~Strube, 1989!, it is useful to regard each component as a
complex phasor so that there can be constructive or destruc-
tive interference between the components as frequency or
level are varied. Varying frequency at a fixed level allows the
examination of SFOAE fine structure as a function of level,
as modeled by Talmadgeet al. ~2000!. Varying level at a
fixed frequency allows the examination of SFOAE I/O func-
tions as a function of frequency, which is the approach used
in the present study. Although an I/O function would be re-
covered if various fixed levels were used in methods such as
that of Shera and Zweig~1993! that reveal fine structure, the
goal of the current study was to focus on characterizing the
level dependence of the responses at select frequencies rather
than across a large range of closely spaced frequencies. In
either approach, it is possible that the reflection emission and
nonlinear-distortion mechanisms would exhibit destructive
interference as stimulus amplitude is varied. Such destructive
interference would produce a local minimum in the I/O func-
tion and provide evidence for two sources for SFOAE gen-
eration. Any constructive interference would be difficult to
differentiate from a single-source mechanism, except per-
haps in terms of a stronger variation of latency with stimulus
level than might be expected based on the linear coherent
reflection emission theory alone.

In experiment 1, I/O functions were measured in the ears
of 30 normal-hearing subjects for the condition in which
L15L2 and f 15 f 2 . SFOAE I/O functions were compared
with predictions from the model and with DPOAE I/O func-
tions. The distortion of the system was measured with the
probe inserted into a coupler, and in two patients with
cochlear implants to evaluate the degree of separation of bio-
logical responses from nonbiological distortion. The final
protocol was presented to four of the original subjects from
the left-ear data collection group in order to examine overall
repeatability in experiment 2. Level-dependent ‘‘notches’’ in
the SFOAE I/O function were observed in some subjects in
experiment 1, and the repeatability of these notches was
studied in experiment 2 using stimulus levels with finer spac-
ing. It should be noted that there are two types of measured
‘‘noise’’ described in the results. The noise calculated in the
2E method is a measure of the variability of the responses.
‘‘On-band’’ noise or variability is calculated in the bin in
which the response is measured, and ‘‘off-band noise’’ is the
average in the adjacent frequency bins above and below the
on-band frequency. The difference between on- and off-band
noise was further investigated in experiment 2. Unless oth-
erwise specified in the text and figure captions, the noise
reported is on-band noise.

III. EXPERIMENT 1

A. Subjects

1. Subjects with normal hearing

Thirty adults with normal hearing were recruited from a
local university and from the clinical staff in our audiology
clinic. Data were collected in 15 left ears and 15 right ears.
All subjects were informed of the procedures and purpose of
the study and signed a consent form prior to participation.
Summary demographic data are displayed in Table I. The
range of ages was restricted between 18 and 35 years in
order to avoid any decrease in EOAE amplitudes that might
be associated with older age groups, particularly at higher
stimulus frequencies, at least for DPOAEs~Lonsbury-Martin
et al., 1991; Dornet al., 1998!. An attempt was made to
balance the numbers of males and females in right and left
ear groups; however, there was a reduced representation
from male volunteers due to difficulties in recruiting. Hear-
ing was screened at audiometric test frequencies of 250 to
8000 Hz in both ears using conventional procedures and a
GSI-16 or GSI-61 clinical audiometer. Subjects were in-
cluded in the normal-hearing group if their bilateral thresh-
olds were at or better than 15 dB HL at audiometric test
frequencies. Middle-ear function was assessed using a
GSI-37 Auto Tymp screener or a GSI-33 middle-ear analyzer
and a 226-Hz probe tone. Subjects were included in the study
if middle-ear functioning of the test ear was normal, as de-
fined in this study by static pressure between2100 and150
daPa, and static admittance between 0.2 and 2.5 mmhos.

Subjects were seated in a comfortable chair in a sound-
attenuated booth during OAE testing. They were allowed to
remain awake and quietly read, or to sleep during data col-
lection. The time to collect all data, including the hearing
screening and tympanogram, was limited to approximately 2
to 2 1/2 h. No prior training was provided for the subjects.

2. Subjects with cochlear implants

Two subjects with cochlear implants were recruited from
our clinic population. Subject C01 was a 48-year-old male
with cochlear implants in both ears. Both of C01’s ears were
tested in two test sessions. Subject C02 was a 46-year-old
female who had a cochlear implant in her right ear, and wore
a hearing aid on her left ear. Subject C02’s implanted ear was
tested in one test session. For both subjects, the cochlear
implant processor was turned off and removed from the test
ear during OAE recording. Subject C02 was allowed to keep
amplification on the nontest ear during the test. The middle-

TABLE I. Summary demographic information.

Left ears Right ears

Male Female Male Female

N 6 9 7 8
Minimum age 18 18 20 22
Maximum age 28 35 27 35
Mean age 21.83 23.78 23.29 27.5
s.d. 3.60 4.92 2.29 5.21
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ear analysis and criteria were the same as for the normal-
hearing group.

B. Stimulus generation and OAE recording

Stimulus generation and data acquisition were under the
control of a custom software program. The DAC and analog-
to-digital conversions~ADC! were accomplished with a 24-
bit Card Deluxe sound card~Digital Audio Labs! using a
sample rate of 22 050 Hz. An Etymotic ER-10C low noise
probe microphone and receiver system was used with a
modification to provide an extended 20-dB range of output to
each receiver. Two channels of DAC stimuli were delivered
to separate receiver ports of the probe. The probe assembly
was coupled to the ear canal using Etymotic foam probe tips.
The microphone of the probe assembly recorded the sound-
pressure signal in the ear canal, which was high-pass filtered
with a cutoff frequency of 450 Hz~Krohn-Hite model 3343,
analog-signal filter!. The high-pass filter was used to attenu-
ate low-frequency responses that would otherwise degrade
the artifact rejection algorithm. The filtered microphone sig-
nal was sampled by the ADC.

In this implementation of the 2E OAE method, the el-
ementary stimuluss1 of buffer lengthN5512 samples and
duration 23.2 ms was a sine tone at frequencyf 1 and level
L1 . The elementary stimuluss2 of buffer lengthN was a sine
tone at frequencyf 2 and levelL2 . The total stimulus buffer
of buffer length 15* N consisted of 5 repetitions ofs1 in
DAC channel 1 and zeros in DAC channel 2, followed by 5
repetitions ofs2 in DAC channel 2 and zeros in DAC chan-
nel 1, and followed by 5 repetitions each ofs1 in DAC
channel 1 ands2 in DAC channel 2. The corresponding total
response buffer consisted of five repetitions each ofp1 , p2 ,
and p12, in which p12 was the response to the joint presen-
tation of s1 and s2 . Such responses were contaminated by
transients in the transitions between the sets of repetitions of
p1 andp2 , between sets ofp2 andp12, and between sets of
p12 andp1 ~the latter from the beginning of the next presen-
tation of the stimulus set!. These transients were excluded by
discarding the first of the five repetitions of each elementary
response. Thus, each response buffer provided four repeti-
tions of each ofp1 , p2 , andp12 for subsequent analyses~a
pilot study that varied the number of discarded buffers is
described in the Discussion section, which demonstrates that
the above discard rule eliminated significant artifacts associ-
ated with transient-evoked OAEs!. Successive total response
buffers were recorded and temporarily stored for the artifact
rejection test.

The artifact rejection test was designed to detect and
reject data buffers that were contaminated by intermittent
noise, and was based on comparing a previous valid response
buffer to the current response buffer using a test of dissimi-
larity. At the beginning of data acquisition, the software ac-
quired two response buffers before conducting the first arti-
fact rejection test, and the initially recorded response served
as the initial ‘‘previous’’ buffer. The time-domain test of dis-
similarity was based on a threshold value of the maximum
absolute difference in the previous and current buffers across
all samples in the buffers~Keefe and Ling, 1998!. If the
current buffer was valid, it became the new previous valid

buffer in the next artifact rejection test. After a first fail~at
startup or following one or more valid tests!, a new current
buffer was compared to the previous valid buffer. If artifact
rejection failed a second time in succession, the second in-
valid buffer was used as the new previous buffer for subse-
quent tests. This allowed the artifact rejection test to adapt to
slight changes in physiological status during data acquisition
by updating the contents of the previous buffer only after two
successive fails.

Each valid total response buffer was successively stored
in one of eight storage locations. A total of 32 valid buffers
was stored, with 4 time averages per storage location. This
provided 32 repetitions overall ofp1 , p2 , and p12 at each
stimulus level of the I/O functions~4 repetitions within each
total response buffer in each of 8 storage locations, with each
time average of 4 responses!. For each of the 32 sets of
repetitions, a corresponding 2E waveformpd was calculated
using Eq.~1!. A N-sample DFT was calculated forp1 , p2 ,
p12, and pd for each repetition. The mean and noise SPLs
were calculated in accordance with procedures described n
the Appendix. The noise SPL was based on the standard error
of the mean of the 32 responses measured in each spectral
bin.

C. Stimulus conditions

DPOAEs were elicited usingf 2 frequencies of approxi-
mately 2000 and 4000 Hz with anf 2 / f 1 of 1.21. In subjects
with normal hearing,L2 levels for the DPOAE conditions
were presented in descending 5-dB steps from 85 dB SPL
~left ear in nine subjects, and right ear in 15 subjects! or 75
dB SPL~left ear in six subjects! down to 0 dB SPL. ForL2

levels of 65 dB SPL and above,L1 was set equal toL2 . At
each L2 below 65 dB SPL,L150.4L2139 dB ~Kummer
et al., 1998!. It should be noted that in the Kummeret al.
~1998! study the lowestL2 presented was 20 dB SPL,
whereas the lowestL2 presented in the current study was 0
dB SPL. For our purposes, the Kummeret al. equation was
used to selectL1 levels at eachL2 down to 0 dB SPL. As the
stimulus conditions were refined for SFOAE data collection
as described below, more time in a test session was available
for data collection at the higherL2 levels ~80 and 85 dB
SPL! in the DPOAE conditions. The six subjects who were
presented with a maximumL2 of 75 dB SPL in the left ear
were tested earlier in the data collection process before the
higherL2 levels were added. For the subjects with cochlear
implants,L2 levels were presented in descending 5-dB steps
from 85 to 0 dB SPL, withL1 as described above.

SFOAEs were elicited with equal-frequency primaries at
octave and half-octave frequencies from 500 to 8000 Hz.
Left-ear data were collected first in the group of subjects
with normal hearing, and during this first half of the data
collection process, various protocol changes were made as
difficulties with the recording parameters were resolved. For
example, poor signal-to-noise levels~SNR! were observed
across the I/O function for SFOAEs recorded with primaries
of 500 and 8000 Hz, and these frequencies were removed
from the protocol. As mentioned in Sec. II, a fixed-L1 con-
dition was also used in whichL1 was fixed at 75, 70, 65, or
60 dB SPL, andL2 was varied below the fixedL1 . This
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condition produced high signal-dependent noise levels at all
L2 levels, which resulted in poor SNRs, and it was eventu-
ally removed from the protocol on which summary results
were based. Thus, the focus of the Results section is on the
equal-level primary condition, and data from the fixed-level
condition are presented only in Fig. 11. In theL15L2 con-
dition, the primaries were presented in descending 5- or
10-dB steps from an initial maximum level~70, 75, or 85 dB
SPL! down to 0 dB SPL.

The final protocol consisted of the two DPOAE condi-
tions ~with f 2 frequencies of 2000 and 4000 Hz!, and the
SFOAE L15L2 conditions at octave and half-octave fre-
quencies from 750 to 6000 Hz, with levels descending in
5-dB steps from 85 to 0 dB SPL. The final protocol was
presented to two of the left ears and all 15 of the right ears in
the group with normal hearing, and to both of the subjects
with cochlear implants.

D. Coupler measurements

Distortion and noise were measured in a Bru¨el & Kjær
ear simulator type 4157~also referred to as coupler! for each
condition to assess measurement system distortion. Coupler
measurements were recorded with the same stimulus genera-
tion and recording parameters as for biological measure-
ments.

E. Results

1. Subjects with normal hearing

The numbers of ears~N! for each condition presented to
the group with normal hearing are summarized in Table II.
Some of the differences inN are due to test-time limitations
before the protocol was finalized. The condition names refer
to OAE type ~DP or SF! and frequency, which is thef 2

frequency for DPOAEs. For example, SF6000 refers to the
SFOAE condition with primaries of 6000 Hz, and DP2000
refers to a DPOAE condition with anf 2 of 2000 Hz.

a. Median DPOAE and SFOAE I/O functions. Median
DPOAE and SFOAE I/O functions for the right ear are dis-
played in Fig. 1. The left-ear median responses were similar
and are therefore not shown. It should be noted that although
SFOAEs were elicited withL15L2 , responses are described
as a function ofL2 in order to be consistent with the descrip-
tion of DPOAEs. No data are plotted at the highestL2 of 85
dB SPL for the SF6000 condition, because the system was
unable to produce this level in the coupler, possibly due to a
standing-wave effect. A biological response is clearly sepa-
rate from the noise level for all conditions, with the largest
SNRs at moderateL2 levels for SFOAEs and at moderate to
high L2 levels for DPOAEs. A small separation of the bio-
logical SFOAE response from the distortion in the coupler
and noise in ears is identified at the highestL2 levels ~with
the exception of the SF1500 and SF2000 conditions!, but the
SNR is much less than DPOAE SNR at these higher levels.
There are two reasons for this difference. First, the distortion
observed in the coupler is greater at the higher stimulus lev-
els in the SFOAE conditions than for the higher stimulus
levels in the DPOAE conditions. Second, in the SFOAE con-
ditions, the noise levels in ears~but not the coupler! tend to
increase with increases inL2 across all frequencies, and tend
to decrease with increases in frequency, particularly at low
L2 levels. A higherL2 is required for the response to emerge
from the noise for the lower~SF750! and higher~SF6000!
frequency SFOAEs.

DPOAE functions are lower in level than SFOAEs, and
more compressive over the moderate level stimulus range. In
general, SFOAEs recorded with the equal-level protocol tend
to separate from the noise floor at higher input stimulus lev-
els, have steeper growth, and achieve higher amplitudes than
DPOAEs.

b. Individual DPOAE and SFOAE I/O functions. Some
observations can be made concerning the I/O functions of
individual subjects that are not reflected in the quantitative
summary across subjects. Responses from individual sub-
jects R11 and R08 are shown in Figs. 2 and 3, respectively.
The first observation concerning subject R11~Fig. 2! is the
substantial SNR~12 dB! for the lowest stimulus level (L2

50 dB SPL) in the DP4000 condition. This may be due to
the presence of a spontaneous otoacoustic emission at thef 2

or 2f 1– f 2 frequency, although this cannot be verified be-
cause spontaneous emissions were not recorded. Among the
notable differences in the individual responses, there is a
clear separation between distortion and noise down toL2

55 dB SPL in the SF3000 condition in Fig. 2, but the re-
sponse does not separate from the noise floor untilL2

535 dB SPL in Fig. 3. The overall level of the SF2000 re-
sponse is much lower in Fig. 2 than Fig. 3, but the reverse is
true for the SF4000 condition. The noise is higher for Fig. 3
in the SF3000 and SF4000 conditions, but this does not ac-
count for the smaller response amplitudes and higher thresh-
olds. Finally, a feature that is observed in several SFOAE I/O
functions is a level-dependent notch, such as that shown in
the SF4000 condition in Fig. 2~and present to a lesser extent
in the SF2000, SF3000, and SF6000 conditions!. These
notches do not appear at the same frequencies or intensities
in all subjects, and not all subjects have notches.

TABLE II. Summary of DPOAE and SFOAE conditions presented.

Condition
Maximum L2

~dB SPL!
Step size
~dB SPL!

N
Left

N
Right

DP2000 85 5 9 15
DP2000 75 5 6
DP4000 85 5 9 15
DP4000 75 5 6
SF500 75 5 6
SF750 85 5 2 15
SF750 70 10 5
SF1000 85 5 2 15
SF1000 75 5 10
SF1500 85 5 2 15
SF1500 70 10 5
SF2000 85 5 5 15
SF2000 75 5 10
SF3000 85 5 2 15
SF3000 70 10 5
SF4000 85 5 5 15
SF4000 75 5 10
SF6000 85 5 2 15
SF6000 70 10 5
SF8000 75 5 10
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The number of subjects who had notches in their I/O
functions for eachL15L2 , SFOAE condition was counted
for the right-ear data set. A notch was defined as a 3-dB
decrease in distortion in comparison to the preceding~i.e.,
lower! L2 condition. Only decreases observed in the range
including L2540 dB to 70 dB SPL were counted as notches
in order to avoid confusion with the noise floor at lowL2

levels, and with rollover or a decrease in the response level at
high L2 levels. There were only two exceptions for which
notches were identified atL2 levels below 40 dB SPL, be-
cause the distortion in both cases at the notch was clearly
separated from the noise floor. Four subjects~out of a total of
15 subjects! had notches that met the criteria in the SF750,
SF1000, and SF3000 conditions, three subjects in the
SF1500 and SF4000 conditions, two subjects in the SF2000
condition, and one subject in the SF6000 condition. The re-
peatability of notched I/O functions is addressed in experi-
ment 2.

2. Subjects with cochlear implants

Measurements were made in ears with cochlear implants
in order to compare with the biological origin of the re-

sponses from normal-hearing ears. Data from the ears with
cochlear implants are compared in Fig. 4 with the right-ear
25th to 75th percentiles of signal and noise replotted from
Fig. 1. The right-ear responses were selected for comparison
because they received the same final protocol as the ears with
cochlear implants. Note that the range on the ordinate is
greater in Fig. 4 to accommodate the larger range of re-
sponses.

In the DPOAE conditions~DP2000 and DP4000!, there
is a wide range ofL2 levels over which there is a separation
between the distortion from ears with cochlear implants and
25th to 75th percentile of distortion from ears with normal
hearing. The only exception is for subject C01’s left ear at
the highestL2 levels for the DP2000 condition. The range of
separation is much smaller in the SFOAE conditions. In gen-
eral, the SFOAE distortion from the ears with cochlear im-
plants tends to fall below the 25th percentile of distortion
from ears with normal hearing at moderateL2 levels, but
overlap and in some cases exceed this range at higherL2

levels. For frequencies of 1500 Hz and above, there is an
overlap of the distortion from subject C02’s ear and the ears
with normal hearing fromL2 levels of approximately 65 dB

FIG. 1. SPL of median distortion~solid line! and median on-band noise~dashed line! for DPOAE and SFOAE conditions in normal-hearing right ears as a
function of stimulus levelL2 . The 25th to 75th percentile ranges for distortion and on-band noise SPL are represented by the shaded areas. Coupler distortion
and on-band noise SPL are represented by the filled and open triangles, respectively. In comparison to DPOAE I/O functions, SFOAE I/O functions
demonstrate:~A! higher thresholds~i.e., theL2 at which the OAE separates from the noise!; ~B! steeper growth;~C! an increase in distortion in the coupler
with increases inL2 ; and ~D! an increase in noise in ears~but not in the coupler! with increases inL2 .
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SPL and above. In the SF6000 condition, C02’s distortion
falls within the range of distortion recorded from normal ears
over most of the I/O range.

The SFOAE distortion in ears with cochlear implants
exceeds the coupler distortion at 1500 and 2000 Hz, and less
so at 3000 Hz. This suggests a biological origin for the
SFOAE distortion in ears with cochlear implants, despite the
fact that there is compelling evidence of pathology in OHC
functioning.

IV. EXPERIMENT 2

A. Subjects and stimulus conditions

1. Signal-dependent SFOAE noise and overall
repeatability

Four subjects were asked to return and were presented
with the final protocol as described in experiment 1. The
only difference between the original and repeat tests was that
an analog high-pass filter was used for the original test, and
a real-time digital high-pass filter was used for the repeat
test. The digital filter had a similar transfer function to the
analog filter. Digital filtering was performed prior to artifact

rejection. The delay between the recording sessions for sub-
jects L04 and L05 was approximately 1 month. There was
approximately a 2-month delay for subject L09, and a
3-month delay for subject L03. Because these subjects were
among the group of subjects tested early in the process, not
all of the conditions originally presented were part of the
protocol that was presented during the second visit, and not
all of the conditions presented during the second visit were
presented during the first visit. For responses that were mea-
sured using identical stimulus conditions, Pearson product
moment correlations were calculated to compare on-band
distortion, or the levels measured in the frequency bin of the
OAE, between the two visits. The squared correlation (r 2)
was the measure of repeatability.

It was noted earlier that the on-band noise increased as
L2 increased for SFOAEs, but not for DPOAEs. In addition
to the test of repeatability, on-band and off-band noise was
compared to determine whether the noise increased only in
the on-band bin~i.e., in the frequency bin of the OAE!, or
whether it also increased in the off-band bins. An increase in
noise in the off-band bins would be expected if the source of
the noise were environmental or physiological, but unrelated

FIG. 2. Individual OAE I/O functions for normal-hearing right ear in subject R11, with distortion and on-band noise recorded in the ear~filled and open
squares, respectively! compared to the distortion and on-band noise recorded in the coupler~filled and open triangles, respectively!. Individual I/O functions
reveal certain features that are not reflected in the median data. For example, this subject has a large SNR at the lowestL2 in the DP4000 condition, which
was rarely observed in other subjects. This could be due to a spontaneous emission at thef 2 or 2f 1– f 2 frequency, but this cannot be verified in the current
data. There also is a level-dependent notch in the SF4000 condition. Notches were often observed in individual I/O functions, but they did not appear at
consistent stimulus frequencies or levels across subjects.
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to the presentation of the sound stimuli~e.g., noise generated
by the functioning of the circulatory or respiratory systems!.

2. Notch repeatability

More detailed data collection around the notches ob-
served in individual SFOAE I/O functions was completed in
three of the subjects that had notches in the first recordings.
The first recordings were completed usingL2 levels in 5-dB
steps. For each subject in each SFOAE condition that dem-
onstrated a notch,L2 levels were presented in 2-dB steps
over a 620 dB range around the level at which the notch
occurred in the first recordings.

B. Results

1. Signal-dependent SFOAE noise

The variation in noise at and around the signal frequency
is evident in the SFOAE spectrum recorded in one ear at
4000 Hz and at equal stimulus levels of 70 dB SPL~Fig. 5!.
Over a broad frequency range~left panel!, the noise SPL
based on the standard error of the mean~see the Appendix! is
smoothly varying through the approximate midline of the
off-band distortion SPL. This off-band distortion has larger
fluctuations across frequency than does the off-band noise.
The on-band noise~at 4000 Hz! is elevated above the off-
band noise, in this case by 13.8 dB. Given that the SFOAE

SNR is conventionally defined as the level difference be-
tween signal and noise in the same frequency bin, it is clear
that this signal-dependent elevation of noise reduces the ap-
parent SNR by 13.8 dB. A definition of noise based on an
average of off-frequency bins is a poor estimate of on-band
noise associated with SFOAEs.

2. Overall repeatability

Table III lists ther 2 values for the comparison of on-
band distortion between the two visits for each subject. The
lowest r 2 value is for L03 in the DP2000 condition (r 2

50.75). The remaining 22r 2 values are 0.88 or above, with
an averaged squared correlation of 0.95. Thus, the SFOAE
and DPOAE I/O functions were highly repeatable.

Figure 6 shows a summary of responses from the two
visits for L2 levels of 75 to 5 dB SPL in 10-dB steps. Mea-
sures from the first and second visits are represented by filled
and open symbols, respectively. On-band distortion~circles!,
i.e., the OAE signal level, shows good repeatability for the
SF and DP conditions. On-band noise~squares! shows good
repeatability, with the exception of a sharp increase in noise
at L2550 dB SPL for run 2 for subject L05 in the SF4000
condition, and small differences across the moderate to high
L2 range in the SF4000 condition for subjects L03 and L09.
Off-band noise~triangles! was highly repeatable and re-

FIG. 3. Individual OAE I/O functions for normal-hearing right ear in subject R08, with data represented as in Fig. 2. A detailed comparison of this subject’s
responses with subject R11’s responses~Fig. 2! is available in the text.
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mained nearly constant and low in level throughout the I/O
function for all SF and DP conditions. This is in contrast to
the on-band noise, which increased with increases inL2 for
the SF conditions, but remained constant for the DP condi-
tions.

3. Notch repeatability

Examples of notched I/O functions measured in subject
R09 are displayed in Fig. 7. A selected region around the
notch area is shown for the original 5-dB step data~squares!

FIG. 4. Individual distortion I/O functions in ears of two subjects with cochlear implants~thick solid, thin solid, and dashed lines! compared to 25th to 75th
percentile distortion and on-band noise recorded from the normal-hearing right ear data~shaded areas copied from Fig. 1! and distortion recorded in the
coupler~filled triangles!. The thin solid line represents distortion from subject C01’s left ear, the thick solid line from C01’s right ear, and the dashed line from
C02’s right ear.

FIG. 5. SFOAE and noise spectra for
SF4000 condition at equal primary
levels of 70 dB SPL over broad fre-
quency range~left panel! and narrow
frequency range~right panel! for sub-
ject R13. This figure demonstrates that
the on-band noise~i.e., at the fre-
quency at which the response is re-
corded! is elevated above the off-band
noise~i.e., adjacent to the frequency at
which the response is recorded!. This
occurs in SFOAEs, but not in
DPOAEs or in responses recorded in
the coupler.
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and for the 2-dB step data~triangles! obtained during the
same visit. The 2-dB step recordings demonstrate the repeat-
ability of the notch structure, both in theL2 value at which
the notch occurs and the depth of the notch. As expected, the
notch is better defined in the smaller-step recording. For the
SF1000 condition, the minimum of the notch in the 2-dB
step recordings appears to be shifted slightly upwards on the
L2 axis by a smaller amount than the step size in the original
data set. For the SF750 condition, the noise level is much
higher across the I/O function in the first recording; however,
the distortion levels between the two recordings demonstrate
good repeatability. Based on the phase ofPd for its wave-
form defined in Eq.~1!, there also is a phase shift in theL2

region of the level-dependent notch, and the amount of phase

TABLE III. r 2 values for repeatability of on-band distortion~OAE! in four
subjects.

Condition

Subject

L03 L04 L05 L09

DP2000 0.75 0.96 0.88 0.88
DP4000 0.97 0.99 0.94 0.99
SF750 0.99
SF1000 0.97 0.95
SF1500 0.96
SF2000 0.87 0.99 0.89 0.99
SF3000 0.99
SF4000 0.98 0.96 0.98 0.98
SF6000 0.98
SF8000 0.91

FIG. 6. Repeatability of OAE and noise I/O functions recorded in normal-hearing left ears of subjects from visit 1~filled symbols! and visit 2~open symbols!.
There was at least 1 month between visits. Plotting symbols are: on-band distortion~circles!, on-band noise~squares!, off-band noise~triangles!. On-band
noise is the noise SPL at the OAE frequency and off-band noise is the average noise SPL at the two adjacent frequencies above and below the OAE frequency.
Responses shown in rows 1–5 are for DP2000, DP4000, SF1000, SF2000, and SF4000 conditions. Responses shown in columns 1–4 are for subjects L03,
L04, L05, and L09, respectively.
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shift appears to be related to the depth of the notch. For
example, there is approximately a 180° phase shift in the
SF750 and SF1500 conditions in which there is a deep notch,
but less of a phase shift in the SF1000 condition in which the
notch is not as deep.

V. DISCUSSION

A. General form and comparison of I ÕO functions
in ears with normal hearing

Despite some methodological differences, the general
form of the I/O functions for normal-hearing ears was similar
to functions reported in the literature for SFOAEs with
equal-frequency, equal-level primaries~e.g., Brass and
Kemp, 1991, 1993! and DPOAEs using optimized primary
level presentation withf 2 frequencies of 2000 and 4000 Hz
~e.g., Dornet al., 2001!. Brass and Kemp~1993! reported
one of their subjects required 6 months of practice for moni-
toring probe placement and for maintaining an appropriate
state during SFOAE data collection in order to produce
smooth functions. However, the responses reported here
showed good repeatability, despite the fact that the subjects
did not receive instruction or practice in monitoring probe
placement.

In the current data, the SF500 and SF750 conditions
demonstrated the poorest SNR throughout the I/O range, and
responses in the SF8000 condition were contaminated by
excessive system distortion as measured in the test cavity
through the mid- to high-L2 range. The SF500 and SF8000
conditions were poor enough that they were excluded from
further analyses. For the remaining SFOAE compared to
DPOAE I/O functions, the equal-level, equal-frequency pri-
mary condition produced SFOAEs that had higher absolute
SPLs but smaller SNR at moderate to highL2 levels~Fig. 8!.
In the left ear, with the exception of the SF6000 condition,
the SFOAE SPL exceeded the DPOAE SPL for stimulus lev-
els of 50 dB SPL and higher~top left panel!. However, the

corresponding SNRs~bottom left panel! decrease sharply at
higher stimulus levels for SFOAEs, while SNRs for
DPOAEs remain high. This trend was similar for the right-
ear data. The smaller SNR for SFOAEs at high levels was
due to increased noise in the ears and system distortion at
higher levels in excess of that observed for DPOAEs.
SFOAE I/O functions recorded using the equal-level, equal-
frequency paradigm were steeper or more nearly linear than
DPOAE I/O functions.

For clinically oriented SFOAE recordings intended to
assess whether a response lies within a baseline range of
responses in normal-functioning ears, the equal-level proto-
col at stimulus levels near 50 dB SPL may be of particular
interest. This is because the SNR in a normal-functioning ear
tends to be close to its maximum value at 50 dB SPL across
all test frequencies.

The SFOAE and DPOAE I/O functions were fitted using
a two-slope model in order to compare compression slopes,
the breakpoint pressure at which compression became sig-
nificant, and overall amplification. The data used in the pa-
rameter estimation were the right-ear median data in Fig. 1;
however, only responses up to levels of 75 dB SPL were
included. This was because some of the SFOAE data at
higher levels were influenced by system distortion. The 15
responses comprising each OAE I/O function were specified
at stimulus levels in the range 0–75 dB SPL at 5-dB incre-
ments. The model related the input pressure spectrumQ and
output SFOAE pressure spectrumPoaeat each frequency us-
ing the form

uPoae~Q!u25U A0Q

@11uQ/Qcu~12c!/c#cU2

1uNoaeu2. ~8!

The average measured noise energy averaged over low levels
up to 35 dB SPL wasuNoaeu2. The three model parameters
included theattenuation A0 , the breakpoint pressure Qc ,
and thecompressive slope c. Each parameter was real. At
low stimulus levels (uQu!uQcu) in the absence of noise, the

FIG. 7. Repeatability of notched
SFOAE I/O functions for SF750,
SF1000, and SF1500 conditions in the
normal-hearing right ear of subject
R09. Responses were obtained during
the same visit withL2’s in 5-dB steps
~squares!, as part of the general proto-
col, and in 2-dB steps~triangles!
around the notch. Level is shown
across the three conditions in the top
row ~filled symbols5distortion, open
symbols5on-band noise!, and phase is
shown in the bottom row. There is a
phase shift in theL2 region of the
level-dependent notch, and the amount
of phase shift appears to be related to
the depth of the notch. For example,
there is approximately a 180° phase
shift in the SF750 and SF1500 condi-
tions in which there is a deep notch,
but less of a phase shift in the SF1000
condition in which the notch is not as
deep.
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model has linear growth,uPoae(Q)u.uA0Qu. This is of the
same form as the magnitude of Eq.~6! for the low-level
prediction of the coherent reflection emission theory of
SFOAEs. Thus, the resulting values of attenuation may be
used to estimate the magnitude of the attenuation in Eq.~7!.
At high stimulus levels (uQu@uQcu) in the absence of noise,
the model has a compressive slope,uPoae(Q)u
.u(A0Qc

12c)Qcu for 0<c,1. The compression function in
the denominator of the model has been used to fit BM I/O
functions ~Yates et al., 1990!. The breakpoint pressureuQu
5uQcu is that pressure amplitude for which the response
level ~in the absence of noise! is reduced by 6c dB from the
predicted linear-growth response. As discussed earlier, the
SFOAE responses measured using the equal-level protocol
eliminate the linear-growth component of the response, so
that they are nonzero only at stimulus levels comparable to
the level of the breakpoint pressure and above. Thus, the
breakpoint pressure is operationally well defined in the mea-
sured data.

A somewhat similar model using a low-level linear slope
and moderate-level compressive slope has been previously
used to fit DPOAE I/O functions~Dorn et al., 2001!. How-
ever, their compressive slope was in a function that differed
slightly from that of Yateset al. ~1990!, on which the present
model is based. Dornet al. represented the noise level as a
parameter, while it is a measured input value in the present
model. In order to fit DPOAE responses atf 2 frequencies of
2000 and 4000 Hz up toL2595 dB SPL, Dornet al. in-
cluded a high-level steeply sloping component that is omit-
ted in the present analyses, which analyzed data only up to
L2575 dB SPL.

The breakpoint pressure plays a different role in inter-
preting DPOAE and SFOAE responses, because the DPOAE
is measured directly as the response toL12 while the SFOAE

is measured indirectly using Eq.~5!. The latter procedure
used the measured SFOAE I/O functionuPd(Q)u obtained
using the equal-level protocol, and the above model for the
total SFOAE magnitudeuPoae(Q)u. This model form of
uPoae(Q)u was substituted in Eq.~5! to calculate a predicted
uPd(Q)u. The parameters were calculated using a least-
squares predictor functionlsqcurvefit from the MATLAB

Optimization Toolkit.
The SFOAE and DPOAE I/O function data and model

predictions are shown in Fig. 9 and the estimated model
parameters are listed in Table IV. The SFOAE solid lines in
Fig. 9 are the predictions of the 2E measurements in noise
using the equal-level protocol. The SFOAE model param-
eters are those for the total SFOAE amplitudeuPoae(Q)u, and
this predicted function~as SPL! is plotted in dashed lines on
the SFOAE panels of Fig. 9. This is the I/O function of the
underlying total SFOAE produced by a single sine tone.

The model predictions~solid lines! have adequate agree-
ment with the measured data~symbols!. The DPOAE I/O
functions are more compressive than the SFOAE I/O func-
tions, and their slopes~approximately 0.3 dB/dB in Table IV!
are similar to those reported by Dornet al. ~2001!. The at-
tenuation level is approximately230 dB for each of the
DPOAE responses, while the DPOAE at 4000 Hz has a
breakpoint pressure level that is 5.4 dB higher than that at
2000 Hz.

For SFOAEs, the breakpoint pressure sets the threshold
of the onset of nonlinearity in the I/O function, and the
breakpoint pressure level is approximately 19 dB higher for
the SFOAE at 2000 Hz compared to SFOAEs at 1000 and
4000 Hz ~Table IV!, i.e., there is an SFOAE minimum at
2000 Hz relative to 1000 and 4000 Hz. The tabulated
breakpoint-pressure levels are consistent with the plotted

FIG. 8. Median distortion level~top
row! and SNR~bottom row! versusL2

from left ears~left column! and right
ears~right column! with OAE condi-
tion as the parameter. DPOAE condi-
tions are identified byf 2 frequency
and labeled by filled squares and
circles, and SFOAE conditions are
identified by stimulus frequency and
labeled by nonfilled symbols as indi-
cated in the legend. The right-ear re-
sponses are the same medians shown
in Fig. 1. TheN for each condition is
listed in Table II for both ears. In gen-
eral, the equal-level, equal-frequency
primary condition produced SFOAEs
that had higher absolute SPLs, but
smaller SNRs at moderate to highL2

levels than DPOAEs.
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thresholds of the measured SFOAE I/O functions with re-
spect to their noise levels.

The slopes of the SFOAE I/O function are compressive
in the range of 0.44–0.61 dB/dB. These exceed the compres-
sive slopes of BM I/O functions that are in the range 0.20–
0.25 ~Yates et al., 1990!. The BM nonlinearity represents
forward propagation only from the ear canal to tonotopic
place, whereas the SFOAE nonlinearity from the coherent
emission viewpoint represents both forward and reverse
propagation between ear canal and tonotopic place, as medi-
ated by a spatial convolution of the traveling wave with the
spatial wave numbers associated with distributed inhomoge-
neities. One possibility is that the round-trip propagation is
associated with the approximate doubling of the slope of the
SFOAE I/O function relative to that of the BM.

A minimum across frequency at 2000 Hz is also evident
in the SFOAE attenuation level~Table IV!, which has a
depth of 10 to 14 dB compared to neighboring frequencies.
The SFOAE attenuation levels may be interpreted in terms of
the coherent reflection emission model, which predicts the
values in Eq.~7!. It is likely that median averaging tends to
remove the influence of multiple internal reflections in this
prediction. Moreover, the term 11R1 in the denominator of

Eq. ~7! would not act to produce a minimum at 2000 Hz: it
tends towards a minimum in the vicinity of a standing-wave
frequency in the ear canal close to 6000 Hz. The remaining
part of the predicted SFOAE attenuation,A;T1T2R, is rel-
evant to explaining the minimum at 2000 Hz. This is the
product of the forward and reverse middle-ear transmittance,
and the cochlear reflectance. In particular, the round-trip
middle-ear transfer function may control this minimum.

DPOAE I/O functions have been used to estimate the
spectral shapes of forward and reverse middle-ear transfer
functions, and the estimated forward and reverse transfer
functions have a minimum at 2000 Hz. Based on Fig. 8 of
Keefe~2002!, the sums of the relative levels of forward and
reverse transfer functions are approximately 0,215, and 4
dB at 1000, 2000, and 4000 Hz, respectively. Normalizing
the SFOAE attenuation levels at 2000 and 4000 Hz to that at
1000 Hz in the data of Table IV, the relative attenuation
levels are 0,213.8, and24.5 dB at 1000, 2000, and 4000
Hz, respectively. The round-trip middle-ear transfer is likely
responsible for this minimum at 2000 Hz. The relative agree-
ment between these predictions of relative attenuation is no-
table because they are based on unrelated predictive models
and unrelated measurements~SFOAEs versus DPOAEs!.
The SFOAE model provides an absolute prediction in terms
of the coherent reflection emission model, whereas the
DPOAE model only predicts the relative levels; the SFOAE
model makes no assumption concerning the existence of a
scaling symmetry in the cochlea, whereas the DPOAE model
is based on this assumption. However, the minimum in the
attenuation level does not explain the more compressive
slope of the SFOAE at 2000 Hz compared to the SFOAE I/O
function slopes at 1000 and 4000 Hz.

One property of the present model is linear growth of
the SFOAE at low levels, in agreement with the findings of

FIG. 9. The SFOAE I/O function mea-
surements and predictions are shown
in the left panel as a function of the
equal-level parameterL, and the
DPOAE I/O function measurements
and predictions are shown in the right
panel as a function ofL2 . The mea-
surements are shown as symbols and
the prediction as solid line. The dashed
line in each SFOAE panel is the pre-
dicted level based on the total SFOAE
Poae(Q), which includes the low-
level, linear-growth component. Each
SFOAE frequency and DPOAEf 2 fre-
quency is displayed in text within its
panel.

TABLE IV. Summary of model parameters estimated from measured
SFOAE and DPOAE I/O functions.~The frequency of the DPOAE re-
sponses is thef 2 frequency.!

Type
Frequency

~Hz!
Attenuation level

~dB!
Breakpoint

pressure~dB SPL!
Compressive
slope~dB/dB!

SFOAE 1000 220.3 17.0 0.61
SFOAE 2000 234.1 36.8 0.44
SFOAE 4000 224.8 18.1 0.61
DPOAE 2000 229.4 23.3 0.30
DPOAE 4000 230.3 28.7 0.26
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Zwicker and Schloth~1984! and of Shera and Zweig~1993!.
This linear growth is also in agreement with the present data,
in which the absence of a SFOAE residual at low stimulus
levels provided evidence for linear growth. This is the case
in the normal-ear responses in Fig. 1 up to stimulus SPLs
equal to the breakpoint-pressure levels listed in Table IV.
The model in Eq.~8! allows estimation of SFOAE properties
in the linear-growth regime and thus a direct measurement of
attenuation level, which is the only relevant coefficient at
low levels. It would be useful in future research to obtain
individual measurements, rather than population estimates,
of the model parameters of SFOAE I/O functions, which
would generalize the technique to individual ears. It also
may be possible to include predictions of the phase ofA0

with which to predict the phase ofA. This model may be
testable in ears with mild conductive hearing loss that have
detectable levels of SFOAEs. A limitation of the current
SFOAE model is that it does not describe notched I/O func-
tions that were observed in some subjects. These notched I/O
functions are further described below.

B. IÕO functions in ears with cochlear implants

The measurements from ears with cochlear implants
~Fig. 4! showed unexpectedly large distortion at stimulus
levels at and above 60 dB SPL, in excess of the distortion
observed in the coupler; in some cases, this distortion was in
the range of SFOAE responses in ears with normal hearing.
Dorn et al. ~2001! demonstrated clear separation of DPOAE
responses from ears with cochlear implants from ears with
normal hearing across the I/O range forf 2 frequencies of
2000 and 4000 Hz~see their Fig. 2!. However, they noted
that the distortion measured from ears with cochlear implants
exceeded their predicted system distortion atL15L2

585 dB SPL for anf 2 of 4000 Hz. They suggested that this
might have been due to system distortion, or to a biological
source. Responses in the present study from ears with co-
chlear implants began to overlap with the range of responses
from ears with normal hearing atL2585 dB SPL, which is
consistent with the findings of Dornet al.However, one out-
lier case is CO1’s left ear in the DP2000 condition, which
overlapped the range of responses from normal-hearing ears
at L2575 dB SPL, and exceeded the range above thatL2 .

There are no data in the literature with which to compare
the current measurements in ears with cochlear implants for
the SFOAE conditions. For SFOAE conditions in the current
study, distortion at highL2 levels occurred in at least one ear
with a cochlear implant at all frequencies but 750 Hz. This
conclusion is based on whether the distortion in each ear
with a cochlear implant exceeded the 25th percentile of the
responses in normal-hearing subjects. For the SF6000 condi-
tion, measurements from C02’s right ear were within the
range of responses from normal-hearing ears throughout the
I/O function. There are insufficient data to explain why the
distortion from ears with cochlear implants exceeded the
coupler measurements, or why it exceeded the responses
from ears with normal hearing in some conditions. Possibili-
ties include an unknown source of system distortion that has
larger effects in ears than in the coupler, or a biological ori-
gin to the SFOAE responses in ears with cochlear implants.

Such an origin would not involve the OHC functioning
that underlies the generation of SFOAEs at low and moder-
ate levels in a normal-functioning cochlea, because ears with
cochlear implants clearly lack normal OHC functioning.
However, a reflected wave would be generated at high stimu-
lus levels in an ear without normal OHC functioning, as long
as there is some inhomogeneity in the stiffness-gradient
properties of the BM associated with the cochlear map. Such
an ear would lack the compressive slope in the SFOAEs of
ears with normal-functioning OHCs. SFOAE I/O functions
for the cochlear-implant ears have a less compressive slope
than those for normal-hearing ears~compare Fig. 4 to Fig. 1!.
Latency measurements would be helpful to sort out whether
these SFOAE and high-level DPOAE responses in ears with
cochlear implants are produced by middle-ear or cochlear
nonlinearity, because a middle-ear or system nonlinearity
would have a short latency compared to the normal round-
trip cochlear delay. More data are also needed on SFOAE
I/O functions in ears with sensorineural hearing loss, but
without cochlear implants, in order to better understand
SFOAE source mechanisms in ears with cochlear pathology.
The existing sparse data from such ears have been difficult to
interpret~Konrad-Martinet al., 2002!.

C. Repeatability

The r 2 values indicated good repeatability of the on-
band distortion for two runs of select conditions for the four
returning normal-hearing subjects~Fig. 6!. There was also
repeatability of the pattern of the elevated on-band noise
above the off-band noise in the SFOAEs, a pattern that is
absent in DPOAEs. However, the SFOAE distortion I/O
functions had better repeatability than the SFOAE on-band
noise I/O functions, which suggests that whatever mecha-
nism~s! is producing the elevated on-band noise may be
somewhat decoupled from the mechanisms producing the
SFOAE distortion. In summary, DPOAE and SFOAE distor-
tion are robust cochlear responses, and the overall patterns of
on-band and off-band noise levels differ between DPOAEs
and SFOAEs in a repeatable fashion.

D. Signal-dependent noise in SFOAE generation

The on-band noise SPL increased with increasingL2

~above approximately 60 dB SPL! for SFOAEs, but not for
DPOAEs. These patterns were generally observed in the me-
dian responses~Fig. 1! as well as in the individual responses
~Figs. 2–3!. The relative elevation of on-band to off-band
noise SPL in the median data was 0 dB for the two DPOAE
conditions, while the maximum elevation was approximately
30 dB across SFOAE conditions. A key result in interpreting
this effect is that the corresponding on-band noise in the
coupler ~see Fig. 2 or the same data plotted in Fig. 3! was
essentially constant with increasingL2 up to L2

580 dB SPL. At the highestL2 tested~85 dB SPL!, the on-
band coupler noise increased across various frequencies by
0–10 dB, but it was still lower than the on-band noise ob-
served in the normal-hearing ears. Thus, the increased signal-
dependent SFOAE noise has a biological origin and is a large
effect.
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DPOAE and SFOAE results in Fig. 10 show the inter-
subject means and standard deviations of the distortion, on-
band noise, and off-band noise as functions ofL2 from 5 to
75 dB SPL in 10-dB increments for a subset of nine of 15
normal-hearing subjects with right-ear tests. This subset of
subjects was chosen based on limitations of the underlying
database; the remaining six right-ear responses were similar
to those illustrated. Data atL2 levels at 80 and 85 dB SPL
were excluded because of some uncertainty regarding the
presence of variability in system distortion. These mean
OAE responses were similar to the median OAE responses in
Fig. 1. The DP2000 and DP4000 conditions show that on-
band and off-band noise levels were essentially constant and
equal over allL2 levels. The SFOAE off-band-noise level
was nearly constant withL2 for SF1000, SF2000, and
SF4000 except for a slight growth of approximately 7 dB in
SF2000 and SF4000 at the highestL2 levels. The on-band
noise SPL increased approximately linearly withL2 for L2

exceeding 50 dB SPL.
As described in Sec. III C, SFOAEs were measured by a

second protocol in whichL1 was fixed at a high level andL2

was varied from low levels up to 5 dB belowL1 . As de-
scribed in Sec. II, this fixed-L1 protocol was anticipated to be
useful in measuring the total SFOAE I/O function. The re-
sults were unexpected insofar as recordings in many subjects
were contaminated by high levels of on-band noise, which
precluded the ability to measure a detectable SFOAE. A

comparison recorded in two subjects is shown in Fig. 11 for
SFOAEs at 2000 Hz recorded with the equal-level and the
fixed-L1 protocols. The left panel shows fixed-L1 responses
recorded withL1565 dB SPL, while the right panel shows
analogous responses recorded withL1570 dB SPL. The
equal-level SFOAE responses for a given subject are identi-
cal on left and right panels to facilitate comparison. The
expected pattern of results was obtained for the ear of subject
L03 ~bottom panels!, in which the SFOAE for the equal-
level protocol had a higher threshold relative to the on-band
noise than did the SFOAE for the fixed-L1 protocol. These
results are consistent with the measurement theory described
in Sec. II in that the fixed-L1 protocol allows the measure-
ment of a lower level SFOAE response. This is because the
on-band noise is similarly low for both protocols. As ex-
pected from the measurement theory, the fixed-L1 SFOAE
I/O function for subject L03~bottom left panel of Fig. 11! is
similar to the total SFOAE I/O function predicted based on
the equal-level protocol~the SF2000 dashed-line curve in
Fig. 9!.

An example of the unexpected class of results is shown
for subject L02~top panels!. The SFOAE response measured
with the equal-level protocol was similar to that of subject
L03, but the SFOAE response measured with the fixed-L1

protocol had high on-band noise for allL2 levels. Thus, the
SFOAE threshold for the fixed-L1 protocol was constrained
by the noise to be approximately 50 dB SPL whenL1 was

FIG. 10. Means and standard deviations for distortion~circles!, on-band noise~squares!, and off-band noise~triangles! as a function ofL2 for DPOAEs~top
row! and select SFOAEs~bottom row! for a population of nine normal-hearing right ears. On-band and off-band noise levels were essentially constant and
equal over allL2 levels in the DPOAE conditions. Similarly, the SFOAE off-band noise level was nearly constant withL2 except for a slight growth of
approximately 7 dB in SF2000 and SF4000 at the highestL2 levels. However, the on-band SFOAE noise SPL increased approximately linearly withL2 for
L2 exceeding 50 dB SPL.
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fixed at 65 dB SPL~left upper panel!, and the threshold was
approximately 65 dB SPL whenL1 was fixed at 70 dB SPL.
The presentation of the fixed high-levelL1 tone at 65–70 dB
SPL created a high, signal-dependent noise that obscured the
ability to detect the SFOAE increment produced by the ad-
dition of the L2 tone until L2 became sufficiently large to
boost the joint presentation ofL1 and L2 above the noise
floor. For example, for the conditions thatL1570 dB and
L2565 dB, their joint level wasL12571.2 dB SPL, corre-
sponding to an increment of 1.2 dB above the level of the
fixed ‘‘pedestal’’ toneL1 . Such a level of cochlear variability
may be sufficient to influence intensity encoding by
auditory-nerve fibers and in behavioral experiments on inten-
sity discrimination, but only in subjects with elevated on-
band SFOAE noise. This level of cochlear variability may
also be observable in mechanical measurements of BM mo-
tion.

The two protocols led to similar results within both sub-
jects between the fixed-L1 and equal-level protocols when
the stimulus levels were similar—e.g., the fixed-L1 protocol
at L1565 dB ~left panels! had its highestL2 at 60 dB SPL. It
would be expected that this SFOAE response should be close
to the equal-level responses atL15L2560 or L15L2

565 dB SPL. This was the observed pattern.
A first conclusion is that the source of signal-dependent

noise lies either within the cochlea or the middle ear, because
there is no corresponding off-band noise that can be attrib-
uted to environmental or general physiological functioning
such as circulation or respiration. It would appear less likely
that the middle ear was the source of the on-band SFOAE
noise based on the observation that there was no correspond-
ing elevation of on-band noise in DPOAE recordings. Be-
cause the DPOAE component was in a distinct frequency bin
from either of the primary stimuli, any noise added to the

primary stimuli by a source within the middle ear would
have also resulted in added noise to the DPOAE that these
primaries produced. However, it is possible that on-band
DPOAE noise was not observed because it was below the
system noise floor of approximately220 dB SPL. An in-
crease in on-band DPOAE noise relative to off-band noise
levels might be revealed in future studies if more averaging
were performed to further reduce the off-band noise floor. A
more complete theory would need to take into account the
influence of BM compression on the relative forward-
transmitted levels of the primary signal and its noise, and the
relative reverse-transmitted levels of the OAE and its noise,
in combination with the noise source properties assumed for
the middle ear and/or cochlea. A potential source of signal-
dependent noise includes fluctuations in the transmission
pathway between ear canal and tonotopic place that is not
synchronous with the repetitive signal averaging. This might
include fluctuations in the stapedius muscle tension within
the middle ear, or fluctuations in the medial olivocochlear
~MOC! efferent feedback to the OHCs in the cochlea. A sec-
ond conclusion is that the noise effects would be transmitted
to the cochlea even if the noise source were found to lie
within the middle ear.

It also is not likely due to inadequate cancellation of
‘‘ringing’’ in the cochlea. The concern is that the single
buffer discarded in each of responses to the five repetitions
of stimuli s1 , s2 , ands12 may have been too short to elimi-
nate cochlear transients~i.e., the ringing! evoked when the
stimulus changed froms1 to s2 , s2 to s12, or s12 to s1 ~as
described in Sec. III B!. There are two pieces of evidence to
support the conclusion that this ringing was negligible. First,
Keefeet al. ~2003! presented data demonstrating an increase
in on-band noise relative to off-band noise in transient
SFOAE responses measured in normal-hearing ears. A

FIG. 11. SFOAE I/O functions at
2000 Hz for subjects L02~top row!
and L03 ~bottom row!. Each panel
shows the SFOAE distortion~filled
symbols! and on-band noise~open
symbols! for each of the SFOAEs
measured with the equal-level protocol
~squares! and fixed-L1 protocol
~circles!. The left column shows fixed-
L1 results withL1565 dB SPL and the
right columns shows results withL1

570 dB SPL.
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400-ms transient in the stimulus was followed by 600 ms of
silence in each of thes1 , s2 , and s12 buffers, so that the
duration of each was 1000 ms. Because the 600 ms of silence
provided sufficient delay for any cochlear ringing to subside,
the observed increase in on-band noise was unlikely to have
been associated with cochlear ringing. Second, additional re-
sponses in this study were obtained in the IEC 711 coupler
and in the first author’s right ear for the SF1000, SF2000,
and SF4000 conditions with four different analysis condi-
tions:~1! eight repetitions of the stimulus per intervals1 , s2 ,
ands12, with the first four repetitions discarded and the last
four repetitions averaged for further analysis;~2! seven rep-
etitions and three of the initial repetitions discarded;~3! six
repetitions and two discards; and~4! five repetitions and one
discard. The last condition was the same method used in the
remainder of this report. In each case, the last four repetitions
were used in the final averages. Each repetition had a dura-
tion of 23 ms so that in the first condition, the initial 92 ms
~i.e., four of eight repetitions! of each response was dis-
carded. If the level-dependent increase in on-band noise ob-
served in normal-hearing ears was due to inadequate cancel-
lation of ringing, then the noise should decrease as the
number of repetitions and discards increases. Results in Fig.
12 show that there was no increase in on-band noise as a
function of L2 across analysis conditions in the coupler, ex-

cept at the highestL2 in the 2000 Hz condition. There was a
level-dependent increase in on-band noise in the subject’s ear
in every analysis condition, and there did not appear to be a
systematic change as a function of analysis condition. Thus,
no effects were observed that could be attributed to cochlear
ringing.

These findings concerning on-band SFOAE noise sug-
gest that a source of signal-dependent variability exists in
cochlear mechanics at relatively high stimulus levels. Vari-
ability has apparently not been reported in other reports of
OAE measurements or mechanical measurements of BM
motion, nor has it been considered in models of cochlear
mechanics. There is internal variability associated with
auditory-nerve firing, such that the identical input leads to
differing sequences of nerve spikes~e.g., Teich and Khanna,
1985!, but external mechanical variability in the input to
these inner hair cell fibers might also contribute to the total
variability. Such a mechanical source of variability would be
expected to lead to correlations between adjacent auditory-
nerve fibers. There is a report of low correlation between
adjacent auditory-nerve fibers in cat~Johnson and Kiang,
1976!, in which stimulus levels ranged from 25–95 dB SPL.
They stated: ‘‘Whatever correlations exist for the tone-
stimulated activity can be attributed to the fact that there is a
common stimulus.’’ Any mechanical variability would act as

FIG. 12. Distortion~filled symbols! and on-band noise~open symbols! in an example normal-hearing subject~top row! and the coupler~bottom row! at
SFOAE frequencies of 1000 Hz~left column!, 2000 Hz~middle column!, and 4000 Hz~right column! using four different analysis conditions. For example,
in the 8 reps/4 discards condition, there were eight repetitions of the stimulus in each intervals1 , s2 , ands12 , the first four repetitions were discarded, and
responses to the last four repetitions were used in the final average. The purpose is to demonstrate that~a! the noise does not increase as a function ofL2 in
the coupler~except atL2585 dB SPL at 2000 Hz!, whereas the noise increases as a function ofL2 in the normal-hearing ear, and~b! the noise is not dependent
upon the analysis condition for the coupler or the ear. Thus, the level-dependent noise is not likely due to inadequate cancellation of cochlear ringing.
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such a common stimulus, so that interpretation of the possi-
bility of partially correlated firing patterns remains unclear,
and there may also be species differences.

The present results do not allow the apportioning of the
elevated on-noise level fluctuations into possible level and
phase fluctuations in the input. Any lack of synchrony in the
SFOAE would result in an increased noise signal, because
the noise was calculated as described in the Appendix as a
variance with respect to a time-averaged response.

E. Notched SFOAE I ÕO functions

Level-dependent notches in SFOAE I/O functions were
observed in some responses, and the notches were found to
be repeatable across test sessions separated by 1 month or
more. These notches did not occur at the same frequencies or
stimulus levels across subjects. Because the effects were not
consistent across subjects, the notches did not affect the me-
dian SFOAE results described, and had minimal influence on
the 25th and 75th percentiles. In some ears, there was roll-
over at the highest stimulus levels about which it was impos-
sible to conclude whether this was the low side of a notch or
an attenuation in SFOAE SPL with increasing stimulus level
~one minor example is shown in the SF2000 response in Fig.
2!.

Notches have been observed in individual responses in
animal studies of DPOAEs, for example, in gerbil~Norton
and Rubel, 1990!, and in humans~Moulin et al., 1992!.
However, there are apparently no published reports of
notched SFOAE I/O functions in humans. Several possible
mechanisms might account for such notches.

Activation of acoustic reflex might influence measure-
ments of SFOAE I/O functions. However, the acoustic reflex
typically is not activated at the low levels at which notches
were observed, e.g., 55 dB SPL in Fig. 7, and if it were
activated, it is difficult to understand how a sharp notch
would result. If the acoustic reflex is activated, then the
change in admittance magnitude should modify the pressure
level at the probe microphone, and the actual SPL associated
with the stimulus should differ from the expected SPL. The
differences in the actual and expectedL1 and L2 for the
SF1000 condition were analyzed for nine of the subjects
from the right-ear data set. This frequency was selected be-
cause acoustic reflex shifts are large at this frequency
~Feeneyet al., 2003!. The differences increased slightly with
increasing level in a similar manner for all subjects, but the
same trend also was observed in the coupler. This indicated
that the source of the difference was not biological but rather
accounted for in terms of level-dependent effects in the
source impedance of the measurement system. Thus, the
acoustic reflex does not account for notched SFOAE I/O
functions.

The presence of a synchronized spontaneous otoacoustic
emission~SSOAE! at a nearby frequency might influence
SFOAE measurements, which might include entrainment ef-
fects. Definite statements are not possible because SSOAE
measurements were not performed. This mechanism appears
unlikely in such cases as shown in Fig. 7, in which notched
I/O functions were observed at multiple frequencies in the
same ear and it would appear that such effects would require

multiple SSOAEs that all happened to produce a cancellation
at roughly the sameL2 level. In addition, the cancellation, or
entrainment, of the SFOAE would likely require a SSOAE at
a level at least as large as the SFOAE. These SFOAEs had
levels near 15 dB SPL, which is fairly large for SSOAEs in
humans. Thus, an explanation of the notches based on
SSOAEs appears unlikely.

Notches might be attributed to shifts in the fine structure
~Talmadge, 2003!. That is, as level increases, the minima
might shift to nearby frequencies. When recording at a fixed
frequency, as level increases, a minimum might shift to the
recording frequency. This possibility cannot be ruled out in
the current study because no SFOAE fine-structure responses
were measured.

At a phenomenological level, the presence of a notched
I/O function can be explained in terms of a sum of two
components, each represented by magnitude and phase com-
ponents. Representing the nonlinear source term byGNL(Q),
a SFOAE model incorporating coherent reflection and non-
linear distortion in additive form is obtained by generalizing
Eqs.~6! and ~7!

Poae5M H RQ

12R2R
1GNL~Q!J . ~9!

Both terms share the middle-ear filtering associated withM;
the potential role of multiple internal reflections is neglected
~for simplicity! in the nonlinear source term. If the coherent
reflection emission mechanism is presumed to act at higher
stimulus levels at which the cochlear transmission is com-
pressive, a nonlinear apical reflectance would result. Thus,
both terms on the right-hand side of the above equation are
nonlinear. In addition, any level-dependent action of the
MOC system may further influence the generation of
SFOAEs. This simple additive model predicts that a notch is
produced when the components have opposite phase and
comparable magnitude. Such a two-component model pro-
vides a reasonable description of the data, including the ob-
servation of 180-deg phase shifts~Fig. 7!. The presence of
I/O functions without notches is explained by the predomi-
nance of one component over the other, or the absence of
phase cancellation in the parameter range in which the com-
ponents are of comparable level.

One component is attributed to the coherent reflection
model used to describe low-level SFOAEs~Zweig and
Shera, 1995!. The other component may be attributed to a
nonlinear distortion model of SFOAE generation that be-
comes important at higher stimulus levels~e.g., Brass and
Kemp, 1993!. A plausible basis for such a model derives
from the observation that saturation of the OHC receptor
current accounts for two-tone suppression~Geisler et al.,
1990!. Such a saturating OHC model can account for
notched DPOAE I/O functions, but the model predicts
strictly monotonic I/O functions at the fundamental fre-
quency of the OHC receptor potential~Lukashkin and Rus-
sell, 1998!. Thus, the saturating OHC model predicts strictly
monotonic SFOAE I/O functions. If, however, the input to
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the OHC has a level-dependent notch at the fundamental
frequency, e.g., as produced by a zero in the mechanical
motion at the OHC location, the OHC receptor potential
would reflect that nonmonotonicity. Some measurements of
OHC receptor potentials have such notches. Such a resonant
mechanical motion producing a zero might arise from a reso-
nant tectorial membrane motion~Allen, 1980; Zwislocki,
1980!, or from a more general multiple-resonance model of
the cochlear partition~e.g., Lin and Guinan, 2000!.

Another example of a notched SFOAE I/O function, de-
scribed in a two-tone suppression paradigm, was reported for
a cat using a fixed-level probe condition with a probe fre-
quency of 1800 Hz and a suppressor frequency of 2000 Hz
~Guinan, 1990!. Qualitatively similar notched I/O functions
have been obtained in human ears with fixed-level suppres-
sors at frequencies slightly different than the probe frequency
~Schairer and Keefe, 2002!.

The action of the MOC efferent system might also be
involved in the observed SFOAE I/O functions. The efferent
system does suppress DPOAE responses in the moderate
stimulus level range. While efferent suppression effects tend
to be small, on the order of 2–3 dB for contralateral efferent
suppression of DPOAEs in humans using broadband noise at
levels below the acoustic reflex level~Moulin et al., 1992!,
large-amplitude SFOAEs in cats are generated by electrical
stimulation of the MOC efferent system in cats~Guinan,
1990!. Guinan points out that a continuous-tone protocol to
measure SFOAEs may produce significant activation of the
efferent system so that the resulting SFOAEs may include
both suppressive and efferent contributions. This may pro-
vide an alternative pair of components contributing to the
creation of notched SFOAE I/O functions.

Furthermore, an activation of the MOC efferent system,
which has time constants longer than the duration of the
elementary stimulus buffer~23.2 ms!, is a potential source of
the signal-dependent source of variability in SFOAEs at high
stimulus levels. Unlike OHC activity, the efferent system
cannot track the signal on a cycle-by-cycle basis so that there
are possibilities for longer-term fluctuations. Because effer-
ents produce suppression, the presence of any efferent fluc-
tuations might influence the level of the traveling wave and
thus the level of the coherently reflected SFOAE.

The present data suggest that the explanation of SFOAE
generation at moderate and high levels in the human ear may
involve a two-component model. The shift in phase that oc-
curs in the same region as the level-dependent notch supports
this type of model.

VI. CONCLUSIONS

In general, the measured SFOAE and DPOAE I/O func-
tions recorded were consistent with functions reported in the
literature. SFOAEs were recorded across a wider stimulus
range, and in a larger number of normal-hearing ears than in
previous reports. SFOAEs were elicited with equal-level~0
to 85 dB SPL! and equal-frequency~half octaves between
500 and 8000 Hz! primaries. SFOAEs at 500 Hz were con-
taminated by high biological noise levels, and at 8000 Hz by
excessive system distortion at moderate to high stimulus lev-
els. For the remaining conditions, responses recorded in a

test cavity revealed an increased system distortion at higher
stimulus levels for SFOAEs; responses in ears with cochlear
implants suggested sources of biological and/or system dis-
tortion that cannot be accounted for in terms of the OHC
mechanism producing SFOAEs in normal-hearing ears.
SFOAE I/O functions have larger absolute levels, but smaller
SNRs, in comparison to DPOAE I/O functions, particularly
at higher stimulus levels, and are less compressive than
DPOAE I/O functions. The measured I/O functions were fit-
ted using a two-slope model that estimated the breakpoint of
cochlear nonlinearity, the compressive slope, and the round-
trip attenuation of the low-level SFOAE relative to the
stimulus level. An increase in biological noise with increases
in stimulus level was present only at the frequency of the
SFOAE response, but not in DPOAE responses, and no in-
crease was observed at adjacent frequencies. This finding
suggests the presence of variability in cochlear mechanics at
higher stimulus levels. Hypotheses regarding the potential
effects of such a noise source at the level of cochlear encod-
ing may be testable for mechanical measurements of basilar-
membrane motion, auditory-nerve fiber recordings, and be-
havioral studies of intensity discrimination. This increased
biological noise contaminated fixed-level primary conditions
in some measurements of SFOAEs, with increased noise
present at all points across the I/O function. Finally, level-
dependent notches were observed in some individual SFOAE
I/O functions. This finding suggests the interference of two
sources of SFOAE generation, for which the second source
may involve nonlinear distortion on the BM or activation of
the MOC efferent system.
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APPENDIX: NOISE ESTIMATION ASSOCIATED
WITH OAE RESPONSES

This Appendix describes the method by which the noise
of the OAE and the noise of each stimulus response were
calculated. The generic variableP is used in this Appendix to
denote the complex DFT of any of the 2E stimulus responses
(P1 ,P2 ,P12) or the associated OAE (Pd). The spectral pres-
sure in thekth frequency bin associated with themth repeti-
tion of the response isPm@k#, such thatm varies from 1 to
M532 and k varies from 1 toN/221 ~both the zero-
frequency bink50 and the Nyquist rate binN/2 are outside
the measurement bandwidth of interest!.

The coherent sum~or average complex spectrum! is de-
fined by

^P@k#&5
1

M (
m51

M

Pm@k#. ~A1!

The coherent signal energy of the signal is defined by
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u^P@k#&u25
1

M2 U (m51

M

Pm@k#U2

. ~A2!

The ~real! variance of the signal is defined as

Var~P@k# !5
(m51

M uPm@k#u22M u^P@k#&u2

M21
. ~A3!

With multiplication by M /(M21), the above variance
equals the incoherent~noise! energy from the nonlinear co-
herence technique described in Keefe~1998!. The noise en-
ergy uPN@k#u2 in the kth spectral bin is defined as the stan-
dard error of the mean

uPN@k#u25
Var~P@k# !

M
. ~A4!

The signal energyuP@k#u2 in the kth spectral bin is

uP@k#u25u^P@k#&u2. ~A5!

Defining the reference pressure asPref50.0002 dyne/sq cm,
the spectral sound-pressure levels of the noise and signal
defined from binsk51 up toN/221 are

SPLN@k#510 logS 2

N2

uPN@k#u2

Pref
2 D ,

~A6!

SPLP@k#510 logS 2

N2

uPN@k#u2

Pref
2 D .

The total SPL is defined in terms of summing energy across
frequency:

SPLP,tot510 logS 2

N2Pref
2 (

k51

N/221

uP@k#u2D . ~A7!

This total SPL is used within the program to calibrate the
levels of each of the stimulip1 , p2 , andp12, and a similar
relation is obtained for the total noise SPL.

The relevant property of calculating OAE noise using
Eqs. ~A4! and ~A6! is that it is an ensemble average over
M532 independent buffers so that random errors in estimat-
ing noise diminish as 1/AM . This is contrasted with algo-
rithms to estimate noise at the OAE frequency based on the
use of two independent ensembles (M52), or algorithms
that estimate the noise at the OAE frequency by averaging
over frequency bins adjacent to the signal frequency. The
former method has a smallM so that the random error in
estimating the noise is large. The latter method assumes that
the noise at the OAE frequency is identical to the noise in
adjacent bins, an assumption that is tested in the Results
section and found to be true for DPOAEs but sometimes
false for SFOAEs. The reduction of the random error byM
532 is observable in the smooth variation of the noise SPL
in an individual SFOAE response such as Fig. 5. This figure
also shows the elevation in the noise at the frequency of the
SFOAE. The ability to detect such a change in noise level in
the SFOAE bin depends on controlling the random errors in
estimating noise at all frequencies.

As a practical manner in acquiring these data, each of
the 32 repetitions was actually a time average of four valid

buffers. The resulting number of buffers in the time average
was NTot5128 responses while the number of averages in
calculating the variance, and hence the noise, was 32 re-
sponses. The ensemble-averaged noise level is determined by
NTot , while the variability in this noise estimate is reduced
for fixed NTot by increasingM.
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Simultaneous tones that are harmonically related tend to be grouped perceptually to form a unitary
auditory image. A partial that is mistuned stands out from the other tones, and harmonic complexes
with different fundamental frequencies can readily be perceived as separate auditory objects. These
phenomena are evidence for the strong role of harmonicity in perceptual grouping and segregation
of sounds. This study measured the discriminability of harmonicity directly. In a two interval, two
alternative forced-choice~2I2AFC! paradigm, the listener chose which of two sounds, signal or foil,
was composed of tones that more closely matched an exact harmonic relationship. In one
experiment, the signal was varied from perfectly harmonic to highly inharmonic by adding
frequency perturbation to each component. The foil always had 100% perturbation. Group mean
performance decreased from greater than 90% correct for 0% signal perturbation to near chance for
80% signal perturbation. In the second experiment, adding a masker presented simultaneously with
the signals and foils disrupted harmonicity. Both monaural and dichotic conditions were tested.
Signal level was varied relative to masker level to obtain psychometric functions from which slopes
and midpoints were estimated. Dichotic presentation of these audible stimuli improved performance
by 3–10 dB, due primarily to a release from ‘‘informational masking’’ by the perceptual segregation
of the signal from the masker. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1587734#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Fe@NFV#

I. INTRODUCTION

In multisource acoustic environments, it is often a lis-
tener’s task to detect, locate, identify, and receive informa-
tion from a specific sound source in the presence of compet-
ing sound sources. The interference in the reception and
processing of one particular sound—the signal or target—
due to competing sounds, or maskers, is thought to consist of
a peripheral component, sometimes called ‘‘energetic mask-
ing,’’ and a central component referred to as ‘‘informational
masking’’ ~e.g., Watson and Kelly, 1981; Watson, 1987;
Durlachet al., 2003a!. Previous work has suggested that the
informational component of masking can be reduced by ex-
ploiting signal presentation schemes that perceptually segre-
gate the signal from the masker~s! ~e.g., Kidd et al., 1994,
1998; Neff, 1995; Freymanet al., 1999; Brungart, 2001;
Durlachet al., 2003b!. Several aspects of an acoustic signal,
or the way the signal is presented, have been identified as
leading to perceptual segregation. These includeharmonic-
ity, which is the degree to which the frequency components
in a complex spectrum fall at integer multiples of the funda-
mental frequency~e.g., Yost, 1991; Darwin and Carlyon,
1995!. Frequencies that fall at harmonic intervals tend to be
perceived as having originated from the same sound source,
especially if they also begin and end at the same time, and
thus may form an auditory object distinct from other objects.

The evidence that the harmonic–inharmonic distinction
is important in the perceptual organization of sounds is rela-
tively strong. A harmonic relation among the frequency com-

ponents of a complex sound is generally considered compel-
ling evidence that the components arise from the same
source. In contrast, mistuning a partial of a harmonic com-
plex can cause the partial to perceptually segregate from the
complex and stand out as a separate auditory object. Moore
et al. ~1984! found that subjects could reliably discriminate
mistunings smaller than 1% for some partials of harmonic
complexes. However, their results did not necessarily reflect
the minimum amount of mistuning necessary for the partial
to perceptually segregate from the remaining tones because
the mistuning could exert an influence on the overall pitch or
quality of the complex~e.g., Mooreet al., 1985; Darwin,
1992!. Subsequent studies specifically intended to examine
this issue found that the amount of mistuning necessary to
segregate a partial was slightly larger than the just-noticeable
difference ~jnd! reported by Mooreet al. ~1984! ranging
roughly from about 1%–2.5%~e.g., Moore et al., 1986;
Hartmannet al., 1990! depending on fundamental frequency
and harmonic number. Although these values are larger than
the best frequency difference limen for tones played in iso-
lation ~e.g., Weiret al., 1977!, the ability to segregate a com-
ponent of a complex sound based on a mistuning of 1 or 2
percent must be considered an impressive demonstration of
the resolving power of a perceptual system given a complex
input. It is of interest to note that recent work by Roberts and
Brunstrom ~1998! has indicated that a harmonic relation
among the partials of a complex sound is not necessary for
the ability to discriminate slight deviations from a regular
spectral pattern.

Related work on the role of harmonicity in the grouping
and segregation of elements of speech sounds has indicated
that ‘‘mistuning’’ the frequency components of a single for-

a!Electronic mail: gkidd@bu.edu
b!Current address: Department of Psychology, University of Cincinnati, Cin-
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mant of a speech sound from the fundamental frequency of
the remainder of the sound can lead to the perception of the
mistuned formant having arisen from a separate source~e.g.,
Darwin, 1981!. For example, Gardneret al. ~1989! demon-
strated that small mistunings of one formant of a four-
formant syllable led to the perceptual segregation of that for-
mant, although it did not alter phonetic identity. However,
greater mistuning changed the perceived identity of the
speech sound. For the smaller mistunings they speculated
that, despite the apparent segregation of the formant, other
cues such as common onset time and ‘‘plausibility,’’ pre-
served phoneme identity.

Other research linking harmonicity to auditory object
perception has employed tasks in which multiple indepen-
dent sounds are played to the listener simultaneously. If two
sounds are harmonic, but have different fundamental fre-
quencies, they may be perceived as two distinct objects
rather than one. The evidence that the harmonic sounds are
perceived as separate entities comes in part from speech
identification experiments in which the task is to label which
phonemes are heard in a double-vowel context~e.g., Schef-
fers, 1983; Assman and Summerfield, 1990; Culling and Dar-
win, 1993! or to report the semantic content of a target sen-
tence~e.g., Brokx and Nooteboom, 1982; Bird and Darwin,
1998! in the presence of a competing sentence. In both types
of experiments, increasing the difference in the fundamental
frequency between sounds generally leads to improved iden-
tification performance. Other cues, such as modulation in
frequency or amplitude, can interact with harmonic structure
to affect the prominence or masked threshold of the target
vowel ~e.g., McAdams, 1989; Summerfield, 1992; Culling
and Summerfield, 1995!. Thus, the ability to perceptually
segregate simultaneous complex sounds, and to receive the
information they convey, can depend on harmonicity.

Carlyon~1994! has demonstrated that, under certain cir-
cumstances, the perception of a mistuned partial in an other-
wise harmonic complex can be masked if it is pulled into an
auditory ‘‘stream’’ separate from the remaining tones in the
complex. In his task the mistuning of the partial was a 180-
deg phase difference in frequency modulation between the
target and the remaining harmonic components. When the
masking sound~e.g., an unmodulated tone equal to the nomi-
nal frequency of the target harmonic! began before and
ended after the test stimulus, it caused the mistuned compo-
nent to perceptually group with the masker and segregate
from the harmonic complex, and the just-noticeable differ-
ence in mistuning significantly increased. His findings indi-
cate that the ability to discern an inharmonic relation among
partials depends to some degree on the grouping of the target
component with the remaining tones in the complex. It is
also of interest to note that the masking effect he found does
not appear to be ‘‘energetic masking’’ in the sense that the
masker obscured the peripheral representation of the target,
but rather it apparently caused a perceptual effect that inter-
fered with the ability of the listener to extract information
about the target.

If we accept that there is a perceptual dimension corre-
sponding to ‘‘harmonicity’’ which can be used as a basis for
separating auditory objects in a multisource environment,

then it would be useful to vary the strength of this perception
in a way that is a monotonic function of a simple acoustic
variable. The procedures used previously to examine the ef-
fects of mistuning a single partial or formant of a harmonic
complex, or to determine the difference in recognition or
quality of speech sounds having different fundamental fre-
quencies, were not intended to generate such a function. It
would be of interest to measure the ability of listeners to
discriminate varying degrees of harmonicity over a wide
range of values so that more extensive and general measures
of harmonicity would be possible~i.e., measure just-
noticeable differences as a function of the reference harmo-
nicity, determine greater-than/less-than relationships, con-
struct a psychophysical scale of subjective magnitude, etc.!.

In order to pursue such studies, however, it would seem
that a new measurement approach is required that does not
depend on the mistuning of single partials or formants of a
complex or on a difference in the fundamental frequency of
two separate speech sounds. Further, as suggested by the
study by Carlyon~1994!, it should be possible to interfere
with the perception of harmonicity separately from the de-
tection of the presence of the signal itself. That is, the stimu-
lus is heard but the property of harmonicity is masked. This
type of interference would seem to be similar in some re-
spects to conditions producing informational masking where
the masker interferes with the extraction of some aspect of an
above-threshold sound.

There were two purposes to the present study: the first
purpose was to design and evaluate a means for varying the
‘‘degree of harmonicity’’ along a continuum that would pro-
duce a corresponding perceptual experience in the listener
and which could provide the basis for the study of the dis-
crimination of harmonicity. Towards that end, experiment 1
extended the work on inharmonicity perception to the case
where all of the partials are mistuned, rather than a single
partial. The ability to discriminate between pairs of sounds
that differed only in their degree of harmonicity was mea-
sured for signals comprised of frequencies that were progres-
sively ‘‘perturbed’’ from their expected harmonic intervals.
The perturbation that was employed was similar, although
not identical, to that which has been used in studies of the
role of harmonicity in concurrent vowel identification~e.g.,
de Cheveigneet al., 1995, 1997!. The hope was that it would
be possible to vary the discriminability of inharmonicity over
a wider range than has been possible using previous meth-
ods. The purpose of experiment 2 was to examine how well
listeners can extract the property of harmonicity from com-
plex sounds masked by other complex sounds. As noted
above, current theory suggests that masking is composed of a
peripherally based energetic component and a centrally
based informational component. Although there is no doubt
that energetic masking could interfere with discriminating
among sounds based on the harmonic–inharmonic distinc-
tion, much less is known about how informational masking
affects such tasks. In energetic masking, it is assumed that
performance is limited because of insufficient data available
to a central processor to solve the task—the necessary infor-
mation simply is obscured in the peripheral neural represen-
tation. However, in contrast, it is assumed in informational
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masking conditions that thereis sufficient information avail-
able in the peripheral representation of the stimulus to solve
the task and that it is the central processing that limits per-
formance. Understanding the reasons for this nonoptimal
processing provides the motivation for the study of informa-
tional masking. It is of particular interest to study informa-
tional masking in harmonicity discrimination tasks. This is
because we assume that computation of harmonicity depends
on information about the frequency components of the
stimulus. It would seem plausible that such a computation
could be interfered with by irrelevant frequency components,
especially if they occur in a highly uncertain context where
the listener would be unable to construct a rejection filter
matched to the masker~e.g., de Cheviegneet al., 1995;
Durlach et al., 2003a!. In experiment 2, we used maskers
that differed in the ratio of energetic-to-informational mask-
ing by varying the number of components of randomly
drawn multitone maskers and superimposing them on the
signal and foil. This type of multitone masker is similar to
that which has been used extensively by Neff and colleagues
~e.g., Neff and Green, 1987; Neffet al., 1993; Neff, 1995;
see also Oh and Lutfi, 1998; Wright and Saberi, 1999; Rich-
ards et al., 2002; Durlachet al., 2003b! to study informa-
tional masking in the detection of a pure-tone signal of
known frequency. In addition, a dichotic manipulation was
introduced that had the effect of promoting perceptual segre-
gation of signal/foil and masker without disturbing the
stimulus in the test ear, thereby potentially reducing the in-
formational component of masking.

II. METHODS

Four young adults~ages 18–32 years! including author
P.C. served as listeners. All subjects had normal hearing from
250–8000 Hz as determined by standard audiometric assess-
ment. The listeners were tested individually in a double-
walled sound-attenuating booth and listened to the stimuli
through matched and calibrated TDH-50 earphones. Re-
sponses were registered on a computer keyboard, and an
LCD monitor provided visual display of trial-by-trial infor-
mation including the demarcation of presentation and re-
sponse intervals and response feedback. All stimuli were
computer generated at a 20-kHz rate and were subsequently
low-pass filtered at 7.5 kHz. The sounds had a total duration
of 520 ms including 20-ms cos2 gating ramps. The task of
the listener was to judge which of two sounds—a signal and
a foil—was ‘‘more harmonic.’’ The subjects were told that
the sounds would vary in pitch and that they should use the
response feedback to learn to solve the task. A two-interval,
two-alternative forced-choice procedure was employed
with the signal played in one interval and the foil in the
other interval of each trial. Trials were arranged in blocks
of 50. The subjects practiced the experimental tasks for
several hundred trials prior to collection of the data reported
here.

The signals were comprised of 11 equal-level tones. The
frequency relationship between the signal tones was either an
exact harmonic series~i.e., every tone was an integer mul-
tiple of the fundamental frequency,F0) or was a perturbed
harmonic series in which the tones were perturbed in fre-

quency so that they were unlikely to equal integer multiples
of the fundamental. The perturbation was implemented by
drawing a random sample from a uniform distribution of
frequencies and adding that value to the expected harmonic
frequency. A different sample was drawn for the fundamental
and each harmonic. The range of the uniform distribution of
perturbation was a controlled variable extending from the
unperturbed case to a case where the range equaled60.4
times F0 ~defined as 80% perturbation!. The foils, which
were presented in every nonsignal interval, were the same as
signals with 100% perturbation~i.e., 60.5 timesF0). The
fundamental frequencies for both signals and foils were ran-
domly chosen on every interval from a set of 15 frequencies
spaced 20 Hz apart ranging from 200–480 Hz. Figure 1 il-
lustrates the signals and foils.

The schematic shows a nominalF0 and integer mul-
tiples of theF0 . The dashed lines indicate the boundaries
within which tones comprising the foils may fall, which span
a range of60.5 F0 . The arrows above the frequency bin
associated withF0 indicate the range of the foil and the
lesser amounts of perturbation, ranging from 20%–80% of
F0 , for the perturbed signal. Thus, there is a continuum of
values ranging from perfectly harmonic, 0% perturbation, to
maximally inharmonic,1 100% perturbation. The frequencies
of the tones were always spaced more than 2 Hz apart.

There were two experiments. In the first experiment, the
variable under study was the degree of perturbation of the
signal. The level of the stimuli was held constant at 60 dB
SPL. There were five amounts of perturbation: 0%, 20%,
40%, 60%, and 80%. The amounts of perturbation were
mixed and randomized throughout each block of trials. The
top and middle panels of Fig. 2 schematically illustrate the
pairing of a signal and foil on representative trials.

In the top left panel, the signal has 0% perturbation.
Note that the nominalF0 is different for the signal and foil.
In the middle left panel, a similar illustration is shown but
for a signal having 40% perturbation. In the first experiment,

FIG. 1. A schematic illustration of the frequency bins used to generate
signals and foils. The abscissa shows the fundamental frequency,F0 , and
the frequencies that are integer multiples—harmonics—ofF0 . Perfectly
harmonic stimuli fall exactly at the integer multiples ofF0 , while perturbed
signals haveF0’s and harmonics selected from the ranges shown above the
first bin. Foils have 100% perturbation.
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listening was monaural.
In the second experiment a signal was presented in one

interval of every trial and a foil was presented in the other
interval. The signal was always 0% perturbation and the foil
was 100% perturbation, with both having randomly drawn
nominal F0’s as in experiment 1, but here masking sounds
were added. The maskers were comprised of 4, 8, or 12
equal-level tones randomly drawn from 100 to 5520 Hz hav-
ing a uniform probability density function on a logarithmic
frequency axis. A different masker sample was drawn for
each stimulus presentation~i.e., different masker samples
across intervals of a trial as well as across trials!.

The lower panels of Fig. 2 illustrate a signal and a foil
with randomly chosen four-tone maskers added. The maskers
were constant in level at 60 dB SPL per component for the
four-tone masker and 50 dB SPL per component for the
eight- and 12-tone maskers. The purpose of the higher level
per component for the four-tone masker was to minimize
possible ‘‘floor effects’’ due to too little masking. Several
signal levels were tested in the presence of the fixed-level
maskers generating performance-level functions. During
each run for a given masker, the signal levels were sampled
randomly on each trial. There were two modes of signal
presentation: monotic and dichotic. The dichotic condition
was signal~or foil! monaural, masker diotic (SmM0).

III. RESULTS

A. Experiment 1

Figure 3 shows the individual percent-correct scores
plotted as a function of the amount of perturbation. The
straight line is a linear least-squares fit to the data.

Three of the listeners were similar in performance for all
values of perturbation, while one listener was poorer than the
others for all amounts of perturbation up to 80%. However,
the trend in the data was very similar for all four listeners:
discrimination performance declined monotonically with in-
creasing perturbation over the range of values tested. The
line fit the group results extremely well, accounting for 99%
of the variance in the data. On average, discrimination per-
formance was about 97% correct in quiet, and decreased
about 0.49% for every percent increase in perturbation. Thus,
the manipulation of adding random perturbation to the com-
ponents of a harmonic complex resulted in an orderly and
systematic discrimination function that was well described
by a straight line having a slope of about20.49. A small
~about 3%, on average! but statistically significant~two-
tailed t-test, t529.7, df53, p50.002) improvement was
observed between performance on the first half of the experi-
ment and the last half of the experiment, indicating that some
additional learning occurred during data collection. How-
ever, there was not any evidence for the more substantial and
longer term learning found for tasks such as for the jnd in
fundamental frequency~e.g., Grimault et al., 2002!. The
smaller learning effect here may be due to the fact that it is
the statistical variation of the stimuli that limits performance
in most conditions.

In Fig. 3 the data from all values ofF0 were pooled. We
next sorted the data according toF0 for the ranges from
200–280 Hz, 300–380 Hz, and 400–480 Hz. The sorted data

FIG. 2. Examples of signal and foil stimuli that might be presented in the
two intervals of a trial in three conditions. Signals are illustrated in the left
column, while foils are illustrated in the right column. First, the signal is not
perturbed and is paired with a foil~upper two panels!; second, the signal is
a drawn from the 40% perturbation distribution, again paired with a typical
foil ~middle two panels!; and third, random draws of the four-tone masker
are shown as dashed lines overlaid on the no-perturbation signal and typical
foil ~lower two panels!.

FIG. 3. The results from experiment 1 showing performance for individual
listeners~symbols with dashed lines!. The abscissa is percent signal pertur-
bation and the ordinate is percent-correct performance. The solid line is a
linear least-squares fit to the data~fit!. The symbol key identifies individual
subjects.
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averaged across subjects are shown in Fig. 4.
For 0% perturbation, all mean scores were above 95%

correct. For all nonzero values of perturbation, discrimina-
tion performance was poorest for the lowestF0 range. The
difference in discriminability for the variousF0 ranges in-
creased as the amount of perturbation increased. These re-
sults are likely due to the denser spacing of the harmonics of
the lowerF0 signals. The density of the spacing of the par-
tials may affect the discriminability of harmonicity in several
ways. First, the lower theF0 the more likely that the low-
frequency partials will interact, as the filters tend to be rela-
tively broader at the very low frequencies. For example,
rough estimates of equivalent rectangular bandwidth indicate
that the ‘‘auditory filter’’ ranges from about 23% of the cen-
ter frequency to about 16% of the center frequency over the
range ofF0’s tested here~e.g., Glasberg and Moore, 1990!.
Thus, interference among low-frequency partials would be
greater for the lowerF0 range. Also, the strength of the pitch
of the sounds likely was greater for the sounds with higher
F0’s because they would be comprised of more resolved har-
monics. It is also possible that roughness is a cue to discrimi-
nation. When the sounds are increasingly perturbed, the like-
lihood increases that the partials will fall close enough in
frequency to produce audible beating of the envelope. For
the lowerF0’s, the closer spacing of the harmonics means
that perturbation would produce frequency differences in the
range likely to create the sensation of roughness due to the
beating of the envelope. Thus, perturbing the signal for lower
F0’s would cause the signals to sound more like the foils
along the roughness dimension than for higherF0’s, conceiv-
ably reducing one cue to discrimination.

B. Experiment 2

Figure 5 displays the results from experiment 2. The
percent correct obtained for each listener is plotted as a func-

tion of signal-to-masker ratio~S/M! specified as the level per
component of signal and masker, for the three different num-
bers of maskers for both monotic and dichotic presentation
conditions. A logistic function2 was used to fit the data. Gen-
erally, the functions increase with increasing S/M in an or-
derly way. Table I contains them ~midpoint! and k ~slope!
values from the fitted functions and estimates of goodness of
fit of the lines. Because of the findings from experiment 1
these data are also subdivided according toF0 range.

Note that the level of the individual masker tones was 10
dB higher for the four-tone masker than for the other two
maskers, so the data will be discussed in terms of S/M rather
than signal SPL. For monotic presentation, the group mean
midpoints of the fitted functions computed across the entire
range ofF0’s were217.6,27.9, and23.7 dB for the four-,
eight-, and 12-tone maskers, respectively. The corresponding
values for the dichotic conditions were225.5, 213.9, and
26.9 dB. For both monotic and dichotic conditions, the same
ordering of performance with respect toF0 was found here
as in experiment 1: as theF0 increased, performance im-
proved. This was somewhat surprising given that the lower
F0 signals would overlap the masker components less than
the higherF0 signals despite the logarithmic spacing of the
distribution of masker tones. However, the tendency for the

FIG. 4. Group mean percent-correct values and standard errors for the re-
sults from experiment 1. The different points and the lines indicate parti-
tioning of the data into threeF0 ranges: 200–280~triangles!; 300–380
~squares!; and 400–480~circles!.

FIG. 5. Results from experiment 2. The abscissa is the signal-to-masker
ratio in dB and the ordinate is percent-correct performance. The four sub-
jects’ data are contained in the four rows of panels. The three columns,
reading left to right, are for conditions in which there were four, eight, or 12
masker tones. The open squares are for dichotic presentation and the filled
circles are for monotic presentation. The lines are logistic fits to the data.
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lower F0 signals to be less discriminable was maintained in
the presence of the various maskers, possibly because the
masker tones had a similar effect to perturbation in the first
experiment. When present, they would be more likely to fall
nearer a partial of the denser spectra, possibly causing au-
dible beats. For the monotic condition, the group meanm
values were25.2, 210.6, and213.0 dB, for theF0 ranges
of 200–280, 300–380, and 400–480 Hz, respectively. Cor-
responding values for dichotic presentation were29.8,
217.2, and219.1 dB. Note that L3, as in experiment 1, was
much poorer than the other three listeners were, although her
data generally followed the same trends as the other subjects.

An analysis of variance revealed that all three main fac-
tors: number of masker tones, monotic vs dichotic presenta-
tion, andF0 range were statistically significant (p,0.001,
p,0.05, and p,0.0001, respectively! predictors of the
variation in them values. None of the interactions was sig-
nificant. An analysis of first-half vs second-half performance,
collapsed over the levels tested, indicated a small~3.8%! but
statistically nonsignificant ~two-tailed t-test, t522.75,
df53, p50.07) improvement in performance during data
collection.

The individual and group mean values ofm are illus-
trated in Fig. 6. The abscissa is the number of masker com-
ponents and the ordinate is them value expressed as S/M.
The different symbols are for different subjects~same code
as in Fig. 2!, while the lines connect group mean values. For
both monotic and dichotic conditions, the group mean values
increase with increasing number of masker tones.

Figure 7 displays the slopes of the performance-level
functions. As was the case for the midpoints of the functions,

FIG. 6. Individual and group mean values ofm ~midpoint of the logistic
function! for experiment 2. The abscissa is the number of masker tones and
the ordinate is signal-to-masker ratio in dB. Symbols correspond to listeners
as in Fig. 3. The heavy solid line represents group mean dichotic presenta-
tion results and the heavy dashed line represents group mean monotic pre-
sentation results.

TABLE I. Individual and group~means and standard errors! midpoint,m, and slope,k, parameters from the logistic function fits to the data. The values are
reported for the two interaural presentation conditions, monotic (SmMm) and dichotic (SmM0) for the three fundamental frequency ranges. PV stands for the
proportion of the variance accounted for by the fits.

F0 L

SmMm SmM0

4 8 12 4 8 12

m k PV m k PV m k PV m k PV m k PV m k PV

200 1 215.1 0.06 0.88 2.0 0.12 0.96 21.6 0.20 0.97 230.9 0.10 0.99 214.9 0.07 0.82 28.6 0.16 0.90
2 217.0 0.07 0.94 28.3 0.13 0.95 25.5 0.13 0.97 218.1 0.08 0.89 210.9 0.08 0.95 26.4 0.10 0.94
3 10.6 0.07 0.98 13.6 0.07 0.96 19.6 0.09 0.81 13.2 0.05 0.51 17.7 0.06 0.74 18.3 0.10 0.90
4 229.1 0.08 0.92 220.2 0.07 0.85 211.7 0.10 0.95 234.8 0.09 1.00 227.5 0.09 0.90 215.0 0.14 0.97

Avg
~se!

212.6
~8.4!

0.07
~0.00!

0.93
~0.02!

23.2
~7.2!

0.10
~0.02!

0.93
~0.03!

0.2
~6.8!

0.13
~0.03!

0.93
~0.04!

217.7
~10.9!

0.08
~0.01!

0.85
~0.12!

28.9
~9.5!

0.07
~0.01!

0.85
~0.05!

22.9
~7.3!

0.13
~0.01!

0.93
~0.02!

300 1 223.8 0.10 0.95 211.1 0.14 0.97 29.8 0.21 0.92 234.7 0.15 0.97 219.9 0.10 0.97 212.5 0.11 0.98
2 222.4 0.10 0.98 215.9 0.09 0.98 26.8 0.14 0.91 231.7 0.07 0.94 222.0 0.08 0.95 213.5 0.12 0.94
3 9.9 0.06 0.62 16.8 0.05 0.90 15.2 0.08 0.91 0.7 0.03 0.51 13.3 0.06 0.79 11.2 0.03 0.70
4 233.5 0.10 0.96 225.8 0.09 0.99 220.4 0.13 0.97 243.6 0.12 1.00 232.1 0.19 1.00 221.9 0.13 1.00

Avg
~se!

217.4
~9.5!

0.09
~0.01!

0.88
~0.09!

29.0
~9.1!

0.09
~0.02!

0.96
~0.02!

25.4
~7.5!

0.14
~0.03!

0.93
~0.01!

227.3
~9.7!

0.09
~0.03!

0.85
~0.12!

215.2
~9.9!

0.11
~0.03!

0.93
~0.05!

29.2
~7.1!

0.10
~0.02!

0.90
~0.07!

400 1 226.2 0.11 0.87 210.1 0.17 1.00 210.2 0.17 0.93 237.6 0.16 1.00 221.5 0.13 1.00 214.7 0.16 0.97
2 226.7 0.10 0.97 220.8 0.06 0.95 210.6 0.10 0.96 236.4 0.09 0.86 222.0 0.06 0.94 216.0 0.09 0.94
3 4.9 0.08 0.98 11.6 0.08 0.96 12.7 0.08 0.8321.0 0.10 0.95 7.2 0.05 0.98 13.6 0.11 0.85
4 239.4 0.05 0.96 226.1 0.08 0.98 214.9 0.08 0.99 246.0 0.09 0.92 232.7 0.17 0.93 221.7 0.09 0.82

Avg
~se!

221.9
~9.4!

0.09
~0.01!

0.94
~0.02!

211.3
~8.3!

0.10
~0.02!

0.97
~0.01!

25.7
~6.2!

0.11
~0.02!

0.93
~0.04!

230.3
~10.0!

0.11
~0.02!

0.93
~0.03!

217.3
~8.6!

0.10
~0.03!

0.96
~0.02!

29.7
~7.9!

0.11
~0.02!

0.89
~0.04!

ALL 1 222.5 0.08 0.96 26.6 0.12 1.00 27.2 0.18 0.97 234.7 0.13 0.99 219.4 0.09 0.96 211.6 0.14 0.98

2 222.5 0.09 1.00 214.3 0.09 0.99 27.7 0.12 0.98 229.1 0.08 0.92 217.8 0.07 0.99 212.0 0.10 0.98
3 8.1 0.07 0.97 13.7 0.06 0.97 15.9 0.08 0.88 3.6 0.06 0.87 12.9 0.05 0.91 15.3 0.07 0.97
4 233.4 0.08 0.99 224.3 0.08 0.99 215.7 0.10 0.98 241.8 0.10 0.99 231.2 0.14 0.97 219.3 0.12 0.98

Avg
~se!

217.6
~8.9!

0.08
~0.00!

0.98
~0.01!

27.9
~8.0!

0.09
~0.01!

0.98
~0.01!

23.7
~6.8!

0.12
~0.02!

0.95
~0.02!

225.5
~10.0!

0.09
~0.02!

0.94
~0.03!

213.9
~9.4!

0.09
~0.02!

0.96
~0.02!

26.9
~7.6!

0.11
~0.01!

0.98
~0.00!
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the values ofk also tended to increase as the number of tones
in the masker increased, especially for monotic presentation.

Here, the individual data are plotted as points together
with lines indicating group means. L3, who had the highest
m values, had the lowestk values in all conditions, although
the difference in slope was much less pronounced than in the
midpoints. For the monotic condition, the slope of the psy-
chometric function increased, on average, from about 0.08
for the four-tone masker to about 0.12 for the 12-tone
masker. For the dichotic condition, the dependence of slope
on the number of masker tones was less than for the monotic
condition. An analysis of variance indicated that only masker
type was a significant main variable (p,0.05).

Figure 8 shows the amount of improvement due to di-
chotic presentation relative to monotic presentation. The ab-
scissa is theF0 range and the ordinate is the advantage due
to dichotic presentation as computed from the difference be-
tween group meanm values. For the 12-tone masker, the
dichotic advantage varied between 3 and 4 dB across the
different F0 ranges. For the eight-tone masker, the dichotic
advantage was nearly constant at about 6 dB. For the four-
tone masker, the dichotic advantage was about 5 dB for the
lowestF0 range, nearly 10 dB for the middleF0 range, and
just over 8 dB for the highestF0 range. It is not clear why
the dichotic advantage for the lowestF0 range of the four-
tone masker should be the poorest of the threeF0 ranges.
The individual differences in the amount of dichotic advan-
tage were greatest here too, ranging from more than 15 dB
for L1 to about 1 dB for L2. Large individual differences are
common in informational masking experiments~e.g., Neff
and Dethleffs, 1995; Durlachet al., 2003b!.

Following experiments 1 and 2, masked detection
thresholds for the perfectly harmonic signals were measured
for L1 and L3~L2 and L4 were no longer available! in each
of the three maskers. The thresholds were measured using a

2I2AFC adaptive tracking procedure that estimates the
70.7%-correct point on the psychometric function~Levitt,
1971!. The average thresholds monaurally~specified as level
per componentre: masker level per component! were
235.4, 218.6, and211.1 dB for the signals in the four-,
eight-, and 12-tone maskers, respectively. The averagem val-
ues for those subjects in the corresponding conditions were
thus 28.3, 22.2, and 15.5 dB higher than the masked thresh-
olds. As in the other conditions, L3’s performance was
poorer than the other subjects, and her masked detection
thresholds averaged about 16.5 dB higher than L1. However,
because the S/M ratio required to achieve comparable dis-
crimination performance~m values as seen in Fig. 6! was
also much higher for L3 than L1, herm valuesre: thresholds
were only about 8 dB higher on average. It is of interest to
note that there typically are large intersubject differences
found in the susceptibility to informational masking~cf. Neff
and Dethleffs, 1995; Durlachet al., 2003b! and that L3 may
be considered a ‘‘high threshold’’ listener. The fact that she
was poorer in experiment 1 is also interesting but we cannot
draw any general conclusions based on the trend from a
single subject. The results above suggest that the signals and
foils were presented well above masked detection threshold
for most of the levels tested in the second experiment.

IV. DISCUSSION

The way in which the degree of harmonicity was varied
in the present study produced orderly discrimination results.
Perceptually, the stimuli appeared to vary in the strength of
the impression of harmonicity: as the frequencies of the har-
monics were increasingly perturbed, the stimuli sounded less
harmonic. The variation in the perception of harmonicity
with these stimulus manipulations probably has at least two
dimensions, pitch and roughness. Generally, the signal would
tend to have a stronger pitch and less roughness than the foil.
As the harmonics comes closer to the exact integer multiples

FIG. 7. Same as Fig. 6 except that the values plotted along the ordinate are
the slopes~k’s! from the fits to the data in experiment 2. The heavy solid line
connects the group mean slope values for theSmM0 condition while the
heavy dashed line connects the group mean slope values for theSmMm

condition.

FIG. 8. The advantage of dichotic presentation~difference inm values for
dichotic vs monotic presentation! plotted as a function of theF0 range. The
data are group means. The different symbols represent different numbers of
tones in the masker as indicated in the symbol key.
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of the fundamental, the pitch strength increases. As the com-
ponents are increasingly perturbed, instances of tones falling
close enough in frequency to cause audible beating increases
causing the signals to be more similar to the foils. A third
possibility that must be considered as an explanation for
these results is that the listeners were discriminating between
signal and foil by using differences in spectral shape, i.e.,
profile analysis~e.g., Green, 1988!. Although the acoustic
stimuli had equal-level components in both signal and foil,
the difference in the regularity of the spacing of the tones
would produce a difference in the regularity of the internal
representation of the sound spectra. Harmonic sounds would
be expected to produce a generally flatter excitation pattern
with regularly spaced peaks in the lower frequency region
with a smoother shape in the higher frequencies where the
harmonics fall closer together~cf. Glasberg and Moore,
1990!. In contrast, the irregular frequency spacing of the
foils would be expected to produce larger peaks and valleys
in the excitation pattern. Thus, in addition to differences in
pitch and roughness, the listeners could have been using in-
formation about the shape of the spectral profile in basing
their decisions.

A frequency dependence was observed in the current
results such that poorer performance overall was consistently
observed for the lowest fundamental frequency range of
200–280 Hz. This was apparent for all of the perturbedF0

conditions and all of the masked conditions. In both cases,
F0 perturbation and added masker tones, the explanation for
the poorer performance at low frequencies may be related to
the greater likelihood of the signal containing audible beats
that sounded subjectively like the foil. This would be espe-
cially true for the higher harmonics of the lowF0 signals
~e.g., Mooreet al., 1984!. Other types of interactions, such
as partial masking due to overlapping patterns of excitation
and decreased pitch strength due to fewer resolved partials,
may also affect performance more for the lower fundamental
frequencies than for the higher fundamental frequencies. The
notion that the partials of the lowerF0 signals will interact
more at lower frequencies than for higherF0 signals is con-
sistent with masking data indicating that the tuning of the
auditory system is relatively broader at low frequencies than
at higher frequencies~e.g., Kidd and Feth, 1981! and with
computational models of auditory filter shape~e.g., Glasberg
and Moore, 1990!.

In masked conditions, the masking that occurred was
likely a combination of both energetic and informational
masking. Unlike most previous studies of informational
masking, except for some recent studies using multiple talk-
ers ~Freymanet al., 1999, 2001; Brungart, 2001; Brungart
et al., 2001; Arbogastet al., 2002!, here the signals and
maskers overlapped considerably in the frequency domain.
For a given frequency range, we would expect that the pro-
portion of the total amount of masking attributable to ener-
getic masking would increase as the number of masker tones
increased and the spectral overlap of signal and masker in-
creased. Consistent with earlier work~e.g., Kiddet al., 1998;
Wright and Saberi, 1999; Freymanet al., 1999; Brungart,
2001; Kidd et al., 2002!, changes in the proportion of
energetic/informational masking affects the slopes of the

psychometric functions and thus the range of levels over
which masking occurs.

In the present study the slopes of the functions were
steeper and the midpoints of the functions lay nearer to
masked detection thresholds as the number of masker com-
ponents, and presumably the concomitant amount of ener-
getic masking, increased. Further, the fact that the task is
suprathreshold discrimination, averaging about 15–30 dB
above detection threshold at the midpoints of the functions,
suggests that the binaural advantage is largely due to percep-
tual processes rather than to traditional binaural analysis
mechanisms, such as that described by the equalization-
cancellation model~Durlach, 1972; also, Colburn and
Durlach, 1978!. The interpretation of the current results is
that the primary advantage of dichotic presentation was to
strengthen the listener’s perception of the signal/foil as sepa-
rate objects from the maskers improving the ability of the
listener to focus attention on, and extract information from,
the target sound. When the sounds were presented monoti-
cally, the signal/foil and masker tended to fuse such that only
a single auditory image was formed. When masker and sig-
nal formed a single image, the listener had to determine that
a subset of the frequencies were harmonically related, ex-
tracting those frequencies from other unrelated tones. Our
data suggest that adding even a few random-frequency com-
ponents can greatly disrupt the computation of harmonicity.
However, when the signal and masker were two images, the
focus of attention could be directed toward the signal, and
determining the harmonic relationship among the tones
forming that object was much easier. Consider first the re-
sults from the 12-tone masker. Because of the relatively high
degree of spectral overlap between the masker and the
signal/foil, we would expect that energetic masking would
dominate the masking that occurred. A small dichotic presen-
tation advantage was observed. The small advantage may
have been due to the fact that the signal/foil were presented
well above detection threshold where binaural analysis is
thought to decline~e.g., Henning, 1973; Yost, 1997!. Be-
cause binaural analysis improves the S/M in the channels
containing signal and noise, it effectively reduces the ener-
getic masking that is present. Thus, only a small dichotic
advantage would be expected. At the other extreme, the four-
component masker would produce much less spectral over-
lap, on average, with the signal/foil so that most of the mask-
ing that occurred was likely informational masking. In
contrast to energetic masking, informational masking is
thought to be very effective in interfering with suprathresh-
old tasks~e.g., Kiddet al., 1998; Freymanet al., 1999, 2001;
Brungart, 2001; Kiddet al., 2002; Arbogastet al., 2002!.
Thus, for a condition in which informational masking domi-
nates, perceptual segregation of the signal from the masker
resulting from dichotic presentation would be expected to be
very effective in improving performance. In this case, the
reduction in informational masking attributable to perceptual
segregation facilitated the ability of the listener to extract the
property of harmonicity from a suprathreshold stimulus.

Beerends and Houtsma~1989! examined pitch identifi-
cation for pairs of simultaneously presented two-tone com-
plexes that were drawn from harmonic series having differ-
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ent fundamental frequencies. They compared identification
performance when the four tones~two partials from each of
the two harmonic series! were presented diotically with con-
ditions where the four tones were distributed across the ears
in three dichotic combinations. Somewhat surprisingly, given
the current results, diotic performance was nearly as good as
for the dichotic conditions as long as some allowance was
made for cases where the partials from differentF0’s fell too
near in frequency. Extrapolating to the current results, it
might have been predicted that little advantage would be
found for ourSmM0 condition relative toSmMm in discrimi-
nating the more harmonic of two sounds. However, in our
conditions, the uncertainty introduced by the frequency ran-
domization, for the four-component masker in particular,
would likely be much greater than was the case for the tone
pairs that were subsets of the two harmonic series. We would
argue that our stimuli created considerable informational
masking in the monaural case that then was reduced when
the masker and signal/foil images were separated interaurally
by dichotic presentation. Although Beerends and Houtsma
~1989! do attribute some of the performance differences to
‘‘central interference’’~p. 818!, the uncertainty inherent in
their experiment was probably much less than here. Further,
the precise way that dichotic information is presented can
have a significant effect on whether the sound in the ear
opposite a target is beneficial or harmful. For example, Dar-
win ~1992! has shown that playing a mistuned partial to the
ear contralateral to the remaining tones in a harmonic com-
plex has much less of an influence on the pitch of the com-
plex than if it is played in the same ear. In more complex
listening environments, though, such as the case where a
target talker is played with a masking talker in one ear and an
unrelated talker is added to the opposite ear, contralateral
stimulation can exert an equal or even greater interfering
effect than the same stimulus played ipsilaterally~Brungart
and Simpson, 2002!. And, recent work has indicated that the
‘‘contralateral masking effect’’ found by Brungart and Sim-
pson ~2002! for speech recognition appears not to be re-
stricted to speech maskers or speech signals, but instead is a
more general perceptual phenomenon~e.g., Kidd et al.,
2003!.

The conclusion above regarding the mechanism respon-
sible for the dichotic advantage found here is consistent with
that from a recent study reported by Arbogastet al. ~2002!.
In their work, conducted in a mildly reverberant sound field,
much greater improvements in S/M from spatial separation
of sources in a speech recognition task were observed for
predominantly informational maskers than for predominantly
energetic maskers. In addition, for the condition producing
the greatest amount of informational masking, spatially sepa-
rating the target speech sound from the masker also signifi-
cantly increased the slope of the psychometric functions, re-
sulting in greater advantages at high, as compared to low,
signal-to-masker ratios. The steeper slope for the spatially
separated case, combined with the reduction in the amount of
masking, was thought to indicate a shift toward a stronger
influence of energetic masking relative to the nonseparated
case. In that study, as here, there was no evidence for the sort
of plateau or nonmonotonicity reported in some other speech

masking studies~e.g., Eganet al., 1954; Dirks and Bower,
1969; Freymanet al., 1999; Brungart, 2001!.

Oh and Lutfi~2000! have also examined the relationship
between harmonicity and informational masking, although in
a different context than that of the present study. They mea-
sured detection threshold for a tone of known frequency
when embedded in a randomized multitone masker that was
comprised of tones that were from a harmonic series~‘‘har-
monic masker’’! or were inharmonic. In the harmonic
masker, the signal could be either harmonically or inhar-
monically related to the other tones. Their hypothesis was
that, in particular, less informational masking would occur
for an inharmonic signal in the harmonic masker than in the
inharmonic masker because the signal would perceptually
segregate more easily from a harmonic complex than from
an inharmonic complex. Their results supported that hypoth-
esis. In the monotic masked conditions of the present study,
it probably is more accurate to characterize the perception of
the listener as that of hearing a single auditory object that
had a stronger sense of harmonicity when the signal was
added to the masker than when the foil was added to the
masker. However, in the dichotic conditions producing large
performance advantages, the signal clearly was heard sepa-
rately from the masker, and it is likely that it was the com-
bination of both the harmonicity of the signal and the di-
chotic presentation that led to the sense of perceptual
segregation.

The present study shares some similarities with the work
of de Cheveigneet al. ~1995, 1997! on the role of harmonic-
ity in the identification of concurrent vowels. As in this
study, adding random frequency perturbation to the indi-
vidual partials of multitone complexes produced the
harmonic–inharmonic distinction. Also, as in experiment 2
of the present study, two sounds were played simultaneously
with the listener attempting to extract some feature of one or
both sounds. In their work the feature to be extracted was the
spectral pattern of formants signaling vowel identity with
harmonicity used as a means for segregation, whereas here it
was the harmonicity of the soundsper sethat was the feature
to be extracted. There are other important differences, as
well. First, the perturbation used by de Cheveigneet al. was
proportional to frequency rather than applied equally to each
partial as was the case here. The effect of the different ways
of perturbing the signals would largely be that the low-
frequency tones in our stimuli would have been perturbed
much more than those in de Cheviegneet al.’s inharmonic
vowels, likely causing greater disruption in pitch and more
roughness in our stimuli. Second, the vowel sounds were
shaped by spectral envelopes extracted from actual speech
rather than being comprised of equal-level tones as in this
study. Although, as discussed above, we expect that there
may be sufficient information in the difference in the internal
representation of spectral shape to discriminate between sig-
nal and foil, the differences in the spectral patterns of actual
vowel sounds would be much greater. Finally, the task of
concurrent vowel identification would seem to be fundamen-
tally different than the 2AFC discrimination procedure used
in this study. Correctly labeling speech tokens according to
phoneme identity is presumably a much more sophisticated
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task than simply choosing which of two sounds had a stron-
ger pitch, less roughness, and/or a more regular spectral
shape. It is interesting to note, though, that de Cheveigne
et al. found that inharmonic vowels were at least as identifi-
able as harmonic vowels, perhaps suggesting that our foils
may have conveyed as much information in solving the dis-
crimination task as did the signals.

V. CONCLUSIONS

Human listeners can accurately and reliably discriminate
between sounds on the basis of the degree of harmonicity.
Perceptually, pitch, roughness, and spectral shape may con-
tribute cues toward this discrimination, at least for these ex-
perimental conditions. Informational maskers may mask the
perception of the degree of harmonicity even for sounds pre-
sented well above detection threshold. As in other studies of
informational masking, stimulus manipulations which pro-
mote the perceptual segregation of the signal from the
masker—in this case dichotic presentation—significantly im-
prove discrimination performance.
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The influence of the degree of envelope modulation and periodicity on the loudness and
effectiveness of sounds as forward maskers was investigated. In the first experiment, listeners
matched the loudness of complex tones and noise. The tones had a fundamental frequency~F0! of
62.5 or 250 Hz and were filtered into a frequency range from the 10th harmonic to 5000 Hz. The
Gaussian noise was filtered in the same way. The components of the complex tones were added
either in cosine phase~CPH!, giving a large crest factor, or in random phase~RPH!, giving a smaller
crest factor. For each F0, subjects matched the loudness between all possible stimulus pairs. Six
different levels of the fixed stimulus were used, ranging from about 30 dB SPL to about 80 dB SPL
in 10-dB steps. Results showed that, at a given overall level, the CPH and the RPH tones were
louder than the noise, and that the CPH tone was louder than the RPH tone. The difference in
loudness was larger at medium than at low levels and was only slightly reduced by the addition of
a noise intended to mask combination tones. The differences in loudness were slightly smaller for
the higher than for the lower F0. In the second experiment, the stimuli with the lower F0s were used
as forward maskers of a 20-ms sinusoid, presented at various frequencies within the spectral range
of the maskers. Results showed that the CPH tone was the least effective forward masker, even
though it was the loudest. The differences in effectiveness as forward maskers depended on masker
level and signal frequency; in order to produce equal masking, the level of the CPH tone had to be
up to 35 dB above that of the RPH tone and the noise. The implications of these results for models
of loudness are discussed and a model is presented based on neural activity patterns in the auditory
nerve; this predicts the general pattern of loudness matches. It is suggested that the effects observed
in the experiments may have been influenced by two factors: cochlear compression and suppression.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1593065#

PACS numbers: 43.66.Cb, 43.66.Dc, 43.66.Nm@MRL#

I. INTRODUCTION

Most models of loudness are based on the power spec-
trum of the sound of interest~Fletcher and Munson, 1933;
Zwicker, 1958; Zwicker and Scharf, 1965; Stevens, 1972;
Moore et al., 1997!. For example, the loudness models pre-
sented by Zwicker and Scharf~1965! and by Mooreet al.
~1997! first derive an excitation pattern from the power spec-
trum of the sound. Then, using a modified power law trans-
formation, a specific loudness pattern is calculated from the

excitation pattern. The overall loudness of the sound is as-
sumed to be proportional to the area under the specific loud-
ness pattern. For steady sounds, these models give good pre-
dictions. However, there is evidence that for fluctuating
sounds they may be inadequate. While the data are not en-
tirely consistent across studies, recent studies suggest that,
for narrowband sounds, amplitude modulation at medium
rates~from 10 Hz up to about 100 Hz! results in a slight
decrease of loudness relative to that of an unmodulated
sound~Bauch, 1956; Fastl, 1975; Hellman, 1985; Zhang and
Zeng, 1997; Mooreet al., 1998, 1999; Grimmet al., 2002!.
The difference in loudness corresponds approximately to a
change in level of about 1 dB. For broadband sounds the
effect goes in the opposite direction; introducing amplitude
modulation at medium rates increases the loudness of the
sound slightly~Zhang and Zeng, 1997; Mooreet al., 1999;

a!Portions of these results were presented at the symposium on ‘‘Psychoa-
coustics, physiology and models of the central auditory system’’@Gockel
et al., Acta Acust. Acust.88, 369–377~2002b!#.

b!Current address: MRC Cognition and Brain Sciences Unit, 15 Chaucer
Road, Cambridge CB2 2EF, England. Electronic mail:
hedwig.gockel@mrc-cbu.cam.ac.uk
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Grimm et al., 2002!. The model proposed by Glasberg and
Moore ~2002!, which is based on the calculation of excita-
tion patterns from the short-term spectrum of the stimulus,
can predict the effect for narrowband sounds, but not for
broadband sounds.

Another psychophysical measure assumed to reflect the
excitation evoked in the auditory system is forward masking.
The threshold of a sinusoidal signal in forward masking is
assumed to be monotonically related to the excitation evoked
by the masker at the signal frequency~Houtgast, 1974;
Moore and Glasberg, 1983; Moore, 1997; Plack and Oxen-
ham, 1998!. As Carlyon and Datta~1997! pointed out, the
excitation produced by a stimulus with a temporally fluctu-
ating envelope is likely to be affected by fast-acting com-
pression in the cochlea~Robleset al., 1986; Ruggero, 1992;
Ruggeroet al., 1997; Recioet al., 1998!. Carlyon and Datta
~1997! compared the amount of forward masking produced
by two harmonic tone complexes, one with components
added in Schroeder-positive phase~S1!, which is thought to
evoke a ‘‘peaky’’ waveform on the basilar membrane~BM!,
and the other with components added in Schroeder-negative
phase~S2!, which produces a less peaky waveform. The S1
complex produced less forward masking than the S2 com-
plex of a sinusoidal signal with frequency corresponding to
one of the central harmonics. This was explained by fast-
acting compression which would result in lower average ex-
citation for the peaky waveform evoked by the S1 complex
than for the less peaky waveform evoked by the S2 com-
plex.

Carlyon and Datta~1997! also compared the loudness of
the S1 and S2 complexes, or rather of a mid-range subset of
their components; the subset was turned on after the other
components. The results showed that the subset was louder
for the S2 than for the S1 complex. Thus, both measures,
loudness and ‘‘effectiveness as a forward masker,’’ were con-
sistent with the idea that the S2 complex evokes more exci-
tation than the S1 complex.

In this paper, we present two experiments designed to
further our understanding of the relationship between the
loudness ofbroadbandsounds and their effectiveness as for-
ward maskers. Using broadband stimuli with the same power
spectrum, but different crests factors~ratio of peak amplitude
to root-mean-square, rms, amplitude!, we addressed the fol-
lowing questions:~1! Which is louder?~2! Which produces
more forward masking?

In contrast to the study of Carlyon and Datta~1997!, it
was the loudness of the whole sound that was compared
instead of a subset of the components. We would not, how-
ever, expect this to change the direction of the effects of
compression on loudness and forward masking. We have pre-
viously presented results~Gockel et al., 2002b! indicating
that, for bandpass filtered complex tones with a low F0~62.5
Hz!, adding the components in cosine phase~large crest fac-
tor! led to greater loudness values than adding the compo-
nents in random phase~small crest factor!; this appears in-
consistent with the idea that a large crest factor leads to
lower excitation and that this in turn leads to lower loudness.
It also appears inconsistent with the results of Carlyon and
Datta ~1997!. We also found~Gockelet al., 2002b! that the

random phase complex tone had slightly greater loudness
than a random noise that was bandpass filtered to produce a
similar excitation pattern. However, the difference was not
statistically significant.

Here, we present results for more subjects to increase
the statistical power. We also present results for both a low
F0 ~62.5 Hz! and a higher F0~250 Hz!. In a previous experi-
ment~Gockelet al., 2002a! we showed that, for the 62.5-Hz
F0, a cosine-phase complex tone was a much less effective
simultaneous masker of a noise~filtered into the same fre-
quency region! than the noise was as a masker of the com-
plex tone. This effect was much reduced when the F0 was
250 Hz. We argued that the greater effect for the lower F0
was partly caused by the greater peak factor of the wave-
forms evoked on the BM by the cosine-phase tone at the
lower F0 ~as, for a given center frequency, the number of
components within the passband of the auditory filter is four
times greater for the low F0 than for the high F0!. Based on
the arguments presented above, one might expect the peak
factor to influence loudness. That expectation was assessed
here.

II. EXPERIMENT 1

A. Method

1. Rationale and stimuli

The first experiment investigated the influence of the
degree of envelope modulation and periodicity on loudness.
Listeners matched the loudness of complex tones and noise.
The stimuli were the same as those used as simultaneous
maskers by Gockelet al. ~2002a!. The complex tones had a
fundamental frequency~F0! of 62.5 or 250 Hz and were
bandpass filtered between the 10th harmonic and 5000 Hz
~3-dB down points, 100 dB/oct slope!. The Gaussian noise
was filtered in the same way as the complex tone with which
it was to be compared in loudness. The components of the
complex tones were added either in cosine phase~CPH!,
giving a large crest factor, or in random phase~RPH!, giving
a small crest factor. For each F0, subjects were presented
with every possible stimulus pair, resulting in three stimulus
combinations: CPH vs. RPH, CPH vs. noise, and RPH vs.
noise. The long-term excitation patterns of the stimuli, cal-
culated according to the procedure of Glasberg and Moore
~1990!, were essentially identical within each F0 condition
~see Fig. 1 of Gockelet al., 2002a!. Thus, for a given F0,
loudness models based on the long-term excitation pattern
would not predict any differences in loudness between these
stimuli. In contrast, models specifically taking into account
the effects of fast-acting compression would be expected to
predict that the CPH tone will be less loud than the RPH tone
or the noise. This is discussed in more detail below.

In the loudness-matching procedure, one stimulus was
fixed in level and the other was varied in level. The overall
rms level of the fixed stimulus varied from 30 to 80 dB SPL
in 10-dB steps for the 62.5-Hz F0, and from 27.6 dB SPL to
77.6 dB SPL in 10-dB steps for the 250-Hz F0. The 2.4-dB
level adjustment between the two F0s was included in order
to keep the level per ERB constant~Glasberg and Moore,
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1990!; with this adjustment, the level per component within
the passband was 6 dB lower for F0562.5 Hz than for F0
5250 Hz.

There is evidence that the strength of combination tones
can depend on the phase of the primary components~Buunen
et al., 1974; Pressnitzer and Patterson, 2001!. This could
lead to differences in loudness between our stimuli. To test
this possibility, in half of the conditions a noise was used to
mask combination tones. Figure 1 shows the spectral shape
of this noise for the 62.5-Hz F0~top! and the 250-Hz F0
~bottom!. The strongest combination tones were assumed to
be quadratic distortion tones occurring at F0 and low har-
monics of F0, and cubic distortion tones which are most
intense for frequencies just below the lower edge of the pass-
band of the stimulus~Goldstein, 1967; Greenwood, 1971;
Zwicker and Fastl, 1999!. The shape and level of the mask-
ing noise relative to the level of the components in the target
tones were based partly on the measurements of Pressnitzer
and Patterson~2001! of the level of a sinusoidal tone re-
quired to cancel combination tones produced by harmonic
CPH tones. The filled, upward-pointing triangles in Fig. 1
show the estimated cancellation tone level relative to the
level per component in our CPH tones as a function of fre-
quency. These relative levels are applicable for moderate lev-
els of the primary components. The continuous curve in Fig.
1 shows the derived spectrum level of the masking noise
which would just mask the cancellation tones and, thus, the

distortion tones. The latter derivation included the finding
that, at very low frequencies, a higher signal-to-noise ratio at
the output of the auditory filter is required for threshold.
When present, the masking noise was continuous and at a
constant level during one run; the fixed level of the masking
noise was equal to that calculated to just mask the distortion
products. Across runs, the noise level was kept constant rela-
tive to the level of the fixed stimulus. The noise should have
substantially reduced the contribution of combination tones
to loudness.

The duration of each signal was 700 ms, including
40-ms raised-cosine onset and offset ramps. The stimuli were
generated digitally in advance using a sampling rate of 25
kHz. The tones were generated by adding sinusoids with
frequencies ranging from F0 up to 10 kHz, while the noise
was generated in the time domain by sampling from a Gauss-
ian distribution. Bandpass filtering was then performed with
a 900-tap, digital finite-impulse-response~FIR! filter with a
linear phase response. For each F0, ten different realizations
were produced for the RPH tone and for the Gaussian noise;
one of the ten was chosen at random for each presentation.
The fixed-level and variable-level signals were played
through one channel of a 16-bit digital-to-analog converter
~Tucker-Davis Technologies, TDT, DD1!, lowpass filtered at
10 kHz ~TDT FT6-2!, and attenuated separately using a pro-
grammable attenuator~TDT PA4!. The background noise
was recorded onto CDR and played back with the test stimuli
in the appropriate conditions. Stimuli were fed to a head-
phone buffer ~TDT HB6! and presented monaurally via
headphones with a diffuse-field response~AKG K 240 DF!.
Subjects were seated individually in an IAC double-walled,
sound-attenuating booth.

2. Procedure

The two sounds~X and Y! which had to be matched in
loudness were presented monaurally in regular alternation
and were separated by a 200-ms silent interval. Synchro-
nously with the two sounds, two yellow LEDs on a response
box came on in regular alternation. Subjects indicated which
sound was louder by pressing the button underneath the LED
which accompanied that sound. Within a given run, either
sound X or sound Y was fixed in level; the level of the other
sound was varied to match the loudness. The starting level of
the variable sound was chosen randomly from a range ex-
tending from 20 dB below to 20 dB above the level of the
fixed sound, except for the lowest and the highest levels of
the fixed sound. For these, the range extended from 10 dB
below to 10 dB above the fixed level, to avoid inaudible or
uncomfortably loud sounds. When the variable level sound
was judged to be louder, it was decreased in level. When the
fixed level sound was judged to be louder, the variable level
sound was increased in level. The attenuator setting was
changed during the silent interval between stimuli. When no
button was pressed, sound presentation continued without
any change. The initial step size was 5 dB. After two turn-
points it was reduced to 3 dB, and after two more turnpoints
to 1 dB. Subjects were encouraged to bracket the point of
equal loudness several times, i.e., to go from ‘‘sound X is
louder’’ to ‘‘sound Y is louder,’’ before making their final

FIG. 1. Derivation of the spectral shape of the masking noise used in ex-
periment 1 for the 62.5-Hz F0~top! and the 250-Hz F0~bottom!. The filled
upward-pointing triangles show the assumed levels of the tones needed to
cancel quadratic and cubic distortion products, based on the data of Press-
nitzer and Patterson~2001!. The solid line shows the derived spectral den-
sity of the masking noise which was used to mask the combination tones.

980 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Gockel et al.: Loudness and forward masking



adjustment. To indicate that they were satisfied with their
match, they pressed a button underneath a green LED, which
stopped the run. The variable level at this point was taken as
the matching level. This ‘‘satisfied’’ button press was only
accepted after the final step size was reached. If it was
pressed earlier, sound presentation continued without any
change. In order to balance bias effects, eight matches were
done varying sound X in level, and eight matches varying
sound Y. In addition, for four of these eight matches the
variable-level sound was presented with the first LED, and
for the other four matches it was presented together with the
second LED. No feedback was provided.

For a given F0, the same subjects ran in all conditions.
Half of the subjects started with the masking noise present,
and half without the noise. The conditions were presented in
a counterbalanced order. Within a given condition, which
was determined by the specific combination of the two
sounds, the identity of the fixed stimulus, and the order of the
two sounds, the level of the fixed stimulus was chosen ran-
domly from the range of fixed levels to be tested. One match
was obtained for each condition and level in turn before ad-
ditional measurements were obtained in any other condition.
To familiarize subjects with the procedure and equipment,
they participated in one loudness match for each condition
before the experiment proper commenced.

3. Subjects

For the 62.5-Hz F0, six subjects participated in all con-
ditions. For the 250-Hz F0, five subjects participated in all
conditions, three of whom also took part in the 62.5-Hz F0
conditions. Their ages ranged from 20 to 50 years, and their
quiet thresholds were better than 15 dB HL at audiometric
frequencies between 500 and 5000 Hz.

B. Results

Figures 2 and 3 show the mean results for the 62.5-Hz
F0 and the 250-Hz F0, respectively. The left and right col-
umns give the results without and with masking noise, re-
spectively. The first, second, and third rows show the results
from the three stimulus pairs, i.e., noise vs. CPH tone, RPH
vs. CPH tone, and noise vs. RPH tone. The difference be-
tween the overall rms levels of the two stimuli at the point of
equal loudness is plotted as a function of the level of the
fixed stimulus; the direction of the difference is indicated in
each panel. For example, the upper row shows the level of
the noise minus the level of the CPH complex. Results are
plotted separately for the case when X was varied in level
and when Y was varied in level. For example, in the upper
row, the open circles indicate the difference in level for
matches when the CPH tone was fixed and the noise was
varied, whereas the filled upward-pointing triangles show the
difference when the CPH tone was varied. Each symbol
shows the difference averaged across subjects and across the
two orders of presentation, and is thus based on 48 matches
for the 62.5-Hz F0, and on 40 matches for the 250-Hz F0.
The error bars show the standard errors of the means across
subjects. The solid lines show the mean for the two cases of

the variable sound. The dashed lines in the right-hand col-
umn illustrate predictions which will be discussed later.

1. 62.5-Hz F0

Consider the results for the 62.5-Hz F0 first~Fig. 2!. For
each fixed level, at the point of equal loudness, the noise
level was greater than the CPH tone level@Fig. 2~a!#, the
RPH tone had a higher level than the CPH tone@Fig. 2~c!#,
and the noise had a higher level than the RPH tone@Fig.
2~e!#. These effects were strongest at medium to high levels,
and there was a trend for them to be slightly reduced in the
presence of the masking noise@Figs. 2~b!, ~d! and ~f!#. A
clear bias effect can be seen. At nearly all levels, listeners
tended to set the level of the variable sound to a level higher
than that ‘‘required for equal loudness’’~as indicated by the
solid lines!. A similar bias effect has been observed in pre-
vious studies on loudness matching~Stevens, 1956; Zwicker
et al., 1957!. The bias decreased with increasing level of the

FIG. 2. Loudness results~experiment 1! for F0562.5 Hz, averaged across
six subjects. The left and right columns show results without and with the
noise used to mask combination tones. Panels~a! and ~b! ~first row! show
results of loudness comparisons between the Gaussian noise and the CPH
tone. The difference in level~noise minus CPH tone! at the point of equal
loudness is plotted. The open circles show results when the noise was varied
in level; the filled upward-pointing triangles show results when the CPH
tone was varied. The solid line shows the average of the two cases. Error
bars show the standard error of the mean across subjects. The dashed line
shows the predictions of the loudness model described in Sec. II D. Panels
~c! and~d! show the results of loudness comparisons between the RPH and
CPH tones. Panels~e! and ~f! show the results for loudness comparisons
between the Gaussian noise and the RPH tone.
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fixed stimulus, perhaps because subjects avoided adjusting
the variable sound to a high listening level. This ‘‘regression
effect’’ has also been observed previously~Stevens, 1956;
Stevens and Greenbaum, 1966; Stevens and Guirao, 1967!.

Analyses of variance~ANOVAs! for repeated measures
were conducted on the data for the three stimulus pairings
separately. The mean value of the difference in level at the
point of equal loudness for each individual subject in each
condition was used as the input. Throughout this paper, the
Huynh–Feldt correction was used when the condition of
sphericity was not satisfied~see Howell, 1997!. The results
are summarized in Table I. The main effect of level was

significant for the noise vs CPH comparison and for the RPH
vs CPH comparison, but not for the RPH vs noise compari-
son. The main effect of presence or absence of the masking
noise was significant only for the RPH vs CPH comparison.
The main effect associated with which sound was varied was
significant for the noise vs CPH and noise vs RPH compari-
sons, indicating that the bias was significant. The interaction
between the identity of the varied sound and the fixed level
was significant for all three comparisons, reflecting the re-
duction of the bias with increasing level of the fixed stimu-
lus.

For the noise vs CPH comparison, the grand mean was
significantly above zero (p,0.0012), indicating that, at the
point of equal loudness, the level of the noise was signifi-
cantly greater than that of the CPH tone. For all fixed levels
tested, the difference in matching level was significantly
above zero (p,0.01 for all levels!. For the RPH vs CPH
comparison, the grand mean was also significantly above
zero (p,0.003), indicating that, at the point of equal loud-
ness, the level of the RPH tone was significantly greater than
that of the CPH tone. The difference between matching lev-
els was significantly above zero (p,0.05) for all but the
lowest fixed level tested. For the noise vs RPH comparison,
the grand mean was also significantly above zero (p
,0.05). As the ANOVA showed no effect of level for this
comparison, nopost hoctests were performed.

2. 250-Hz F0

Next, consider the results for the 250-Hz F0~Fig. 3!.
The general pattern of the results was similar to that found
for F0562.5 Hz, but the differences in level at the point of
equal loudness were somewhat smaller. The results of the
ANOVAs are summarized in Table I. The main effect of level
was significant only for the RPH vs CPH comparison. The
main effect of presence or absence of the masking noise was
not significant for any comparison. The main effect of iden-
tity of the varied sound was also not significant for any com-
parison. The interaction between the identity of the varied
sound and the fixed level was significant only for the RPH vs
CPH comparison. The grand mean was significantly above
zero (p,0.05) for all three comparisons, indicating differ-
ences in loudness at equal rms levels. Thus, as for the

FIG. 3. As Fig. 2, but for F05250 Hz.

TABLE I. Results of three-way ANOVAs~identity of varied sound3masker3fixed level! on level differences
at the point of equal loudness measured in experiment 1. Only significant effects are listed.

F0562.5 Hz F05250 Hz

Noise vs CPH
Varied sound F(1,5)58.1, p,0.05 ¯

Fixed level F(5,25)59.6, p,0.001 ¯

Varied sound3fixed level F(5,25)511.1,p,0.001 ¯

RPH vs CPH
Masker F(1,5)517.1,p,0.01 ¯

Fixed level F(5,25)57.9, p,0.01 F(5,20)53.7, p,0.05
Varied sound3fixed level F(5,25)54.2, p,0.05 F(5,20)53.8, p,0.05

Noise vs RPH
Varied sound F(1,5)56.6, p,0.05 ¯

Varied sound3fixed level F(5,25)53.9, p,0.05 ¯
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62.5-Hz F0, the results indicate that at the point of equal
loudness, the level of the noise was above that of the CPH
and RPH tones and the level of the RPH tone was signifi-
cantly above that of the CPH tone.

C. Discussion

At equal rms level, the CPH tone sounded louder than
the noise or the RPH tone, and the RPH tone sounded louder
than the noise. This was true for both F0s, although, for the
250-Hz F0, the effects were somewhat smaller than for the
62.5-Hz F0. It is not surprising that the effects of component
phase are larger for the lower F0, because the number of
components interacting at the output of a given auditory filter
is four times greater. Thus, the envelope of the CPH tone
with the lower F0 would exhibit greater modulation after
auditory filtering than that of the CPH tone with the higher
F0. The effects for the 62.5-Hz F0 were similar to those that
we reported previously~Gockel et al., 2002b!, although in
the former study the difference in loudness between RPH
tones and noise was not significant~although it was present!,
whereas in the present study the difference was significant.
The noise designed to mask combination tones only reduced
the size of the effects slightly at the lower F0, and had no
significant effect at the higher F0. Therefore, while there
might be a small contribution of audible distortion products
to the observed loudness differences, this cannot be the main
factor involved. The effects of component phase on loudness
were clear and statistically significant, but the direction of
the effects was opposite to what would be predicted from
BM compression. The CPH tones, the sounds with the
greater crest factor~both physically and in the waveform
evoked on the BM!, were judged as louder than the RPH
tone and the noise, both of which have lower crest factors.

The present results contrast with those of Carlyon and
Datta ~1997!. They found the loudness of a subset of com-
ponents covering the mid range of a complex tone to be
greater for an S2 complex than for an S1 complex. Their
complex tone had an F0 of 100 Hz, with components ranging
from 200 to 2000 Hz, and the central subset of components
whose loudness had to be judged ranged from 900 to 1300
Hz. Thus, the 400-Hz bandwidth of the central subset of
components was relatively small compared to that of our
stimuli. Their results are consistent with the finding men-
tioned in the Introduction, that for narrowband sounds, am-
plitude modulation at medium rates~10–100 Hz! reduces
loudness slightly, relative to that of the unmodulated sound
~Zhang and Zeng, 1997; Mooreet al., 1998, 1999; Grimm
et al., 2002!.

Our own results are also in the same direction as the
findings mentioned in the Introduction; for broadband
sounds, amplitude modulation at medium rates slightly in-
creases loudness relative to that of the unmodulated sounds
~Zhang and Zeng, 1997; Mooreet al., 1999; Grimmet al.,
2002!. However, the present effect is larger than the 1–2-dB
difference usually observed, especially for the lower F0.
Since most earlier studies used sinusoidal amplitude modu-
lation, one possible reason for the larger effect with the cur-
rent stimuli might be the relatively large crest factor of our
CPH stimuli; it was 12.4 for the 62.5-Hz F0 and 5.0 for the

250-Hz F0~of course, the crest factor on the BM would be
different from this!. For broadband sounds, it appears that a
large crest factor can lead to an increase in loudness. How-
ever, the loudness does not correspond to the peak value of
the ~physical! waveform. For the 62.5 Hz-F0, the peak value
of the CPH wave is about four times greater than the peak
value of the RPH wave. This corresponds to about a 12-dB
difference in level, which is much larger than the observed
level differences at the point of equal loudness.

Another factor which might have influenced our results
is the fact that our CPH stimuli had a strong and distinct
pitch corresponding to the F0~Schouten, 1940, 1970!. In
contrast, for a high-frequency sinusoidal carrier modulated at
a low rate, the pitch corresponding to the modulation rate is
weak or absent~Ritsma, 1962; de Boer, 1976!. Possibly, the
existence of a strong residue pitch might increase the loud-
ness of a sound relative to one with the same power spectrum
but a weak or absent pitch. As the pitch of our CPH tones
was stronger than that of the RPH tones~Lundeen and Small,
1984; Patterson, 1987; Robertset al., 2002!, especially for
the lower F0~Warren and Bashford, 1981!, this might have
contributed to the differences in loudness at equal rms level.
A problem with this account is that the subjective difference
in pitch strength between the RPH tone and noise was larger
than the difference in pitch strength between the CPH and
RPH tones, but the mean difference in level at the point of
equal loudness was larger for the latter pair of sounds. How-
ever, loudness might be a nonlinear function of pitch
strength, growing rapidly with increasing pitch strength.

A third factor which might have contributed to our re-
sults is related to the annoyance of sounds. The CPH tones
would have had a greater roughness than the RPH tones or
the noise~Terhardt, 1974; Hellman, 1985; Zwicker and Fastl,
1999! and this might have led to greater annoyance of the
CPH stimuli, and an effect on loudness. Subjects were in-
structed to judge loudness and ignore all other factors but
they were not specifically instructed to ignore annoyance.
However, it is unlikely that annoyance is the only factor
influencing the effects of phase on loudness. First, several
experienced listeners~including the authors!, who knew
about the difference between annoyance and loudness,
judged the CPH stimuli to be louder than the RPH or noise
stimuli at equal rms level. Second, the perceived roughness
for a modulation rate of 250 Hz is substantially lower than
for a modulation rate of 62.5 Hz~Zwicker and Fastl, 1999!.
The CPH and RPH stimuli with F05250 Hz did not appear
to differ from each other or from the noise in roughness.
Thus, annoyance due to roughness is unlikely to have influ-
enced the loudness matches for the 250-Hz F0, but effects of
phase on loudness were observed.

D. Model predictions

Models of loudness perception for steady sounds gener-
ally ignore the phase spectrum of the sound~Zwicker and
Scharf, 1965; Zwickeret al., 1984; Mooreet al., 1997!, and
thus are unable to account for the present results. A more
recent model for fluctuating sounds described by Glasberg
and Moore~2002! is based on the short-term spectrum of the
waveform and takes into account the effects of peripheral
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compression. This model predicts areductionin loudness of
the CPH complex relative to that of the RPH complex or the
noise by about 5 to 6 phons for the 62.5-Hz F0 at medium
levels. For the 250-Hz F0 a difference of about 1 phon in the
same direction is predicted. For both F0s, no difference in
loudness is predicted between the RPH tone and the noise.
Thus, the model fails to account for our results. It is not clear
whether other models for the loudness of fluctuating sounds
~Zwicker, 1977; Fastl, 1993; Chalupper and Fastl, 2002;
Grimm et al., 2002! would do any better.

In what follows, we describe a model which correctly
predicts the direction of the observed loudness differences
between CPH tones and RPH tones or noise. However, the
magnitudes of the effects are not accurately predicted for all
conditions. The modeling was performed with the AMS/
DSAM software package1 and MATLAB.

The waveforms of the sounds used in our experiment
were used as input to the model. The sampling rate was 50
kHz. The input level was varied over a wide range in 1-dB
steps for each waveform. The first stage of the model is an
FIR filter which simulates the combined outer and middle ear
response as specified in Glasberg and Moore~2002!, except
that here, as our headphones had a diffuse-field response, we
used a diffuse-field correction instead of the correction for
frontal free-field sound incidence. The next stage was a dual-
resonance nonlinear filterbank~Lopez-Poveda and Meddis,
2001! that simulates the nonlinear response of the BM at
different points. We used 30 filters with characteristic fre-
quency~CF! varying between 40 Hz and 10 kHz. The CFs
were spaced according to Greenwood’s~1990! frequency-
place map for humans. The filter bank takes stapes motion as
input, which is a linear function of the sound pressure. The
output is BM velocity. The remaining stages are calculated in
parallel for the 30 filter outputs. The BM velocity is lowpass
filtered to simulate the displacement of the inner hair cell
stereocilia, according to Eq.~1! in Sumneret al. ~2002!. The
stereocilia response is converted into a receptor potential ac-
cording to Eqs.~2! and~3! in Sumneret al. ~2002!. Then, the
receptor potential is converted into auditory nerve~AN!
spike probability~with parameters according to Table II of
Sumner et al.!. This latter stage has three parallel parts,
which generate the spike probabilities for high-, medium-,
and low-spontaneous rate fibers, respectively. Each of the
three spike probabilities is converted into a stream of spikes,
each of which is the sum of the spike activity for a popula-
tion of fibers; 60, 25, and 15 fibers were used for the high-,
medium-, and low-spontaneous rate fibers, respectively. The
three streams of spikes were then added in each frequency
channel and the simulated AN activity was summed across
all 30 channels. The result is an overall neural activity pat-
tern~NAP! for each sound as a function of time. All stages to
this point were simulated with AMS/DSAM. The following
calculations were done in MATLAB.

For each waveform, various measures based on the NAP
were calculated. These measures were chosen as they had
been suggested as correlates of loudness by previous re-
searchers. Call a given measure~e.g., the overall mean of the
NAP! M. For a given pair of sounds~e.g., CPH vs RPH with
F0562.5 Hz), we determined the difference in level required

to give the same value ofM for the two sounds, for each
level of the fixed sound used in the experiment. IfM is
closely related to loudness, then the differences in level so
determined should match those obtained in the experiment at
the point of equal loudness. We tried to find a measure for
which this was the case, as closely as possible, over a wide
range of levels, for both F0s and for all pairs of sounds that
were compared. The spike generation process in the model is
stochastic and so we averaged across simulations to produce
stable response values. For the CPH stimulus, ten NAPs
were calculated for each input level. For each of the ten
NAPs, the measures were calculated individually and then
averaged. The measures which will be discussed are all
based on this averaging process. For the RPH and the noise
stimuli, three NAPs were calculated for each input level for
each of the ten different waveforms used in the experiment,
and the measures were calculated for each of them individu-
ally. The measures which will be discussed are the averages
across the 30 values.

The first measures considered were the maximum value
in the NAP, the average value of the NAP, the mean value of
all peaks in the NAP, and the mean value of all peaks above
the 80th percentile. Measures comparable to these have been
used previously to model the loudness of steady and fluctu-
ating sounds~Fastl, 1977; Zwicker, 1977; Howes, 1979;
Fastl, 1993; Zwicker and Fastl, 1999!. For inputs with equal
rms values, the mean of the NAP for the CPH tone was
below that for the RPH tone or the noise. This was true for
all input levels, though the amount of the difference varied as
a function of level. Thus, this measure would predict an ef-
fect on loudness in the opposite direction to that found. This
indicates that, contrary to what is often assumed, loudness is
not directly related to the overall activity in the auditory
nerve. The two measures involving peaks in the NAP also
predicted an effect in the wrong direction. The measure
based on the single largest value in the NAP, which occurred
close to the onset of the response, did predict an effect in the
right direction. However, this is unlikely to be the basis for
loudness judgments, since loudness increases with duration
up to 200 ms~Scharf, 1978; Florentineet al., 1996!, and the
size of the predicted effect was much too large.

The above measures were derived directly from the raw
NAP and they do not reflect the fact that the NAP of the CPH
stimulus is clearly periodic; it looks like a saw-tooth function
with a period corresponding to 1/F0. Moreover, perceived
loudness is presumably based on some form of running av-
erage of the NAP. To accommodate these factors, we exam-
ined the effect of asymmetric temporal smoothing of the
NAP, using an operation resembling the calculation of gain
in an automatic gain control system with different attack and
release times. The operation is similar to the one used by
Glasberg and Moore~2002! to determine short-term loudness
from what they called ‘‘instantaneous loudness’’~which was
assumed not to be directly accessible for conscious process-
ing!. The temporal smoothing of the NAP was done in the
following way. We define SMn as the smoothed NAP at the
nth sample point, and NAPn as the raw NAP at thenth
sample point.

If NAPn.SMn21 ~corresponding to an attack!, then
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SMn5aNAPn1~12a!SMn21 , ~1!

wherea is a constant related to the attack time,Ta ~in ms!:

a512e1/~Fs•Ta! ~2!

with Fs corresponding to the number of samples per ms~50
in this case!.

If NAPn,SMn21 ~corresponding to a release!, then

SMn5rNAPn1~12r !SMn21 , ~3!

wherer is a constant related to the release time,Tr ~in ms!:

r 512e1/~Fs•Tr !. ~4!

Based on the smoothed NAPs, the same measures were
calculated as before. The mean across the smoothed NAPs
gave predictions in the right direction. The attack and release
times that produced the best fits to our data were 3.1 and
49.49 ms, respectively. The release time happens to be iden-
tical to the one chosen by Glasberg and Moore~2002!, while
the attack time is about one-seventh of their value. The pre-
dictions obtained with these values are plotted as dashed
lines in the right-hand columns of Figs. 2 and 3. For loudness
matches involving the CPH tone at medium levels, the pre-
dicted effect is larger than the obtained effect for the low F0,
but it is smaller than the obtained effect for the higher F0. No
predictions are plotted for a fixed input level of 80 dB SPL
for the CPH tone. The reason is that, for input levels above
about 80 dB SPL, the smoothed~and the raw! NAP statistics
of the RPH tone and the noise hardly increased with increas-
ing level; to get the same mean value as for the CPH tone,
the level of the RPH tone had to be about 40 dB above that
of the CPH tone. This may reflect neural saturation in the
model, perhaps resulting from inadequate numbers of fibers
or insufficient dynamic range in the fibers with low sponta-
neous rates. For loudness matches between RPH tones and
noise, the model failed to explain the effect observed with
the lower F0; for the higher F0, there was a small effect in
the right direction. The predicted effect for the higher F0
does not seem to be a consequence of the temporal smooth-
ing, since there was a similar effect with the ‘‘raw’’~un-
smoothed! NAPs.

In summary, a model based on the ‘‘raw’’~unsmoothed!
NAPs produced results opposite in direction to the observed
effects. This indicates that, contrary to what is often as-
sumed, loudness is not directly related to the overall activity
in the auditory nerve. A similar conclusion has been reached
by Relkin and Doucet~1997!. However, a model based on
NAPs smoothed with a fast attack and slow release produced
results in qualitative agreement with the data.

III. EXPERIMENT 2

The second experiment was designed to test whether the
effectiveness of our stimuli as forward maskers would reflect
their loudness, i.e., whether the CPH tone would be a more
effective forward masker than the RPH tone and the noise. In
simultaneous masking, using the same complex tones as in
the present study, Gockelet al. ~2002a! found that the CPH
tone was a less efficient masker of a noise signal than the
RPH tone for F0562.5 Hz, while the opposite was true for

F05250 Hz. This was explained in terms of the temporal
structure of the stimuli, which allows ‘‘listening in the dips’’
for the lower F0. Such listening in the dips is usually as-
sumed to be irrelevant in forward masking, since the amount
of forward masking reflects the average excitation or neural
activity evoked by the masker over a relatively long time
period~Zwicker, 1977; Carlyon and Datta, 1997!. Therefore,
it is not obvious that the effects of masker component phase
will be the same for simultaneous masking and for forward
masking. The question addressed here was whether the
longer term activity evoked by the masker, as measured in
forward masking, is directly related to loudness.

As mentioned in the Introduction, Carlyon and Datta
~1997! measured the forward masking produced by S1 and
S2 complexes and found that, at least for high masker lev-
els, the S1 complex~large peak factor on the BM! produced
less forward masking than the S2 complex~low peak factor
on the BM!. They interpreted this result in terms of the ef-
fects of fast-acting compression on the effective excitation
evoked by the complexes. Their results led us to expect that
the CPH tone would be a less effective forward masker than
the RPH tone or noise, despite the greater loudness of the
CPH tone.

A. Method

1. Stimuli

The signal was a 20-ms sinusoid with a frequency of
702, 1114, 1768, 2806, or 4454 Hz. The middle frequency,
1768 Hz, corresponded to the geometric mean of the fre-
quency range covered by the forward masker, which ex-
tended from 625 to 5000 Hz; the other signal frequencies
were offset by two semitones, and ten semitones, respec-
tively, from the lower and upper end of the masker’s fre-
quency range. The signal had 10-ms, raised-cosine onset and
offset ramps and no steady-state portion; it followed the
masker without a silent gap.

Three stimuli were used as forward maskers: the CPH
and RPH tones with an F0 of 62.5 Hz, and the Gaussian
noise. They were filtered in the same way as in experiment 1.
Their duration was 208 ms~corresponding to 13 periods!,
including 10-ms raised-cosine onset and offset ramps. To test
whether there was an effect of time elapsed between the last
peak in the masker waveform and the onset of the signal, the
CPH masker began at two different points in its 16-ms pe-
riod; either 0 or 12 ms after the first peak~conditions CPH 0
and CPH 12, respectively!. To measure level dependence and
to allow differences in masker effectiveness to be expressed
as differences in effective masker level~Houtgast, 1974;
Moore and Glasberg, 1983!, the masker was presented at 30,
50, 68, 77, and 85 dB SPL. If compression plays a major
role, then its effects should be most obvious at medium to
high levels, and less clear or absent at low levels. The
method of stimulus generation and the equipment were the
same as for experiment 1.

2. Procedure

A two-interval two-alternative forced-choice task was
used. The forward masker was presented in both intervals,
which were marked by lights and separated by 300 ms of
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silence. The subject was required to indicate which interval
contained the signal. Feedback was provided following each
response. The level of the signal was adjusted using a three-
down one-up adaptive rule~Levitt, 1971! tracking 79% cor-
rect responses. At the beginning of each threshold measure-
ment, the signal level was 10 dB above that of the masker,
except for the lowest masker level, where it was 20 dB above
the level of the masker. Initially, the signal level was in-
creased or decreased in 8-dB steps. Following two reversals,
the step size was reduced to 4 dB, and following two more
reversals, it was reduced to 2 dB. Eight reversals were ob-
tained with this final step size. The threshold was defined as
the mean of the signal levels at the last eight reversals.

At least three threshold estimates were obtained for each
condition from each subject. If the thresholds for a given
subject and condition varied by more than 6 dB, two addi-
tional threshold estimates were obtained. The thresholds re-
ported correspond to the mean of these three to five esti-
mates, for each condition and subject. The total duration of a
single session was about 2 h, including rest times. For a
given signal frequency, one threshold was collected for each
condition before the signal frequency was changed. Within a
block with fixed signal frequency, one threshold was col-
lected for each of the four maskers before the masker level
was changed. Within the four runs at a given level, the iden-
tity of the masker was chosen randomly. The masker level
was changed in either ascending or descending order be-
tween groups of four runs, in order to avoid having a run
with a high-level masker immediately before a run with a
low-level masker. The direction of level change was reversed
when the next thresholds were collected for this signal fre-
quency. The order of signal frequencies was counterbalanced
across subjects. One threshold was obtained for each condi-
tion in turn, before additional measurements were obtained
in any other condition. Subjects participated in at least one
threshold measurement in each condition before data collec-
tion proper commenced. This took approximately 8 h. Some
of the subjects showed strong learning effects, in which case
their second threshold measurement in each condition was
regarded as an additional practice run and the experiment
proper started after that.

Absolute thresholds for each signal were measured after
the main experiment was completed, using the same three-

down one-up procedure as before. Four threshold estimates
were obtained for each signal and each subject.

3. Subjects

Six subjects participated in all conditions, two of whom
had substantial experience in other psychoacoustic experi-
ments. One of them was the first author, and one of them was
a musician. Their ages ranged from 18 to 41 years, and they
all had normal hearing at audiometric frequencies between
500 and 4000 Hz.

B. Results

Figure 4 shows the masking produced by each masker as
a function of masker level. Each panel shows results aver-
aged across the six subjects for one signal frequency. The
RPH tone~squares! and the noise~asterisks! produced simi-
lar amounts of masking, increasing at a steady rate from
about 5 to between 27 and 36 dB with increasing masker
level; the size of the increase depended on the signal fre-
quency. The two CPH maskers~upward and inverted tri-
angles! produced far less masking than the RPH tone or
noise. The amount of masking increased from about 3 to
between 14 and 23 dB with increasing masker level. The rate
of increase depended on signal frequency and masker level.
In summary, the CPH tones produced far less forward mask-
ing than the RPH tone or the noise, despite the fact that they
were clearly louder.

To assess the statistical significance of these effects, a
three-way ANOVA ~masker identity3signal frequency
3masker level! for repeated measures was conducted on the
amount of masking. The main effect of masker identity was
highly significant@F(3,15)5330.6,p,0.001#, as were the
main effects of signal frequency@F(4,20)57.2,p,0.001#
and of level@F(4,20)5280.4,p,0.001#. There was also a
significant interaction between masker identity and signal
frequency @F(12,60)53.4,p,0.05#, indicating that the
relative amount of masking produced by the different
maskers depended on the signal frequency. The interaction
between level and signal frequency was highly significant
@F(16,80)511.6,p,0.001#, indicating that the increase in
amount of masking with level depended on signal frequency.
Furthermore, the interaction between masker identity and
masker level was highly significant@F(12,60)581.6,p

FIG. 4. Forward masking results~experiment 2!, averaged across six subjects, as a function of masker level. The asterisks, squares, upward-pointing triangles,
and downward-pointing triangles indicate results for the noise, the RPH tone, the CPH tone with 0-ms offset in the period, and the CPH tone with 12-ms offset
in the period, respectively. The five panels show the results for the five different signal frequencies, as indicated in each panel.
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,0.001#, showing that the increase in amount of masking
with increasing level differed across maskers. Finally, the
three-way interaction was significant@F(48,240)52.9,p
50.001#.

Post hocpaired comparisons based on Fisher’s least sig-
nificant difference procedure were made across the different
masker conditions. As they showed no significant difference
between the RPH tone and noise masker, the data were av-
eraged across these two masker conditions for subsequent
analyses. Averaged across level and signal frequency, the
amount of masking produced by the CPH 0 masker~10.1 dB!
was slightly smaller than that produced by the CPH 12
masker~11.1 dB!. Thus, the time between the last envelope
peak in the masker’s waveform and the beginning of the
signal, being shorter for the CPH 12 condition, did have a
small but significant effect (p,0.001). The fact that the dif-
ference was very small is consistent with the idea that for-
ward masking depends upon the average effect of the masker
over a relatively long time interval. Since thresholds for the
CPH 0 and CPH 12 maskers were almost the same, the data
for these two conditions were averaged for subsequent analy-
ses.

To enable comparison of the masking effects across the
different signal frequencies, Fig. 5 shows the amount of
masking, averaged across RPH tone and noise maskers~as-
terisks!, and averaged across the two CPH tone maskers
~upward-pointing triangles! as a function of signal fre-
quency; each panel shows the data for one masker level.
Even for the lowest masker level of 30 dB SPL~left-most
panel!, the amount of masking produced by the RPH tone
and noise masker was higher than for the CPH tone maskers,
albeit only by about 2 dB. This difference was, however,
significant; a two-way ANOVA (masker identity
3signal frequency) for the masker level of 30 dB SPL
showed a highly significant main effect of masker identity
@F(1,5)5112.9, p,0.001#. The interaction between
masker identity and signal frequency was also significant
@F(4,20)56.1, p,0.01#. With increasing masker level
~from left to right panels! the difference in masking between
the RPH/noise masker and the CPH maskers increased mark-
edly. At the highest masker level of 85 dB SPL, the RPH and
noise masker produced about 32 dB of masking~averaged
across signal frequency!, while the CPH maskers produced

about 17.8 dB of masking. The effect of masker identity was
largest at 77 and 85 dB SPL for the signal frequencies of
1114 and 2806 Hz~the frequencies adjacent to the center
frequency!, amounting to 16–18 dB.

For the CPH masker, the masking pattern became more
bowl shaped with increasing masker level, i.e., at high levels
the amount of masking was greater for the outermost signal
frequencies than for the three mid-frequency signals. For the
RPH tone and the noise masker, it was a bent V-shaped pat-
tern, with a clear minimum at the center frequency and a
‘‘bump’’ at 2806 Hz. The increased masking at 2806 Hz may
be related to the peak in the response of the headphones
around 3000 Hz. This peak is reflected in the long-term ex-
citation pattern of the masker, as shown in Fig. 1~a! of
Gockelet al. ~2002a!. Perhaps this peak was enhanced by a
release from lateral suppression leading to increased forward
masking~Houtgast, 1974; Moore and Glasberg, 1983!. If this
is the case, it remains unclear why no ‘‘bump’’ occurred for
the CPH stimuli. See below for further discussion of the
effects of suppression.

To express the differences in amount of masking as dif-
ferences in effective level of the maskers~Houtgast, 1974;
Moore and Glasberg, 1983!, we estimated the increase in
level of the CPH masker necessary for it to produce the same
amount of masking as the RPH tone and noise masker, for
the four higher levels of the CPH masker. The estimates were
based on interpolation, using the short line segments con-
necting the data for adjacent masker levels, as in Fig. 4.
Figure 6 shows these increases plotted as a function of the
level of the CPH masker, with signal frequency as parameter.
The CPH masker had to have a level up to 35 dB above the
level of the RPH or noise masker to produce equal masking.
For all levels except the lowest, the necessary increase in
CPH masker level was greatest for the 2806-Hz signal fre-
quency. The second largest difference occurred for the
1114-Hz signal frequency. This is a consequence of the
V-shaped masking pattern for the RPH and noise maskers,
and the bowl-shaped masking pattern of the CPH maskers.
So, interestingly, the effectiveness of the CPH maskers was
reduced most relative to that of the RPH or noise maskers at
the two signal frequencies adjacent to the center frequency,
rather than at the center frequency.

FIG. 5. Mean amount of forward masking, plotted as a function of the frequency of the signal. The asterisks show results averaged for the RPH-tone and noise
maskers; the upward-pointing triangles show results averaged for the two CPH-tone maskers. The five panels show the results for the five different masker
levels, as indicated in each panel.
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C. Discussion

The results of the forward-masking experiment are con-
sistent with those of Carlyon and Datta~1997! indicating that
stimuli evoking waveforms with a large crest factor on the
BM ~S1 or CPH tones! are less effective forward maskers
than stimuli evoking waveforms with small crest factors~S2
or RPH tones and noise!. Carlyon and Datta explained this
effect in terms of fast-acting compression on the BM, which
would result in lower average excitation for waveforms with
large peak factors. However, it is remarkable that the differ-
ences in effective level of the CPH and RPH maskers could
be as much as 35 dB. It is difficult to conceive how such a
large effect could be explained in terms of BM compression
alone.

To see why this is so, consider a hypothetical example.
In what follows, for simplicity, we consider only the enve-
lopes of the hypothetical signals, but the arguments would be
similar if the waveforms were considered. Assume that a
signal has an envelope that is very peaky: the envelope con-
sists of low-amplitude portions (amplitude50.01 units) last-
ing 0.99 time units, and brief high-amplitude portions
(amplitude51 unit) lasting 0.01 time units. The rms value of
the envelope is 0.10049 units and the crest factor of the
envelope is 9.95. This signal is compared with a signal of
constant envelope amplitude and the same rms value. As-
sume that each of these two signals is passed through an
instantaneous compressor with a compression ratio of 3 over
the whole range of input amplitudes and which applies a gain
of unity ~0 dB! when the input envelope amplitude is one
unit. Following compression, the low-amplitude portions of
the first signal have an amplitude of 0.215, the peak ampli-
tude stays the same~unity!, and the rms value of the enve-
lope becomes 0.236. For the second signal, the~constant!
envelope amplitude is increased to 0.465. To equate the rms
output values of the two signals~allowing for the compres-
sion ratio of 3!, the input level of the peaky stimulus would
have to be increased by 17.7 dB. This is about one-half of the

largest difference in effective masker level inferred from the
forward masking data. The required change in input level
needed to equate the output levels of the two stimuli would
be somewhat larger if the compression ratio were higher. For
example, a compression ratio of 5 would lead to a required
change in input level of the peaky signal of 18.9 dB. We
conclude that it is unlikely that the differences in effective
level of our maskers inferred from the forward masking data
can be accounted for solely by the effects of fast-acting com-
pression on the BM.

It is possible that suppression has a strong influence on
the masking produced by broadband CPH maskers, as used
in the present experiments. When the masker evokes a highly
peaky waveform on the BM, and the peaks are approxi-
mately synchronous at the outputs of different auditory fil-
ters, the peaks at the outputs of filters tuned away from the
signal frequency may suppress peaks at the output of the
on-frequency filter, and this may reduce the forward masking
produced by the peaks. Also, if the masker dips are synchro-
nous across channels, then suppression will be weak during
the dips, as the strength of suppression depends partly on
overall level ~Javel, 1981; Sellicket al., 1982; Recio and
Rhode, 2000!. If suppression is at its strongest when the
masker itself is at its highest short-term level, and is weakest
when the masker is at its lowest short-term level, this could
produce a strong reduction of the effective level of a peaky
masker, and thus contribute to differences in effectiveness of
the CPH tones and RPH tones/noise as forward maskers.

Suppression within a broadband sound occurs both from
low frequencies towards higher ones and vice versa, al-
though the former effect occurs mainly for medium to high
overall levels~Houtgast, 1974; Javel, 1981; Ruggeroet al.,
1992!. Suppression will be strongest in a given frequency
region when there is suppression from both lower and higher
regions, i.e., when the frequency is well within the spectral
range of the sound. Towards the spectral edge of the sound,
there is effectively a release from suppression, which results
in enhancement of the edge~Houtgast, 1972, 1974!. This can
account for our finding that the amount of masking was more
for the signal frequencies towards the edge of the spectral
range of the maskers than for the signal frequencies well
within that spectral range.

IV. GENERAL DISCUSSION

At equal rms level, the CPH maskers clearly produced
less forward masking than the RPH or noise maskers, even
though the former were louder than the latter. Thus, the loud-
ness of the stimuli and their effectiveness as forward maskers
cannot be based on identical processes. It is generally as-
sumed that both the loudness of a sound and the effective-
ness of that sound as a forward masker are related to the
excitation evoked by the sound in the peripheral auditory
system. Our results suggest that one or both of these assump-
tions is incorrect.

The model based on neural activity patterns~NAPs!, in-
troduced in Sec. II D, was able to predict some aspects of the
loudness-matching data. To achieve this, we assumed that
loudness is based on the output of a smoothing process ap-
plied to the NAP. The smoothing was implemented using a

FIG. 6. Differences in effective level of the forward maskers. The difference
in level of the CPH maskers and the RPH/noise maskers at the point where
they produced an equal amount of forward masking is plotted as a function
of the level of the CPH maskers. The five curves correspond to the five
different signal frequencies, as indicated in the legend.
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sliding temporal integrator analogous to an automatic gain
control system, with a fast attack time and slower decay
time. Effectively, this system responds strongly to the peaks
in the NAP evoked by the CPH tone, thus increasing the
overall response to that tone relative to the response evoked
by the RPH tone or noise.

It is usually assumed that forward masking is related to
the excitation or neural activity evoked by the masker, aver-
aged or smoothed over a time interval of a few tens of mil-
liseconds~Zwicker, 1977; Carlyon and Datta, 1997; Zwicker
and Fastl, 1999!. In fact, forward masking is often modeled
using the concept of a sliding temporal integrator or window
~Mooreet al., 1988; Plack and Moore, 1990; Moore and Ox-
enham, 1998; Plack and Oxenham, 1998!. The temporal in-
tegrator in these models is asymmetric in time, but is usually
assumed to be linear. Such models can correctly predict that
CPH stimuli produce less forward masking than RPH or
noise stimuli, provided that they include a compressive non-
linearity prior to the temporal integrator. However, a linear
temporal integrator would not account for our loudness data.
To model these data, we had to assume a nonlinear smooth-
ing process, which behaves differently depending on whether
the momentary input is increasing or decreasing. This
mechanism emphasizes the peaks in the input~in our model
the peaks in the NAP!, and this leads to a greater output for
the CPH than for the RPH or noise stimuli.

V. SUMMARY AND CONCLUSIONS

In experiment 1, we obtained loudness matches between
complex tones with components added in cosine phase
~CPH! and random phase~RPH!, and between those complex
tones and noise. Two fundamental frequencies~F0s! were
used: 62.5 and 250 Hz. The stimuli were bandpass filtered so
that only unresolved harmonics were present for the tones.
For a given F0, excitation patterns calculated from the power
spectrum were essentially identical for all stimuli. The re-
sults showed the following.

~1! For a given overall level, the CPH tone was louder than
the RPH tone and the noise, and the RPH tone was
louder than the noise. At the point of equal loudness, the
level of the noise was greater than that of the CPH tone
by up to 7 dB.

~2! The effects were greatest for medium to high levels.
~3! The effects were only slightly reduced by the addition of

a background noise intended to mask combination tones.
~4! The effects were greater for F0562.5 Hz than for F0

5250 Hz.

The general pattern of the results could be accounted for
using a model based on simulated neural activity patterns
~NAPs!, using a temporal smoothing mechanism resembling
the operation of an automatic gain control system with a fast
attack time and slow decay time. However, the model failed
to predict the observed difference in loudness of the RPH-
tone and noise for F0562.5 Hz.

Experiment 2 compared the effectiveness of the same
sounds (F0562.5 Hz only! as forward maskers, using sev-

eral signal frequencies within the spectral range of the
maskers. The results showed the following.

~1! The noise and RPH tone produced similar amounts of
forward masking and both produced more masking than
the CPH tone.

~2! The results were only slightly affected by the time dur-
ing the period of the CPH masker when that masker was
turned off.

~3! The rate of growth of forward masking was markedly
greater for the noise and RPH tone than for the CPH
tone.

~4! For high masker levels, the amount of masking was
greater for signal frequencies close to the spectral edges
of the masker than for signal frequencies well within the
spectral range of the masker.

~5! For high masker levels, the CPH masker needed to have
a level as much as 35 dB above that of the RPH or noise
maskers to produce equal amounts of masking.

Taken together, the results of the two experiments indi-
cate that, for a given overall level, peaky sounds~CPH tones!
are louder and produce less forward masking than less peaky
sounds~RPH tones or noise!. Thus, it cannot be the case that
loudness and forward masking are determined by the same
peripheral processes, such as the level of excitation or neural
activity. We suggest that the representation of these sounds in
the auditory system may be affected by at least two pro-
cesses: fast-acting cochlear compression and suppression.

ACKNOWLEDGMENTS

This work was supported by the MRC~Grant No.
G9900362!. We thank Brian Glasberg for calculating the pre-
dictions of the Glasberg and Moore loudness model for our
stimuli. We also thank Marjorie Leek, Rhona Hellman, and
an anonymous reviewer for helpful comments on an earlier
version of this paper.

1The AMS/DSAM software is available over the Internet at http://
www.essex.ac.uk/psychology/hearinglab/dsam/index.htm

Bauch, H.~1956!. ‘‘Die Bedeutung der Frequenzgruppe fu¨r die Lautheit von
Klängen,’’ Acustica6, 40–45.

Buunen, T. J. F., Festen, J. M., Bilsen, F. A., and van den Brink, G.~1974!.
‘‘Phase effects in a three-component signal,’’ J. Acoust. Soc. Am.55,
297–303.

Carlyon, R. P., and Datta, A. J.~1997!. ‘‘Excitation produced by Schroeder-
phase complexes: Evidence for fast-acting compression in the auditory
system,’’ J. Acoust. Soc. Am.101, 3636–3647.

Chalupper, J., and Fastl, H.~2002!. ‘‘Dynamic loudness model~DLM ! for
normal and hearing-impaired listeners,’’ Acust. Acta Acust.88, 378–386.

de Boer, E.~1976!. ‘‘On the ‘residue’ and auditory pitch perception,’’ in
Handbook of Sensory Physiology, Vol. 3, edited by W. D. Keidel and W. D.
Neff ~Springer, Berlin!.

Fastl, H.~1975!. ‘‘Loudness and masking patterns of narrow noise bands,’’
Acustica33, 266–271.

Fastl, H.~1977!. ‘‘Loudness of running speech,’’ J. Audiol. Tech.16, 2–13.
Fastl, H. ~1993!. ‘‘Loudness evaluation by subjects and by a loudness

meter,’’ in Sensory Research-Multimodal Perspectives, edited by R. T.
Verrillo ~Erlbaum, Hillsdale, NJ!.

Fletcher, H., and Munson, W. A.~1933!. ‘‘Loudness, its definition, measure-
ment and calculation,’’ J. Acoust. Soc. Am.5, 82–108.

Florentine, M., Buus, S., and Poulsen, T.~1996!. ‘‘Temporal integration of
loudness as a function of level,’’ J. Acoust. Soc. Am.99, 1633–1644.

989J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Gockel et al.: Loudness and forward masking



Glasberg, B. R., and Moore, B. C. J.~1990!. ‘‘Derivation of auditory filter
shapes from notched-noise data,’’ Hear. Res.47, 103–138.

Glasberg, B. R., and Moore, B. C. J.~2002!. ‘‘A model of loudness appli-
cable to time-varying sounds,’’ J. Audio Eng. Soc.50, 331–342.

Gockel, H., Moore, B. C. J., and Patterson, R. D.~2002a!. ‘‘Asymmetry of
masking between complex tones and noise: The role of temporal structure
and peripheral compression,’’ J. Acoust. Soc. Am.111, 2759–2770.

Gockel, H., Moore, B. C. J., and Patterson, R. D.~2002b!. ‘‘Influence of
component phase on the loudness of complex tones,’’ Acust. Acta Acust.
88, 369–377.

Goldstein, J. L.~1967!. ‘‘Auditory nonlinearity,’’ J. Acoust. Soc. Am.41,
676–689.

Greenwood, D. D.~1971!. ‘‘Aural combination tones and auditory mask-
ing,’’ J. Acoust. Soc. Am.50, 502–543.

Greenwood, D. D.~1990!. ‘‘A cochlear frequency-position function for sev-
eral species—29 years later,’’ J. Acoust. Soc. Am.87, 2592–2605.

Grimm, G., Hohmann, V., and Verhey, J. L.~2002!. ‘‘Loudness of fluctuat-
ing sounds,’’ Acust. Acta Acust.88, 359–368.

Hellman, R. P.~1985!. ‘‘Perceived magnitude of two-tone-noise complexes:
Loudness, annoyance, and noisiness,’’ J. Acoust. Soc. Am.77, 1497–1504.

Houtgast, T.~1972!. ‘‘Psychophysical evidence for lateral inhibition in hear-
ing,’’ J. Acoust. Soc. Am.51, 1885–1894.

Houtgast, T.~1974!. ‘‘Lateral suppression in hearing,’’ Ph.D. thesis, Free
University of Amsterdam.

Howell, D. C. ~1997!. Statistical Methods for Psychology~Duxbury, Bel-
mont, CA!.

Howes, W. L. ~1979!. Overall Loudness of Steady Sounds According to
Theory and Experiment~National Aeronautics and Space Administration,
Washington, DC!.

Javel, E.~1981!. ‘‘Suppression of auditory nerve responses: I. Temporal
analysis, intensity effects and suppression contours,’’ J. Acoust. Soc. Am.
69, 1735–1745.

Levitt, H. ~1971!. ‘‘Transformed up-down methods in psychoacoustics,’’ J.
Acoust. Soc. Am.49, 467–477.

Lopez-Poveda, E. A., and Meddis, R.~2001!. ‘‘A human nonlinear cochlear
filterbank,’’ J. Acoust. Soc. Am.110, 3107–3118.

Lundeen, C., and Small, A. M.~1984!. ‘‘The influence of temporal cues on
the strength of periodicity pitches,’’ J. Acoust. Soc. Am.75, 1578–1587.

Moore, B. C. J.~1997!. An Introduction to the Psychology of Hearing, 4th
ed. ~Academic, San Diego!.

Moore, B. C. J., and Glasberg, B. R.~1983!. ‘‘Masking patterns of synthetic
vowels in simultaneous and forward masking,’’ J. Acoust. Soc. Am.73,
906–917.

Moore, B. C. J., and Oxenham, A. J.~1998!. ‘‘Psychoacoustic consequences
of compression in the peripheral auditory system,’’ Psychol. Rev.105,
108–124.

Moore, B. C. J., Glasberg, B. R., and Baer, T.~1997!. ‘‘A model for the
prediction of thresholds, loudness and partial loudness,’’ J. Audio Eng.
Soc.45, 224–240.

Moore, B. C. J., Glasberg, B. R., Plack, C. J., and Biswas, A. K.~1988!.
‘‘The shape of the ear’s temporal window,’’ J. Acoust. Soc. Am.83, 1102–
1116.

Moore, B. C. J., Launer, S., Vickers, D., and Baer, T.~1998!. ‘‘Loudness of
modulated sounds as a function of modulation rate, modulation depth,
modulation waveform and overall level,’’ inPsychophysical and Physi-
ological Advances in Hearing, edited by A. R. Palmer, A. Rees, A. Q.
Summerfield, and R. Meddis~Whurr, London!.

Moore, B. C. J., Vickers, D. A., Baer, T., and Launer, S.~1999!. ‘‘Factors
affecting the loudness of modulated sounds,’’ J. Acoust. Soc. Am.105,
2757–2772.

Patterson, R. D.~1987!. ‘‘A pulse ribbon model of monaural phase percep-
tion,’’ J. Acoust. Soc. Am.82, 1560–1586.

Plack, C. J., and Moore, B. C. J.~1990!. ‘‘Temporal window shape as a
function of frequency and level,’’ J. Acoust. Soc. Am.87, 2178–2187.

Plack, C. J., and Oxenham, A. J.~1998!. ‘‘Basilar-membrane nonlinearity
and the growth of forward masking,’’ J. Acoust. Soc. Am.103, 1598–
1608.

Pressnitzer, D., and Patterson, R. D.~2001!. ‘‘Distortion products and the
pitch of harmonic complex tones,’’ inPhysiological and Psychophysical
Bases of Auditory Function, edited by D. J. Breebaart, A. J. M. Houtsma,
A. Kohlrausch, V. F. Prijs, and R. Schoonhoven~Shaker, Maastricht!.

Recio, A., and Rhode, W. S.~2000!. ‘‘Basilar membrane responses to broad-
band stimuli,’’ J. Acoust. Soc. Am.108, 2281–2298.

Recio, A., Rich, N. C., Narayan, S. S., and Ruggero, M. A.~1998!. ‘‘Basilar-
membrane responses to clicks at the base of the chinchilla cochlea,’’ J.
Acoust. Soc. Am.103, 1972–1989.

Relkin, E. M., and Doucet, J. R.~1997!. ‘‘Is loudness simply proportional to
the auditory nerve spike count?’’ J. Acoust. Soc. Am.191, 2735–2740.

Ritsma, R. J.~1962!. ‘‘Existence region of the tonal residue. I,’’ J. Acoust.
Soc. Am.34, 1224–1229.

Roberts, B., Glasberg, B. R., and Moore, B. C. J.~2002!. ‘‘Primitive stream
segregation of tone sequences without differences in fundamental fre-
quency or passband,’’ J. Acoust. Soc. Am.112, 2074–2085.

Robles, L., Ruggero, M. A., and Rich, N. C.~1986!. ‘‘Basilar membrane
mechanics at the base of the chinchilla cochlea. I. Input-output functions,
tuning curves, and response phases,’’ J. Acoust. Soc. Am.80, 1364–1374.

Ruggero, M. A.~1992!. ‘‘Responses to sound of the basilar membrane of the
mammalian cochlea,’’ Curr. Opin. Neurobiol.2, 449–456.

Ruggero, M. A., Robles, L., Rich, N. C., and Recio, A.~1992!. ‘‘Basilar
membrane responses to two-tone and broadband stimuli,’’ Philos. Trans.
R. Soc. Lond. B336, 307–315.

Ruggero, M. A., Rich, N. C., Recio, A., Narayan, S. S., and Robles, L.
~1997!. ‘‘Basilar-membrane responses to tones at the base of the chinchilla
cochlea,’’ J. Acoust. Soc. Am.101, 2151–2163.

Scharf, B. ~1978!. ‘‘Loudness,’’ in Handbook of Perception, Volume IV.
Hearing, edited by E. C. Carterette and M. P. Friedman~Academic, New
York!.

Schouten, J. F.~1940!. ‘‘The residue and the mechanism of hearing,’’ Proc.
Kon. Akad. Wetenschap43, 991–999.

Schouten, J. F.~1970!. ‘‘The residue revisited,’’ inFrequency Analysis and
Periodicity Detection in Hearing, edited by R. Plomp and G. F. Smooren-
burg ~Sijthoff, Leiden, The Netherlands!.

Sellick, P. M., Patuzzi, R., and Johnstone, B. M.~1982!. ‘‘Measurement of
basilar membrane motion in the guinea pig using the Mo¨ssbauer tech-
nique,’’ J. Acoust. Soc. Am.72, 131–141.

Stevens, S. S.~1956!. ‘‘Calculation of the loudness of complex noise,’’ J.
Acoust. Soc. Am.28, 807–832.

Stevens, S. S.~1972!. ‘‘Perceived level of noise by Mark VII and decibels
~E!,’’ J. Acoust. Soc. Am.51, 575–601.

Stevens, S. S., and Greenbaum, H. B.~1966!. ‘‘Regression effect in psycho-
physical judgment,’’ Percept. Psychophys.1, 439–446.

Stevens, S. S., and Guirao, M.~1967!. ‘‘Loudness functions under inhibi-
tion,’’ Percept. Psychophys.2, 459–465.

Sumner, C. J., Lopez-Poveda, E. A., O’Mard, L. P., and Meddis, R.~2002!.
‘‘A revised model of the inner-hair cell and auditory-nerve complex,’’ J.
Acoust. Soc. Am.111, 2178–2188.

Terhardt, E.~1974!. ‘‘On the perception of periodic sound fluctuations
~roughness!,’’ Acustica 30, 201–213.

Warren, R. M., and Bashford, Jr., J. A.~1981!. ‘‘Perception of acoustic
iterance: pitch and infrapitch,’’ Percept. Psychophys.29, 395–402.

Zhang, C., and Zeng, F.-G.~1997!. ‘‘Loudness of dynamic stimuli in acous-
tic and electric hearing,’’ J. Acoust. Soc. Am.102, 2925–2934.
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This work extends the study of adaptation to amplitude modulation~AM ! to the perception of highly
detectable modulation. A fixed-level matching procedure was used to find perceptually equivalent
modulation depths for 16-Hz modulation imposed on a 1-kHz standard and a 4-kHz comparison.
The modulation depths in the two stimuli were compared before and after a 10-min exposure to a
1-kHz tone~adaptor! 100% modulated in amplitude at different rates. For modulation depths of
63% (20 logm524) and smaller, the perceived modulation depth was reduced after exposure to the
adaptor that was modulated at the same rate as the standard. The size of this reduction expressed as
a difference between the post- and pre-exposure AM depths was similar to the increase in
AM-detection threshold observed after adaptation. Postexposure suprathreshold modulation depth
was not appreciably reduced when the modulation depth of the standard was large~approached
100%!. A much smaller or no reduction in the perceived modulation depth was also observed when
the modulation rates of the adaptor and the standard tone were different. The tuning of the observed
effect of the adaptor appears to be much sharper than the tuning shown by modulation-masking
results. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1593067#

PACS numbers: 43.66.Ed, 43.66.Mk@MRL#

I. INTRODUCTION

Dynamic changes in amplitude and frequency are impor-
tant features used in perception of speech, music, and other
sounds. For this reason, numerous studies have investigated
mechanisms that might be involved in the processing of
these dynamic changes. In particular, it has been suggested
that there exist channels that specialize in the processing of
specific features of sound. Evidence for existence of the
‘‘feature channels’’ is from experiments showing that pro-
longed exposure to a specific feature of sound, such as am-
plitude or frequency modulation, decreases sensitivity to that
feature but does not influence sensitivity to other features or
affects them to a much lesser extent. The observed decrease
in sensitivity is presumed to reflect a decrease in response
due to selective adaptation of neural channels tuned to a
specific feature~Kay and Matthews, 1972; Regan and Tans-
ley, 1979; Gardner and Wilson, 1979; Tansley and Suffield,
1983!.

Later studies have cast doubt on such interpretation of
the results obtained from experiments that were presumed to
show the effects of adaptation. Wakefield and Viemeister
~1984! measured psychometric functions for detection of FM
upsweeps before and after exposure to adapting upsweeps.
They found that threshold elevation observed after the expo-
sure ~expressed in terms of percent of the pre-exposure
threshold frequency sweep! corresponds to a relatively small
change in performance, and that this change could be ex-
plained in terms of nonsensory factors such as the use of an
‘‘inappropriate’’ reference for the detection of the signal.

Moody et al. ~1984! observed strong training effects in the
detection of FM upsweeps. They found that elevated thresh-
olds observed after long exposure decreased more rapidly
with the amount of training than pre-exposure thresholds.
After a sufficient number of experimental blocks no differ-
ence between pre- and postexposure thresholds was ob-
served. Thus, the effect that was interpreted as selective ad-
aptation and was taken as a strong support for the existence
of a sensory channel sensitive to frequency sweeps, disap-
peared with training. In the study of Regan and Tansley
~1979!, which used tones modulated sinusoidally in ampli-
tude and frequency, each subject completed as many as 90
sessions but no strong training effects that would eliminate
the difference between pre- and postexposure thresholds
were mentioned.

Support for the notion that channels specializing in the
processing of AM may exist in the auditory system was pro-
vided by studies that recorded neural responses to stimuli
with fluctuating envelopes. Langner and Schreiner~1988!
found a map of best modulation frequencies in the inferior
colliculus of the cat that resembled the tonotopic map of
responses to auditory frequencies at different stages of audi-
tory processing. Consistent with the tuning in the
modulation-frequency domain, it was found that modulation-
masking patterns measured psychophysically show a clear
peak around the modulation frequency of the masker~Bacon
and Grantham, 1989; Houtgast, 1989!. These masking results
inspired development of models that use a bank of modula-
tion filters to process envelope fluctuations~Dauet al., 1996;
Ewert and Dau, 2000!. Existence of modulation channels
that selectively process different modulation rates implies
that if these channels adapt as a result of prolonged stimula-
tion, the observed adaptation should be modulation-rate spe-
cific, i.e., an adapting sound modulated at a given rate would
affect sensitivity to similar rates but not to rates remote from

a!A portion of this work was presented at the 22nd ARO meeting@M. Wojtc-
zak and N. F. Viemeister~1999!, ‘‘Adaptation produced by amplitude
modulation,’’ p. 59#.

b!Electronic mail: wojtc001@umn.edu
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the adapting rate. We are not aware of any study that system-
atically examined the effect of the adaptor as a function of
the difference between the adapting and test modulation rate.

Richards et al. ~1997! used two different modulation
rates for the adapting tone, and found that when the adaptor
and the test tone were modulated at the same rate, threshold
for detecting AM was elevated by about 7.5 dB (20 logm). In
contrast, only about 1-dB elevation was observed when the
adapting modulation rate~56 Hz! differed substantially from
the test rate~16 Hz!. Thus, the effect of the modulated adap-
tor appears to be modulation-rate specific. Richardset al.
also measured pre- and postadaptation AM detection for dif-
ferent frequency separations between the adapting carrier
and the test carrier, both modulated at the same rate. For a
carrier frequency of 1500 Hz of the adapting tone, no effect
of adaptation was observed for test tones with carrier fre-
quencies two octaves below and one octave above the fre-
quency of the adaptor. This suggests that AM detection
threshold is elevated by an adapting sound when the carrier
frequency and the modulation rate of the adaptor are similar
to those of the test tone.

All experiments aimed at investigating the effects of ad-
aptation to modulation have measured differences between
pre- and postexposure thresholds for the detection of modu-
lation. Detection threshold is a measure of sensitivity, and as
such it provides information about the limits of the auditory
processing. More directly related to the daily tasks that the
auditory system performs is information about how pro-
longed exposure to modulated stimuli affects perception of
well-detectable~suprathreshold! modulations. The present
study used a subjective matching procedure to investigate
this issue. In experiment 1, the adapting stimulus and the test
stimulus had the same carrier frequencies and modulation
rates and thus, presumably, they were processed by the same
‘‘feature channel.’’ The comparison had a carrier frequency
two octaves higher than the adapting tone and a modulation
rate identical to the modulation rate of the adaptor. Because
of the large separation between the carrier frequencies, the
frequency channel processing the comparison was unaffected
by the adapting stimulus, as was shown by Richardset al.
and confirmed in our experiment 1. Thus, it was reasoned
that if the adaptor has an effect on the perceived modulation
depth in the test tone, changes in the subjectively equivalent
modulation depth of the comparison would be observed. In
experiment 2, different modulation rates of the adapting
stimulus were used to examine whether the effect of the
adaptor is modulation-rate specific.

II. EXPERIMENT 1: THE EFFECT OF THE SAME-RATE
ADAPTING AM

A. Stimuli and procedure

A fixed-level modulation-matching procedure was used
to study the effect of prolonged exposure to AM. Listeners
were asked to compare modulation depths between a 1-kHz
AM standard and a 4-kHz AM comparison, both presented
for 500 ms at 60-dB SPL and both modulated at a rate of 16
Hz. The adapting stimulus was a 60-dB 1-kHz tone, 100%
modulated in amplitude by a 16-Hz sinusoid. The adaptor

was played for 10 min before the testing began. A warning
signal was displayed on a computer screen 30 s before the
first trial was presented.

Three modulation depths of the 1-kHz standard and
eight modulation depths of the 4-kHz comparison were used
within a block. The standard modulation depths were24,
26, and28 dB (20 logm) in one set of blocks, and 0,21,
and22 dB in another. For the three smaller standard modu-
lation depths, the comparison modulation depths were se-
lected so that they bracketed the point of subjective equality
~PSE! estimated for each subject during pilot testing. Blocks
with the three larger modulation depths used comparison
modulation depths from214 through 0 dB in steps of 2 dB
because this range covered the PSE estimates observed in
pilot runs for all subjects. On each trial, one standard and one
comparison modulation depth were drawn randomly for pre-
sentation. The order in which the 1-kHz standard and the
4-kHz comparison were presented within a trial was also
random. The listener made a judgment as to whether the first
or the second interval contained stronger fluctuations.1 Be-
cause the task was subjective in nature, no feedback indicat-
ing the correct response was provided. The schematic illus-
tration of the experimental procedure in the adapting
condition is presented in Fig. 1. After each trial, the adapting
sound was reintroduced for 1 s, and after the first 25 trials,
testing was interrupted and the adapting stimulus was played
for 30 s to reinforce possible adaptation to modulation. Each
block consisted of 50 trials. Each subject completed 25
blocks that were used to estimate the PSE.

The same fixed-level matching procedure was used to
find the pre-exposure PSEs for amplitude modulation im-
posed on the 1- and 4-kHz carriers. Prolonged exposure to
the unmodulated adaptor was not used because other studies
have demonstrated that silence is an equivalent reference for
the adaptation condition, since the unmodulated tone has no
effect on AM detection~Regan and Tansley, 1979; Tansley
and Suffield, 1983!, and using such a tone would unneces-
sarily extend the duration of the experiment.

To compare the effect of the adapting stimulus on the
perceived suprathreshold AM with its effect on modulation
detection, pre- and postexposure AM detection thresholds

FIG. 1. Schematic illustration of the experimental procedure used with the
adapting stimulus.
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were measured using an adaptive 2-down, 1-up, three-
interval forced-choice~3IFC! procedure. In this task, a visual
feedback indicating the correct response was provided. The
adaptor and the standard tone were the same as in the match-
ing task, except that the modulation depth of the standard
was varied adaptively to obtain threshold. The step sizes
used in the adaptive procedure were 4 dB for the first four
reversals and 2 dB for the remaining eight reversals. AM-
detection threshold from a single run was computed based on
the last eight reversals. The final threshold estimate was ob-
tained by averaging thresholds from three separate runs. Pre-
and postexposure AM-detection thresholds were also mea-
sured with the 4-kHz test tone. This was done to assess
whether the 1-kHz AM adaptor affects the processing of AM
in the frequency channel tuned to 4 kHz.

The stimuli were generated digitally with a sampling
rate of 44.1 kHz on a NeXT computer equipped with a 16-bit
D/A converter. They were attenuated to the desired level and
directed to a Sony MDR-V6 earphone for monaural presen-
tation.

B. Subjects

Four listeners participated in the study. Their hearing
thresholds were normal as determined by comparing the
thresholds measured at octave frequencies between 250 and
8000 Hz to the lab norms. Not all listeners were run in every
condition. Three listeners were compensated for their ser-
vices. One listener~S1! was the first author.

C. Results

Pre- and postexposure thresholds for detecting AM con-
firmed the finding by Richardset al. ~1997! that the adapting
modulated tone increases thresholds by about 8 dB for the
standard with a carrier frequency identical to that of the
adaptor~1 kHz!, but does not affect sensitivity to AM mea-
sured for the standard with a carrier frequency two octaves
above~4 kHz! that of the adaptor.

For suprathreshold AM, PSEs were estimated from func-
tions which showed the proportion of responses, for which
the comparison was judged more modulated than the stan-
dard, plotted for each of the eight comparison depths used in
a given set of blocks. Because three standard modulation
depths were used within each block, three functions were
obtained, one for each modulation depth of the standard.

Figure 2 shows an example of pre-~left panel! and pos-
texposure results~right panel! for one listener. Data for each
standard modulation depth were separately fitted with a sig-
moidal function and the PSE was estimated based on this fit

P~mc.mst!5
1

11S mc

mc~0.5!
D a , ~1!

whereP is the predicted proportion of responses where the
modulation depth of the comparison (mc) sounded like a
larger modulation depth than that of the standard (mst). The
parametersmc(0.5) and a were varied until the sum of
squared deviations between the predictedP values and the

data was minimum.2 The value ofmc(0.5) that produced the
best fit was taken as the PSE between the standard and the
comparison modulation depths. This value represented the
predicted modulation depth of the comparison that would be
evaluated by the listener as greater than the modulation depth
of the standard on 50% of trials.

The pre-exposure PSEs fall very close to the standard
modulation depths,24, 26, and28 dB ~left panel in Fig. 2!.
This result implies that the same physical modulation depth
imposed on a 1-kHz carrier and a 4-kHz carrier produces a
similar percept of the depth of fluctuations. Other listeners
showed very similar results that indicated no dependence of
the perceived modulation depth on the carrier frequency, at
least for the carrier frequencies of 1 and 4 kHz tested within
this study. Paired t-tests performed separately for each stan-
dard modulation depth on the data from all the listeners show
no significant difference (p,0.01) between the perceived
modulation depths in the 1- and 4-kHz carriers prior to ad-
aptation.

The three functions in Fig. 2 are shifted relative to one
another with the leftmost function representing results for the
smallest standard modulation depth and the rightmost func-
tion representing results for the largest standard modulation
depth. This suggests that the listener actually used the stan-
dard to make judgments about the fluctuation depth in the
comparison.

The right panel of Fig. 2 shows data obtained after the
listener has been exposed to an adapting AM tone. All three
functions are shifted toward smaller modulation depths, sug-
gesting that the adapting sound had an effect of reducing the
perceived fluctuations. For each of the three standard modu-
lation depths, the PSE was smaller than the standard modu-
lation depth. Paired t-tests performed separately for each
standard modulation depth using data from all subjects re-
vealed a significant effect due to the exposure to the adapting
stimulus~obtained t-values corresponded top.0.01).

Similar analysis was performed on the results obtained
from the set of blocks that used the standard modulation
depths of 0,21, and22 dB. In this case, all three listeners
who performed the task showed a very small shift in the
perceived modulation toward smaller depths, indicating very
little or no reduction of the perceived depth of fluctuations

FIG. 2. The ordinate is the proportion of times the listener chose the com-
parison modulation depth, plotted on the abscissa, as larger than the standard
modulation depth. Different symbols show data for different standard modu-
lation depths. The left panel shows pre-exposure matching results; the right
panel shows results obtained after exposure to a 10-min 1-kHz tone that was
100% modulated at a rate of 16 Hz.
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after the 10-min exposure to the 100% modulated tone.
Paired t-tests showed that for these standard modulation
depths the effect of the adaptor was not significant (p
,0.01).

Since before adaptation, no significant difference was
found between the standard modulation depth in the 1-kHz
carrier and the perceptually equivalent modulation depth in
the 4-kHz carrier, the pre-exposure functions obtained from
the modulation-matching procedure could be used to esti-
mate modulation-depth discrimination thresholds. These
thresholds were computed by solving Eq.~1! for the modu-
lation depth of the comparison (mc) and assumingP(mc

.mst)50.707 for the standard modulation depths of24,
26, and28 dB, andP(mc.mst)50.293 for the standard
modulation depths of 0,21, and22 dB. Thus, for the three
lower modulation depths, depth discrimination was estimated
for an increment in the modulation depth, while for the large
modulation depths, depth discrimination thresholds were es-
timated for a decrement in modulation depth. Figure 3 shows
modulation-depth discrimination thresholds estimated from
the preadaptation matching functions~diamonds! presented
along with published modulation-depth discrimination
thresholds for increments and decrements in modulation
depth ~von Fleischer, 1980; Ozimek and Sek, 1988; Wake-
field and Viemeister, 1990!, for a range of the standard
modulation depths relevant to the present data. The thresh-
olds for modulation-depth discrimination estimated from the
subjective AM matching procedure fall very close to the
thresholds measured directly in the objective modulation-
depth discrimination tasks. This supports the validity of the
subjective procedure and also provides further support for
the inference that prior to adaptation, equal physical modu-
lation depths in the 1-kHz and 4-kHz carriers are perceptu-
ally equivalent.

Comparison of the pre- and postexposure PSEs allows
for estimation of the attenuation in the perceived~output!
modulation depth. This can be evaluated indirectly by com-
puting the reduction in terms of the physical~input! modu-
lation depth. For each subject and every standard modulation
depth, a difference between the PSE obtained before the ex-
posure to the adapting stimulus and the PSE obtained after
the 10-min exposure was computed to represent the reduc-
tion in perceived modulation depth. Attenuations averaged
across listeners, plotted as a function of the modulation depth
of the standard are shown in Fig. 4.

For standard modulation depths of24 dB and smaller,
an average reduction between 7 to 9 dB was observed. There
was a tendency for the attenuation to decrease with increas-
ing standard modulation depth. A shift in AM detection
threshold, shown by the unconnected point on the left, also
falls within that range, i.e., after a 10-min exposure to the
adapting modulated tone, the modulation depth at AM-
detection threshold was 8 dB higher than the modulation
depth measured pre-exposure. As the modulation depth of
the standard approaches the modulation depth of the adapt-
ing stimulus~0 dB!, the reduction in the perceived modula-
tion depth becomes statistically insignificant. For standard
modulation depths of 0,21, and22 dB the computed at-
tenuation is only around 2 dB, with a slight tendency to
decrease with increasing modulation depth.

For the three lower modulation depths of the standard,
the postexposure PSEs were computed for each individual
listener based on separate successive sets of five blocks~the
results are not shown here!. This was done to make sure that
no major shifts in the obtained PSEs occurred with increas-
ing amount of training. No systematic shifts of the PSE to-
ward the modulation depth equal to that of the standard were
observed for any of the subjects and any of the three standard
modulation depths. In fact, the PSEs exhibited a high degree
of stability across all sets of blocks.

FIG. 3. Modulation-depth discrimination thresholds estimated from the
curves fitted to pre-exposure AM matching data~diamonds!. The estimated
thresholds for the modulation depth of 0,21, and22 dB correspond to
detecting a decrement, whereas the thresholds for24, 26, and 28 dB,
correspond to detecting an increment in modulation depth. For comparison,
data from objective modulation-depth discrimination tasks are plotted: open
squares~von Fleischer, 1980!, open triangles~Ozimek and Sek, 1988!, and
filled circles ~Wakefield and Viemeister, 1990!. ~From Fig. 5 in Wakefield
and Viemeister.!

FIG. 4. Attenuation of the perceived modulation depth computed from the
difference between the pre- and postexposure PSE, averaged across listen-
ers. The leftmost unconnected point shows the difference between pre- and
postadaptation AM detection thresholds. The vertical bars show6 one stan-
dard deviation from the mean.
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III. EXPERIMENT 2: TUNING IN SUPRATHRESHOLD
EFFECTS OF ADAPTATION

A. Method

In this experiment, three different modulation rates~8,
12, and 20 Hz! of the adaptor whose carrier frequency was 1
kHz were used to examine rate specificity of the effects ob-
served in experiment 1. The 1-kHz standard and the 4-kHz
comparison were modulated at 16 Hz. Only the three lower
modulation depths of the standard~24, 26, and28 dB!, for
which the effect of the adaptor was significant, were used to
study tuning. The method, the equipment, and the subjects
used were the same as in experiment 1.

B. Results

Figure 5 shows differences between the pre- and postex-
posure PSEs plotted as a function of the modulation rate of
the adapting tone, for each individual listener. These differ-
ences, representing the magnitude of adaptation, are the larg-
est when the modulation rate of the adapting tone is the same
as that of the standard. When the adapting modulation rate
differs from the rate of modulation in the standard, prolonged
exposure to the adaptor produces a smaller reduction of the
perceived standard modulation depth.

As shown by all these individual data, even a difference
in modulation rate between the adaptor and the standard as
small as 4 Hz causes a substantial reduction in the effect of
the adaptor. The ‘‘tuning’’ of the effect of the adapting tone
appears symmetrical around the modulation rate of the stan-
dard. For the adapting rate of 8 Hz, no consistent effect of
the adapting stimulus is observed. As will be discussed later,
the lower right panel also shows the transfer characteristic of
a modulation filter centered on 16 Hz, with a Q-value of 2
~cross-hair symbols!.

IV. DISCUSSION

This study examined whether adaptation, a phenomenon
that has been observed for threshold modulation depths, is
general, i.e., whether it is also present in the processing of
well-detectable fluctuations. Large fluctuations are important
in everyday listening and thus, studying mechanisms that
affect their perception is crucial for characterizing the enve-
lope processing in the auditory system. The experiments per-
formed within this study used a 10-min adapting modulated
stimulus. While in everyday listening we may not be exposed
to a constant-rate modulations continuously over such a long
period of time, previous studies have shown that adaptation
asymptotes after about 10 min of exposure. Thus, the mag-
nitude of adaptation reported in this study should be the
maximum adaptation produced by AM tonal stimuli.

The results indicate that the magnitude of adaptation
produced by a 100% AM adaptor depends on the modulation
depth of the standard. This indicates that the effect of the
adaptor is not equivalent to a simple, fixed attenuation of the
envelope fluctuations of the standard: As the modulation
depth of the standard approaches that of the adaptor, the
amount of attenuation of the modulation becomes negligible
~Fig. 4!. One explanation is that the attenuation is, in fact,
fixed, but that because of threshold/floor effects the per-
ceived modulation of the standard is not appreciably affected
at large modulation depths of the standard. More specifically,
if the effect of the adaptor is primarily to reduce the effective
depth of the envelope minima, then for large modulation
depths these minima may be below threshold, either from
forward masking by the envelope maxima or the absolute
detection threshold for the minima. Thus, an increase in the
‘‘internal’’ minima produced by adaptation may have a neg-
ligible effect on perceived modulation depth at large modu-
lation depths because the elevated minima are obscured by
threshold/floor effects. This conjecture relies upon a differ-
ential effect of adaptation on envelope minima and maxima.
How such a differential effect might occur is unclear.

Another explanation is in terms of ‘‘intensity’’-
dependent adaptation. If the attenuation of the perceived
modulation depth is due to adaptation, it is possible that the
amount of adaptation would decrease as the intensity of the
adapted stimulus approaches the intensity of the adaptor.~In-
tensity is meant here as the magnitude of the parameter that
is subjected to adaptation.!

The crucial issue is whether or not the reduction of the
perceived modulation depth after prolonged exposure to a
modulated tone with a similar carrier frequency and modu-
lation rate is indeed a result of fatigue~adaptation! of neural
channels that specialize in the processing of this modulation.
As mentioned in the Introduction, Wakefield and Viemeister
~1984! suggested that increased thresholds for detection of
frequency sweeps might result from the use of an improper
reference after exposure to a highly detectable adapting fre-
quency sweep. Their conclusion was based on the observa-
tion that the increase in threshold corresponded to a change
in performance from 75% to only 65%. In the present study,
psychometric functions for AM detection were not measured.
However, it has been shown that for AM detection,d8
5k m2 ~Moore and Sek, 1992; Edwards and Viemeister,

FIG. 5. Attenuation of the perceived modulation depth, estimated from the
difference between the pre- and postexposure PSE, plotted as a function of
the modulation rate of the adapting stimulus. The modulation rate of the
standard was 16 Hz. Each panel shows results for a different subject. Dif-
ferent symbols and types of connecting lines correspond to different modu-
lation depths of the standard. The cross-hair symbols connected by the gray
solid line ~bottom right panel! represent the transfer characteristic of a
16-Hz modulation filter with a Q-value of 2. The rightmosty axis shows the
attenuation by the modulation filter.
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1994!. The 8-dB increase in threshold after exposure thus
corresponds to a decrease ind8 of 0.8 log units, a factor of
6.3. In terms of a change in performance, this is a large effect
@d8 would decrease from 1.28 to 0.2;P(C) would decrease
from 70.7% to 39%#. It seems unlikely that such a large
change results from the use of an improper reference. It is
possible that neural fatigue or adaptation is responsible for
the elevation of AM-detection threshold. The same mecha-
nism is likely to cause a reduction in the perceived suprath-
reshold modulation depth.

Within the present study, postexposure AM detection
thresholds were not measured for modulation rates of the
adaptor that differed from the modulation rate of the test
stimulus. However, the results in Fig. 5 show clearly that the
reduction in the perceived suprathreshold modulation is
much less for adaptor rates differing by only 4 Hz from the
test modulation rate. This tuning in the effect of the adaptor
resembles the tuning observed in modulation masking~Ba-
con and Grantham, 1989; Takahashi and Bacon, 1992!. A
direct comparison of sharpness of the tuning between the
present data and the modulation-masking data is difficult.
Bacon and Grantham used a signal modulation rate of 16 Hz,
but only relatively remote masker modulation rates~4 and 64
Hz! were used in their study to measure the amount of mask-
ing. For these two masker rates, negligible or no masking
was observed. Takahashi and Bacon used a range of masker
modulation rates but they used only a signal modulation rate
of 8 Hz. Their data for young adults show that maskers with
modulation rates one octave below~4 Hz! and slightly more
than a half-octave above~12 Hz! the signal rate still produce
about 12 to 15 dB of masking. The data in Fig. 5 show no
effect of adaptation for the adaptor rate an octave below the
modulation rate of the standard, and only a very small effect
~less than 4 dB! for the adaptor modulation rate only 0.3
octave above the rate of the standard. Under the assumption
that the internal amplitude of the standard modulation after
adaptation is proportional to the amplitude of the adapting
modulator at the output of the ‘‘adaptation filter’’ in the
modulation frequency domain, the derived tuning of the hy-
pothetical adaptation filter is sharper than tuning of the
modulation filter derived based on modulation-masking data.
To illustrate this, the transfer characteristic of a modulation
filter centered on 16 Hz, with a Q-value of 2 is plotted with
the adaptation data in Fig. 5. Typically, modulation filters
symmetrical on a log frequency scale with a Q-value of 2 or
1 are used to account for modulation masking~e.g., Ewert
and Dau, 2000!.

The differences in the observed tuning between
modulation-masking and modulation adaptation data may re-
flect two different levels of modulation processing. For ex-
ample, a sharper tuning in adaptation would be observed if
adaptation followed the modulation-filtering process and if
the magnitude of adaptation decreased with decreasing level
at the output of the modulation filter. Different tuning may
also result from the different nature of the detection~objec-
tive! and matching~subjective! tasks. It should be noted,
however, that the magnitude of adaptation estimated by com-
paring pre- and postexposure AM detection thresholds was
very similar to the magnitude of adaptation estimated from

the subjective matching task for three lower modulation
depths of the standard. This result suggests that the subjec-
tive nature of the task probably was not responsible for the
observed differences in tuning.

V. FINAL REMARKS

In summary, the size of AM-detection threshold eleva-
tion suggests that the decreased sensitivity likely does not
reflect a nonsensory effect such as a change in the detection
criterion or the use of the adaptor rather than a comparison as
a reference for detection. The reduction in the perceived su-
prathreshold AM, and the robustness of the results~lack of
considerable training effects! appears to support the notion
that there may be a primary neural basis for the observed
effects. Tuning of the effect is generally consistent with the
idea that there exist ‘‘hard-wired’’ channels tuned to specific
modulation rates, and that those channels are associated with
specific auditory-frequency channels. The difference be-
tween the degree of tuning observed for the effect of adap-
tation versus that for modulation masking is probably due to
different levels at which the two processes occur.

The similarity between the amount of adaptation seen in
the detection and the matching data at the lower modulation
depths, and the size and robustness of the effect argue for its
sensory basis. Although we believe that the adaptation ef-
fects shown in these experiments are primarily sensory, a
cognitive component, based on perceived adaptor-standard
similarity, cannot be dismissed. Since the matching task is
subjective and requires judgments across different dimen-
sions~carrier frequency!, fairly complex cognitive strategies
are likely to be involved. Further investigation using objec-
tive psychophysical techniques should help to evaluate the
sensory basis for adaptation to suprathreshold AM.
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adopted. It was observed when using matching procedures, that because of
a difference in the perceptual quality between the standard and the com-
parison, some listeners did not use the standard as a reference but instead,
provided consistent responses by apparently matching each comparison to
some memorized ‘‘internal standard.’’ In the fixed-level procedure, on a
given trial the modulation depths of the standard and the comparison were
chosen randomly, thus encouraging the listener to compare the two stimuli.
A monotonic relation between the pre-exposure standard modulation depths
and the perceptually equivalent comparison modulation depths confirmed
that the standard modulation depths were used as references in evaluating
the perceived modulation depths in the comparison.
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sigmoidal function defined by Eq.~1! was fit to the data and the PSE was
estimated by extrapolation of the function toward larger modulation depths
with the constraint that the modulation depth in dB could not exceed zero.
In these cases, the portion of the matching function representing values
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Because of dispersion in head-related transfer functions~HRTFs!, the interaural time difference
~ITD! varies with frequency. This physical effect ought to have consequences for the size or shape
of the auditory image of broadband noise because different frequency regions of the noise have
different ITDs. However, virtual reality experiments suggest that human listeners are insensitive to
head-related dispersion. The experiments of this article test that suggestion by experiments that
isolate dispersion from amplitude effects in the HRTF and attempt to optimize the opportunity for
detecting it. Nevertheless, the experiments find that the only effect of dispersion is to shift the
lateralization of the auditory image. This negative result is explained in terms of the
cross-correlation function for head-dispersed noise. Although the broad-band cross-correlation
function differs considerably from 1.0, the cross-correlation functions within bands characteristic of
auditory filters do not. A detailed study of the lateralization shifts show that the experimental shifts
can be successfully calculated as an average of stimulus ITDs as weighted by Raatgever’s
frequency-weighting function~Thesis, Delft, The Netherlands, 1980!. © 2003 Acoustical Society
of America. @DOI: 10.1121/1.1592159#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Qp@LRB#

I. INTRODUCTION

As a sound wave approaches a listener’s ear, it is dif-
fracted by the listener’s head. Diffraction causes the sound
wave to be filtered, as characterized by the head-related
transfer function~HRTF!. The HRTF is dispersive, i.e., the
phase shift is not a linear function of the frequency. Instead,
the phase shift increases more slowly than linearly with in-
creasing frequency. Because the ratio of the phase shift to
frequency is the phase delay, the phase delay is not constant
but decreases with increasing frequency. It is as though high-
frequency sound waves traveled faster around the head than
low-frequency waves.

The effects of diffraction by the head, including disper-
sion, can be well approximated by a diffraction formula for
the sound pressure on the surface of a sphere. The formula
for an incident plane wave from a distant source~Kuhn,
1977, 1979, 1982, 1987; Kuhn and Guernsey, 1983! appears
as Eq.~A1! in the Appendix. This series formula gives the
complex sound pressure as a function of azimuth,u i , fre-
quency,f, and head radius,a. The frequency and radius enter
only as the dimensionless variablec/(2pa f), wherec is the
speed of sound. For an incident wave from a nearby source,
a corresponding series formula was given by Brungart
~1999!, Brungart and Rabinowitz~1999!, and Brungartet al.

~1999!. In that case the distance from the source to the head
is another variable.

In connection with binaural hearing, where two ears are
involved, it is evident that diffraction will have an effect on
interaural properties. In particular, dispersion affects the in-
teraural time difference~ITD!, defined here as the interaural
phase delay. The ITD is an important cue used by listeners to
determine the azimuth of a sound source~Strutt, 1907!, and
dispersion causes the ITD to depend, not only on the azi-
muth, but also on the frequency.

Figure 1 shows the ITD as a function of frequency for
seven different azimuths of incidence~measured from the
forward direction! as calculated from the spherical-head for-
mula. The high-frequency limit of the ITD, shown by filled
squares on the right of Fig. 1, is two-thirds of the low-
frequency limit, shown by open circles on the left. A com-
parison between the curves and the high- and low-frequency
limits shows that most of the change in ITD occurs in a
rather narrow frequency region. For frequencies around 1
kHz, where much of the dispersion occurs, the wavelengths
of the sound waves are large compared to head anatomical
details and very large compared to details of the pinna.
Therefore, as observed by Kuhn~1982! or Brungart and
Rabinowitz~1999!, the ITDs calculated from the spherical-
head formula turn out to be in reasonable agreement with
ITDs measured on real heads or on artificial heads such as
KEMAR.

The question posed in this article is whether human lis-
teners are sensitive to the dispersion created by the head.
One line of reasoning suggests that dispersion should, in-
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deed, be perceptible in human binaural hearing. Figure 1
shows that the ITD depends strongly on frequency for an
incident azimuth of 30°. The ITD changes by about 80ms
~from 399 to 320ms! as the frequency increases from 500 to
1000 Hz. By comparison, it is known that listeners can detect
a change in the ITD as small as 10ms when the baseline ITD
is 400ms ~Domnitz, 1973; Domnitz and Colburn, 1977!. The
ITD shown in Fig. 1 is thephase delay, which describes the
delay in the fine structure of a narrowband signal. Listeners
are sensitive to such ITDs in waveform fine structure at fre-
quencies near 800 Hz, where the dispersion occurs for 30°,
and even more sensitive at lower frequencies where disper-
sion occurs for larger azimuths. Therefore, the variation in
ITD caused by head dispersion is clearly in the range of
phase delays that are perceptible.

By numerical differentiation of Eq.~A1! in the Appen-
dix we learned that head dispersion causes a frequency varia-
tion in group delayabout 50% greater than the variation in
phase delay. The group delay describes the delay of peaks
and valleys in the envelope of the signal. Therefore, the in-
teraural comparison of envelope features would be at least as
inconsistent across frequency as the comparison of wave-
form features.

The frequency dependence of the ITD leads to binaural
incoherence, characterized by a normalized interaural cross-
correlation function with a peak that is less than unity. In
turn, binaural incoherence leads to a broadened auditory im-
age, an effect known as apparent source width~ASW!
~Blauert and Lindemann, 1986; Ando, 1998!. Listeners are
extremely sensitive to the ASW introduced by small amounts
of binaural incoherence~Gabriel and Colburn, 1981; Con-

stan, 2002!. Therefore, one might expect that head-related
dispersion would become evident to listeners through a
change in the ASW.

A logical gap in the above reasoning is that it concerns
two different kinds of incoherence. The ASW experiments
showing keen sensitivity to binaural incoherence have stud-
ied incoherence that occurs within a single frequency region,
perhaps producing moment-to-moment variations in the lat-
eral position of an image. By contrast, the incoherence intro-
duced by dispersion is across different frequencies, perhaps
producing different lateral positions for different frequency
regions. One can view the present article as an attempt to
discover whether what is learned about perceived incoher-
ence from ASW experiments can be applied across bands to
dispersion.

Although the auditory sensitivities described above sug-
gest that listeners might be able to detect head-related dis-
persion, the evidence from several virtual reality experiments
indicates that listeners cannot do so. Experiments by Kistler
and Wightman~1992!, Hartmann and Wittenberg~1996!, and
Kulkarni et al. ~1999! asked listeners to discriminate be-
tween accurate HRTFs and HRTFs in which the ITDs were
made frequency independent. The experiments found that it
does not seem to matter perceptually if the details of ITD
frequency dependence are suppressed in favor of frequency-
independent ITDs. Equivalently, these experiments show that
it does not matter if the true interaural phase shifts, deter-
mined experimentally from HRTFs, are replaced by phase
shifts that increase linearly with frequency with a suitable
slope.

The virtual reality experiments suggest that listeners
cannot detect the frequency dependence of the ITD typical of
human heads. However, additional work is needed to test this
generalization because the virtual reality experiments have
not been conclusive. First, head diffraction and correspond-
ing virtual reality experiments do not present dispersion in
isolation. Instead, head dispersion is always accompanied by
an interaural level difference~ILD !, and diffraction causes
the ILD itself to depend on frequency. Second, the virtual
reality experiments have not been optimized for revealing
the effects of dispersion.

The experiments of the present article test the ability to
detect dispersion when it is the only frequency-dependent
variable and under conditions expected to be optimum. The
experiments use headphones to produce isolated dispersion,
i.e., frequency-dependent ITDs according to the spherical-
head calculation without the corresponding ILDs. The ex-
periments use noise bands with frequency ranges and simu-
lated azimuths of incidence intended to give the listener the
best chance of detecting dispersion.

II. EXPERIMENT 1: DISCRIMINATION AT TWO
INCIDENT AZIMUTHS

In experiment 1, listeners compared noise bands with
spherical-head-related dispersion, as shown in Fig. 1, against
noise bands with ITDs that were constant~zero dispersion!.
Listeners had the task of recognizing the dispersive~head-
delayed! noise. It was expected that our listeners would use
differences in apparent source width to recognize dispersion.

FIG. 1. Head-related dispersion according to Kuhn’s spherical-head model
with the ears at antipodes. This graph plots the ITD as a function of log
frequency for sound incident on a spherical head from various azimuths,
measured from the forward direction~nose!. The dashed curve indicates
ITDs that equal one-half period for a particular frequency. Points to the left
of this line are lateralized as expected according to the sign of the ITD.
Points on this line have ambiguous lateralization. The open circles on the
left show the low-frequency limit, ITD5(3a/c)sin(ui). The filled squares on
the right show the high-frequency limit, ITD5(2a/c)sin(ui). The open tri-
angles on the right show the predictions of the Woodworth formula, ITD
5(a/c)@sin(ui)1ui#, included for reference only. Rectangles show the fre-
quency ranges used in experiment 1: Broadband: 20–3000 Hz. midband
30°: 400–1200 Hz. Midband 45°: 400–1800 Hz. Narrowband 30°: 800–
1000 Hz. Narrowband 45°: 600–800 Hz.
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A. Method

Experiment 1 featured two incident azimuths for the
head-delayed noise, 30° and 45°. Figure 1 shows that both
have an interesting ITD characteristic. Over the frequency
range of interest~20–3000 Hz!, the 30° plot exhibits the
steepest change in ITD as a function of frequency while the
45° plot has the most extreme ITD variation~from 563 to
411 ms!. The large variations for these two azimuths would
be expected to give listeners a good chance of detection.

The experiment tested listeners at three different band-
widths, identified as broadband, midband, and narrowband.
The purpose of the three was to provide the listener with
different perspectives on the head-delayed interval. The
broadband~BB! ~20–3000 Hz! stimulus included the disper-
sive frequency region along with higher and lower frequen-
cies, where the ITD was nearly constant. The midband~MB!
stimulus was defined by the region where the ITD varied
from its maximum value to a much lower high-frequency
shelf value, presenting listeners with only the band of great-
est change. Finally, the narrowband~NB! stimulus was lim-
ited to the steepest part of the ITD change, the region of
greatest slope. Because the experimental signals were pro-
duced digitally, it was easy to produce precise noise bands
with frequency ranges shown by rectangles in Fig. 1 with
numerical values given in the caption.

Because our goal was to determine whether listeners can
detect dispersion present in head-delayed noise and not
present in constant-ITD noise, it was important to control for
the fact that listeners could distinguish between the two
noises by the lateralization of their images if the constant
ITD was not chosen correctly. The correct value of constant
ITD would be that value which leads to the same lateral
position as the head-delayed noise. However, we did not
know what the correct value was. Therefore, we used ten
different equally spaced constant ITDs in random order dur-
ing the course of an experiment run. The constant ITD
ranges were as follows: 30° BB/MB: 260–440ms; 30° NB:
290–362ms; 45° BB/MB: 400–580ms; and 45° NB: 505–
550ms. These regions are shown by rectangles in Fig. 1. For
each range the largest and smallest of the ten values were
outside the range of ITDs spanned by the head-delayed noise
bands.

Both constant-ITD noises and head-delayed noises were
generated digitally by a Tucker-Davis Technologies Array
Processor, AP2. The processor constructed noises in the fre-
quency domain, setting the upper and lower band limits and
filling between them with equal-amplitude random-phase
components. For a head-delayed interval, the processor then
introduced the precalculated interaural phases. For a
constant-ITD interval, it imposed one of the constant ITD
values. Both head-delayed and constant-ITD noises were re-
computed for each experimental trial by using a different
basis noise waveform and adding frequency-dependent or
frequency-independent delay as required. The frequency de-
pendence of the ITD was verified with a digital delay line,
signal subtractor, and a spectrum analyzer, independent of
the signal generating equipment.

B. Listeners and procedure

There were four listeners, each identified by a single
letter: T was a male age 24 with normal hearing and no
previous experience in listening experiments. W was a male
age 60 with typical middle-age high-frequency hearing loss
but normal hearing in the range of the present experiments
and with extensive previous listening experience. X was a
male age 26 with normal hearing and previous experience. Z
was a male age 27 with normal hearing and previous expe-
rience. Listeners Z and W were the authors.

During runs, listeners sat in a double-walled sound room
listening with Sennheiser HD-480 II headphones. The ex-
perimental runs consisted of 100 two-interval forced-choice
~2IFC! trials ~ten for each constant ITD value!. On each trial,
the program presented the listener with two 500-ms intervals
in random order. One was a constant-ITD stimulus, and the
other was head delayed. Both intervals had rise/fall times of
approximately 30 ms, and had simultaneous onsets/offsets in
both ears.

After presenting both intervals, the program prompted
for a response, and the listener pressed one of two buttons to
indicate which interval was head delayed. It was expected
that listeners would learn to recognize the head-delayed
noise by feedback given by pilot lamps on the listener’s re-
sponse box after every trial. Following several training runs,
listeners participated in four runs at each combination of in-
cident azimuth~30° and 45°! and bandwidth~BB, MB, NB!.

C. Results—45°

Experiment 1 found the percentage of trials in which the
listener correctly identified the head-delayed interval as a
function of the ITD of the alternative, namely the constant-
ITD interval. The experimental results for 45° are shown in
Fig. 2, one panel for each listener. Each panel includes three
plots, one for each bandwidth. The data are averaged over
the four runs for each bandwidth and show the percentage of
trials answered correctly. The error bars on each point have
an overall length of two standard errors of the mean, based
on the four runs. The horizontal bars labeled ‘‘BB/MB
range’’ and ‘‘NB range’’ delineate the set of ITDs included in
head-delayed stimuli of those bandwidths. The dashed verti-
cal line labeled ‘‘LFL’’ corresponds to the low-frequency
ITD limit of the head-delayed noise, as represented by the
open circles in Fig. 1. The dashed horizontal line indicates
the 50% correct level~guessing!, which is the performance
expected if listeners cannot distinguish between constant-
ITD and head-delayed intervals.

The percentages of correct responses in Fig. 2 show that
listeners were often confused. The data for listeners W and Z
tended to be a U-shaped function of the constant ITD, with
best performance at the extremes of the range where the
constant ITD most differed from ITDs characteristic of the
head-delayed noise. These listeners achieved performance
rates well in excess of 75% for extreme ITDs but only
chance performance~50%! near the center of the range. The
data for listeners T and X show that performance hovered
around chance, exhibiting only a partial U shape.

It is of interest to compare the ITD of minimum perfor-
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mance for listeners W and Z with the low-frequency limit,
indicated by the vertical dashed line~LFL!, especially for the
broadband~BB! case because the BB noise included the low-
frequency region. The data show that the minimum occurs to
the left of the vertical line, i.e., the most confusable constant
ITD was less than the low-frequency limiting value of head-
delay. A similar conclusion can be drawn for listener T,
though with less confidence. The data for listener X do not
show any clear frequency dependence.

D. Results—30°

The experimental results for an azimuth of 30° are
shown in Fig. 3, entirely parallel to Fig. 2 for 45°. The data
for 30° resembled the data for 45° in that performance was at
chance near the middle of the range of constant ITD. For
listeners W and Z, the U-shape was narrower and better de-
fined for 30° than for 45°. The data for listener T were also
better described as U-shaped for 30° than for 45°.

Similar to the 45° data, the minima in the U-shaped
functions did not coincide with the low-frequency limit. In-
stead, the BB data for listeners T, W, and Z had a minimum
that was again to the left of the low-frequency limit, i.e., the
most confusable constant ITD was less than the low-
frequency limit of the head-delayed ITD. Because the
U-shaped functions were somewhat narrower for 30° com-
pared to 45°, the shift in the minimum away from the low-
frequency limit was more convincing for 30° than for 45°.

FIG. 2. Results of experiment 1 for 45° head dispersion for listeners T, W,
X, and Z. This graph plots the percentage of trials in which the listener
correctly identified the head-delayed stimulus versus the constant-ITD inter-
val. The three functions represent results from broadband~BB!, midband
~MB!, and narrowband~NB! conditions. The dashed horizontal line at 50%
correct indicates chance performance~guessing!. The thin horizontal line
marks the range of ITDs included in the BB and MB head-delayed stimuli,
while the thick horizontal line indicates those ITDs included in the NB
head-delayed stimulus. The ten experimental values of constant ITD span
these ranges for each bandwidth. The dashed vertical line labeled ‘‘LFL’’
marks the low-frequency limit ITD for a sound incident at 45°. Error bars on
data points have an overall length of two standard errors.

FIG. 3. Same as Fig. 2 but for a 30° head dispersion.
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E. Discussion

The results shown in Figs. 2 and 3 suggest a simple
interpretation of experiment 1. The minima of the U-shapes
near chance performance for listeners W and Z, and the gen-
erally chance performance for listeners T and X, suggest that
listeners cannot distinguish between head-delayed noise and
noise with a constant ITD. The high performance for listen-
ers W and Z for ITDs at the extremes of the range suggest
that these listeners made decisions based on the different
lateralizations of the two kinds of noise. Specifically, noises
with constant ITDs that differed greatly from those ITDs
characteristic of the head-delayed noise were systematically
heard to the right or the left of the head-delayed noise.

Informally, all the listeners reported that they heard lat-
eralization differences in the noises and that their judgments
were affected by that cue. Apparently listeners W and Z, who
were more familiar with the experiment, made more consis-
tent use of the lateralization cue.

III. EXPERIMENT 2: ROVED AZIMUTH

Experiment 1 suggested that listeners are unable to dis-
tinguish noise with head-related dispersion from noise with
constant ITD, consistent with the results of virtual reality
experiments. However, experiment 1 is not entirely satisfy-
ing because it included a useful lateralization cue, and it was
evident that some listeners were influenced by that cue. The
worry about experiment 1 is that in paying attention to the
lateralization of the noise images, listeners may have missed
more subtle differences associated with apparent source
width. Therefore, we are not prepared to say that listeners
cannot detect dispersion solely on the basis of experiment 1.

A better experiment would ask listeners to discriminate
between head-delayed noise and noise with constant ITD in a
context in which lateralization cues are of no use. Therefore,
we designed experiment 2 to eliminate the usefulness of lat-
eral position, leaving listeners with only interaural correla-
tion as a means for discrimination. Our technique comprised
several features. First, we roved the azimuth of the head-
delayed noise perceptibly but slightly to prevent listeners
from using an arbitrarily-small shift in perceived location as
a cue. Second, we chose values of the constant ITD to be
maximally confusable with the set of azimuthal locations.
Third, we provided feedback after the response. The combi-
nation of the small rove in azimuth and the feedback was
intended to actively discourage the listener from attempting
to use laterality as a cue in the task.

A. Method

Experiment 2 used six different stimuli—three head-
delayed bands associated with various azimuths and three
corresponding constant-ITD bands. According to the design,
each trial selected the two intervals randomly, one from each
group so there would be a comparison between head-delayed
and constant-ITD stimuli. In this way, the lateral positions of
the two were randomized, and lateralization provided no
consistent cues for the listener. It was expected that listeners
would quickly learn from the feedback that small lateraliza-
tion cues were useless in performing the task. Aside from the

roving image positions and the adjusted constant ITDs, ex-
periment 2 was identical to experiment 1, with the same
task—identify the head-delayed interval.

The experiment included three azimuths, near 45°, for
head-delayed stimuli based on previous experience in experi-
ment 1. From Fig. 1 it is clear that 45° data exhibit a large
overall variation in ITD, producing considerable decorrela-
tion over a relatively small frequency range and a good
chance for our listeners to distinguish head-delayed noises
from constant-ITD noises.

To set up experiment 2 we first needed to choose inci-
dence azimuths above and below 45°. We chose 49° and 42°
because for both of these azimuths the ITDs differed from
the ITD for 45° by about 30ms, a small but noticeable dif-
ference. Next, we needed to choose a set of corresponding
constant ITDs. According to results from experiment 1, when
listeners attempted to identify the 45° head-delayed stimulus,
the ITD of greatest confusion was 520ms. That value estab-
lished a starting point for a preliminary experiment, experi-
ment 2A.

B. Experiment 2A—Equivalence of lateral position

The purpose of experiment 2A was to choose three con-
stant ITDs that would lead to lateral positions equivalent to
head-delayed lateral positions for azimuths of 42°, 45°, and
49°. In experiment 2A the listeners were asked to choose
which of two noises was heard further to the left. One of the
noises was head-delayed, the other had constant ITD.

The goal of finding three constant ITDs~ITD1, ITD2,
and ITD3! that were lateralization-equivalent to head delays
could be expressed in the form of an ideal response matrix
with azimuths in the rows and constant ITDs in the columns
as shown in Table I. Each cell of the matrix gives the per-
centage of responses indicating that the constant-ITD noise
is heard to the left of the head-delayed noise. Most impor-
tant, the diagonal elements of the matrix are 50% indicating
complete confusion about whether the constant-ITD stimulus
is to the left or right of the head-delayed stimulus. Within
that 50% constraint for the diagonal elements, further center-
ing leverage can be obtained by having the left-most
constant-ITD reliably appear to the left of the right-most
head-delay, and to have the right-most constant ITD appear
to the right of the left-most head delay by an equal amount.

With the ideal of Table I in mind, we performed runs of
99 trials, 11 repetitions of all possible combinations of con-
stant ITD and head delay in random order. The listeners were

TABLE I. Ideal performance in experiment 2A, equivalence of lateral po-
sition. In this two-interval task, complete confusion between head-delays at
azimuths of 42°, 45°, and 49° and three constant ITDs is shown by 50% in
the diagonal cells. This indicates that the noise with constant ITD appears to
the left of the head-delayed noise on exactly half the trials. In addition the
adjustments attempt to get the off-diagonal corners to be complementary and
fairly close to zero and 100%.

ITD1 ITD2 ITD3

42° 50% e%
45° 50%
49° ~1002e!% 50%
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the same as in experiment 1. We made adjustments to the
various ITD values until the listener produced two runs with
results corresponding approximately to the ideal. Different
listeners required slightly different constant ITDs to achieve
lateralization equivalence. The final values of ITD for each
bandwidth and listener from experiment 2A are given in
Table II ~dimensions ofms!. The last line of each section of
the table shows the most confusing constant ITDs from ex-
periment 1 for comparison with the 45° results of experiment
2A. The results are very similar.

The percentages of constant-ITD-on-the-left responses
for experiment 2A were collected into three-by-three confu-
sion matrices, in all, a set of 12 arrays—four listeners times
three bandwidth conditions, broadband~BB, 20–3000 Hz!,
midband~MB, 400–1800 Hz!, and narrowband~NB, 600–
800 Hz!. For listeners W and Z, the arrays resembled Table I
rather well. The mean of the 18 diagonal elements for these
two listeners was 47%~616!, and the corner elements were
equal or close to 100% and 0%. For listeners T and X, the
arrays approximated the form of Table I, but the table entries
all tended more toward a mean value of 50%, as might be
expected from the results of experiment 1. Therefore, it is
probable that the sets of constant ITDs in Table II effectively
eliminated lateralization as a useable cue in discrimination
experiments for both pairs of listeners. Although changes in
noise image location might have been perceptible for listen-

ers W and Z, those changes were unlikely to be of any value
in performing the task because of the symmetry of the de-
sign.

C. Experiment 2B—Discrimination

After the appropriate noise signals were established in
experiment 2A, the four listeners were presented with those
noises, in pairs, in experiment 2B. The task in experiment 2B
was the same as in experiment 1—in a randomly ordered
trial, discriminate the head-delayed interval from the
constant-ITD interval by any means possible. With the utility
of a lateralization cue likely eliminated, it was expected that
listeners could only depend on the stimulus dispersion.

Experiment 2B comprised four runs for the three band-
width conditions~BB,MB,NB!—a total of 12 runs for each
listener. Each run consisted of 99 trials, 11 occurrences of the
9 possible pairs of incident azimuth and constant ITD, pre-
sented in random order.

The results for experiment 2B were displayed in 12 ar-
rays, as for experiment 2A, a total of 108 values. Of these,
only one combination of head-delay and constant ITD led to
more than 75% correct~77%! and only one combination led
to more than 75% wrong~76%!. The 12 arrays are summa-
rized in the 12 lines of Table II by giving only the diagonal
elements of the arrays. If listeners cannot distinguish be-
tween constant ITDs and head-delays, these elements should
be 50%. The table entries are, in fact, close to 50%. None of
the entries approach threshold values of 25% or 75%. The
conclusion of experiment 2B was that listeners cannot distin-
guish between head-delayed noise and constant-ITD noise
when these noises are similarly lateralized.

IV. EXPERIMENT 3—BROADBAND, WRONG HEAD

Experiments 1 and 2 showed that listeners are insensi-
tive to dispersion resulting from head diffraction. We suspect
that this insensitivity arises because the head dispersion does
not introduce a detectable form of incoherence. There is an-
other possibility, however. It is possible that listeners are
insensitive to head-related dispersion because they are so fa-
miliar with it. In real life, this dispersion, and the resulting
binaural incoherence, is an unavoidable consequence of hav-
ing a head. Experiment 3—broadband, wrong head was per-
formed to test the second possibility.

A. Method

To test the possibility that listeners did not detect the
head-related dispersion because it was so natural, we pre-
sented listeners with dispersion that had the same magnitude
and yet was unnatural. The wrong-head experiment used an
inverted dispersion curve. The stimuli were created by start-
ing with the values for 45° incidence, as shown in Fig. 1, and
simply reversing the sign of the difference from the low-
frequency limit. The procedure is illustrated in Fig. 4, which
shows the 45° part of Fig. 1 together with the wrong-head
function. The same transformation was applied to the 42°
and 49° stimuli as well to produce three perceptually-
separate wrong-head images. Only the broadband frequency
range~20–3000 Hz! was used.

TABLE II. Results of experiments 2A and 2B for three bandwidths and four
listeners~T, W, X, and Z!. The results of experiment 2A are shown as the
best matching constant ITDs~units ofms! for three azimuths~42°, 45°, and
49°!. The results of experiment 2B are the diagonal elements of the confu-
sion matrices, percentages showing the listener’s ability to distinguish be-
tween a head-delayed stimulus~azimuth! and the constant ITD. A score of
50% is expected for random guessing. Average ITDs over the four listeners
and the most confusing ITD from experiment 1~45°! are given for compari-
son.

Listener 42° vs ITD1 45° vs ITD2 49° vs ITD3

Broadband~20–3000 Hz!
2A 2B 2A 2B 2A 2B

T 475 ms⇒49% 510ms⇒52% 545ms⇒55%
W 490 ms⇒59% 520ms⇒47% 550ms⇒53%
X 490 ms⇒53% 520ms⇒52% 550ms⇒52%
Z 480 ms⇒51% 510ms⇒54% 540ms⇒56%
AV 484 ms⇒53% 515ms⇒51% 546ms⇒54%
Experiment 1 520ms

Midband ~400–1800 Hz!
2A 2B 2A 2B 2A 2B

T 460 ms⇒52% 505ms⇒48% 550ms⇒56%
W 490 ms⇒43% 525ms⇒54% 545ms⇒67%
X 485 ms⇒60% 515ms⇒51% 545ms⇒45%
Z 480 ms⇒50% 510ms⇒49% 540ms⇒50%
AV 479 ms⇒51% 514ms⇒50% 545ms⇒54%
Experiment 1 510ms

Narrowband~600–800 Hz!
2A 2B 2A 2B 2A 2B

T 490 ms⇒57% 535ms⇒48% 580ms⇒49%
W 500 ms⇒50% 530ms⇒58% 560ms⇒43%
X 490 ms⇒47% 520ms⇒51% 550ms⇒52%
Z 500 ms⇒45% 530ms⇒48% 560ms⇒55%
AV 495 ms⇒50% 529ms⇒51% 562ms⇒50%
Experiment 1 540ms
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Aside from changes in the stimuli, experiment 3 ran ex-
actly the same as experiment 2, with parts A and B. Again,
runs consisted of 11 presentations of each of the 9 pairings.
The four listeners each did four runs in 3B.

B. Results of Experiment 3A—Equivalence of lateral
position

As for experiment 2A, constant ITDs were adjusted to
approach the ideal in Table I. After a series of runs estab-
lished the three values of constant ITDs that were most con-
fused with the three wrong-head delays, the percentage of
judgments with the constant ITD on the left were put into
three-by-three confusion matrices. Ideally the diagonal ele-
ments of these matrices should be 50%. The averages of
diagonal elements actually obtained for the four listeners
were T 55~617!, W 50 ~69!, X 55 ~64!, and Z 48~65!.
The final constant-ITD values appear in Table III.

It is of interest to compare the optimized constant ITDs
in Table III ~wrong head! with the optimized constant ITDs
in the broadband part of Table II~head-related! because the
low-frequency limits were the same for these two cases. The
constant ITDs that optimally matched the wrong-head delays
were always greater, by about 8% on the average. This result
indicates that the perceived equivalent ITD is not established

by the low-frequency limit. Instead, the equivalent ITD
seems to reflect some form of average of ITDs present in the
band.

C. Results of Experiment 3B—Discrimination

After choosing appropriate constant ITDs in experiment
3A, we asked listeners to discriminate between constant
ITDs and head-delays in experiment 3B, parallel to experi-
ment 2B. The results for experiment 3B were displayed in
three-by-three confusion matrices as for experiment 3A. It
was expected that the diagonal elements of these matrices
would be about 50% because lateralizations should be most
equivalent for those elements. The values of diagonal ele-
ments actually obtained appear in Table III. Except for one
anomalously low value~21% for listener W! the values were
close to 50% as expected. In fact, the off-diagonal elements
were also close to 50%. Of 24 such elements for the four
listeners, the largest was 67% and the smallest was 37%. The
mean~6sd! was 52%~69%!. There was only one combina-
tion of head-delay and constant ITD that led to more than
75% correct or incorrect. The conclusion of experiment 3B
was the same as for experiment 2B, namely that listeners
cannot distinguish between head-delayed noise and constant-
ITD noise when these noises are similarly lateralized. There-
fore, the conjecture that head-related dispersion is not de-
tected only because it is familiar is disproved.

V. LATERAL POSITION

The lateral position experiments, 2A and 3A, were nec-
essary preliminary experiments for the discrimination experi-
ments that followed. However, the lateral position experi-
ments proved to have value in their own right. We used these
data to find the value of the constant-ITD that best matched
the simulated 42°, 45°, and 49° head-delayed functions.

Because the percentage of constant-ITD-left responses
in the lateralization confusion matrices~not shown here! did
not agree exactly with the ideal in Table I, we used the data
in the matrices to make straight line fits. We performed best
fits independently for the four experimental conditions:
broadband, midband, narrowband, and wrong-head. The
best-matching ITD was obtained by drawing a straight line
through the two percentages closest to 50% and interpolating
or extrapolating to the 50% point. The three azimuths, four
experimental conditions, and four listeners led to a total of
48 such calculations.1 The 48 best-matching ITDs are shown
by open symbols in Fig. 5.

The best-matching ITDs from Fig. 5 can be compared
with expectations about lateralization based on the stimulus.
The dashed lines in the figure give the values of the ITDs at
the highest frequency and the lowest frequency in the stimu-
lus as well as the maximum value of ITD in the stimulus.~It
is the minimum value for the wrong head.! Figure 5 shows
that the best-matching ITDs do not agree with any of these
limiting values except, perhaps, for the narrowbands, where
everything is close together. It is particularly interesting that
the best-matching ITDs do not agree with the low-frequency
values in the stimulus. A similar conclusion was reached in
experiments 1 and 3.

FIG. 4. The wrong-head stimulus for 45° is a reflection of the stimulus for
45° about the low-frequency limit for the ITD. Thus, the magnitude of the
dispersion is the same but the signs are opposite.

TABLE III. Results of experiments 3A and 3B~wrong head! for four lis-
teners~T, W, X, and Z!. The results of experiment 3A are shown as the best
matching constant ITDs~units ofms! for three azimuths~42°, 45°, and 49°!.
The results of experiment 3B are the diagonal elements of confusion matri-
ces, percentages showing the listener’s ability to distinguish between a
wrong-head-delayed stimulus~azimuth! and the constant ITD. A score of
50% is expected for random guessing. Average ITDs and percentages of
correct identifications over the four listeners are given to summarize.

Wrong head—Broadband~20–3000 Hz!
42° vs ITD1 45° vs ITD2 49° vs ITD3

Listener 3A 3B 3A 3B 3A 3B

T 500 ms⇒53% 545ms⇒46% 590ms⇒58%
W 530 ms⇒21% 560ms⇒54% 590ms⇒53%
X 530 ms⇒55% 565ms⇒48% 600ms⇒56%
Z 530 ms⇒53% 560ms⇒57% 590ms⇒63%

AV 522 ms⇒46% 558ms⇒51% 592ms⇒58%
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An alternative estimate of the expected best-matching
ITD based on the stimulus is the value of the lag at the peak
of the cross-correlation function. The filled diamonds in Fig.
5 show this lag of the peak measured on the experimental
stimuli. It is evident that the peaks of the cross-correlation
functions agree with the best-matching ITDs only for the
narrowbands. For the broadband and midband cases, the
peaks of the cross-correlation occur at ITD values that are
much lower than the best-matching constant ITD values. As
might be expected, for the wrong-head case the cross-
correlation peaks occur at ITD values that are much higher.

The problem with the peak in the cross-correlation func-
tion is that the cross-correlation calculation gives too much
weight to the high frequencies, as noted by Kulkarniet al.
~1999!. An improved estimate would weight lower frequen-
cies preferentially prior to cross-correlation~e.g., Bernstein
and Trahiotis, 1996!. Alternatively, a prediction for the best-
matching ITD can be obtained from a frequency-weighted
average of the stimulus ITDs. The solid line in Fig. 5 was
calculated from a weighted average of the values of ITD
present in the bands. The weighting function emphasized the
frequencies around 600 Hz and rolled off with different
slopes above and below 600. The function was an asym-
metrical Gaussian:

u~ f !5exp@2~ f /60021!2#, f >600,

u~ f !5exp@2~ f /30022!2#, f ,600.

This function was developed by Raatgever~1980! to de-
scribe broadband noise experiments in which one-third oc-
tave bands of noise were given delays different from the rest

of the noise spectrum and then increased in intensity until
they dominated the perception of lateralization. The fre-
quency bands that required the least increase were given the
greatest weight in functionu( f ). It is evident that Raatgev-
er’s weighting procedure provides an excellent fit to the lat-
eralization results in Fig. 5. This weighting function has also
been incorporated into models that have successfully ac-
counted for the lateralization of bands of noise narrower than
our broadband noise.~Sternet al., 1988; Shackletonet al.,
1992!.

VI. COHERENCE

Data from the spherical-head experiments showed that
listeners could not distinguish between noise bands of
constant-ITD and head-delayed noises with equivalent lateral
positions. That result is somewhat surprising because the
head-delayed stimuli led to a large change in ITD across
frequency.

To further pursue the binaural physical properties of the
stimulus we measured the coherence~defined as the height of
the peak of the normalized cross-correlation function! of 1 s
samples of our stimuli. The coherence values for head-
delayed noises at 45° were as follows: for broadband noise,
0.963; for midband noise, 0.972; and for narrowband noise,
0.999. Values for 42° and 49° differed by less than 0.01 from
the values at 45°. By contrast, the measured coherence val-
ues of our constant-ITD stimuli were all 1.000, as expected.

A. Comparative coherence

The measured values of reduced coherence can be com-
pared with the just-detectable incoherence found in experi-
ments designed to study the detection of incoherenceper se.
~Note: Quantitatively, one can think of incoherence as 1.0
minus the coherence.! These experiments~called ‘‘added-
noise’’ experiments! begin with a common noise in both ears
~reference coherence of 1.0! and then reduce the coherence
by adding an independent noise to one or both ears. The
just-detectable level of the independent noise immediately
leads to the threshold for incoherence detection.

In such experiments, Pollack and Trittipoe~1959a,b!
found that listeners could detect a decorrelation in broadband
noise that reduces the coherence to 0.96. Gabriel and Col-
burn ~1981! found detectable decorrelation when coherence
was reduced to 0.975. Constan~2002! found detectable deco-
rrelation when coherence was reduced to 0.96 for nine lis-
teners out of nine. For two of the listeners who participated
in the present study decorrelation could be detected at a co-
herence value greater than 0.98. These threshold coherence
values are comparable to the coherence of our head-delayed
noises—0.963 for broadband and 0.972 for midband. There-
fore, one might reasonably expect the head-delayed incoher-
ence to have been detected in experiments 1–3.

A possible explanation for our negative detection result
lies in the fact that experiments 1–3 required coherence dis-
crimination when the baseline ITDs were near 500ms. Pol-
lack and Trittipoe~1959a,b! reported some loss in resolution
for images lateralized by an ITD, and the review by Durlach
and Colburn~1978! noted that coherent noise begins to lose
its compact character for delays greater than 1000ms. Such

FIG. 5. Open symbols show the best-matching ITDs, i.e., values of constant
ITD matching the lateralization of noise synthesized with incident azimuths
of 42°, 45°, and 49° for four conditions: broadband, midband, narrowband,
and broadband wrong head. The four open symbols are for the four different
listeners.~Some points have been slightly displaced horizontally for clarity.!
Dashed lines are labeled ‘‘HI,’’ ‘‘LO,’’ and ‘‘MAX.’’ These show the ITD at
the highest frequency in the stimulus~HI!, the ITD at the lowest frequency
in the stimulus~LO!, and the maximum value of the ITD in the stimulus
~MAX !. ~For midband noise the MAX and LO values are the same.! ~The
maximum is turned into a minimum by the wrong-head manipulation.! The
highest-frequency values for the wrong-head stimuli are above 600ms. The
solid line shows the weighted average of stimulus ITDs, as weighted by
Raatgever’s asymmetrical Gaussian function. The solid diamonds show the
peaks of cross-correlation functions measured on the stimuli. Solid dia-
monds on the top axis are off the chart at ITD values~from left to right! 620,
660, and 700ms.
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an effect is expected on the basis of models of the binaural
delay line in which the density of EE cells becomes progres-
sively sparser as their characteristic delay increases. The
consequent emphasis on cells with small delays has been
called ‘‘centrality’’ ~Stern and Trahiotis, 1995!.

An experimental study of the ability to detect decorrela-
tion as a function of ITD was made by Constan~2002!. The
results showed that the value of coherence required for de-
tection did decrease slightly as the ITD increased from 0 to
500 ms, as expected, but for two listeners out of three, the
reduced coherence remained above 0.97. Therefore, an ap-
peal to the baseline ITD as an explanation for the results of
experiment 1–3 was not persuasive.

B. Incoherence within bands and across bands

There is an important difference between incoherence
caused by dispersion and incoherence caused by adding in-
dependent noise. Dispersion creates incoherence because dif-
ferent frequency regions lead to different ITDs, perhaps per-
ceived as different directions by the listener. However, within
any narrowband, the change in coherence tends to be very
small. There are mathematical reasons why this is so. Over a
narrowband, it can be assumed that the ITD varies linearly
with frequency. If the band is centered at frequencyf 0 and
the extent of the variation in ITD over the band isDt, then it
can be shown that the peak of the normalized cross-
correlation function differs from unity by an amount propor-
tional to (f 0Dt)2. Thus, incoherence varies only as the
square of the dispersion, tending to make it small. Dramatic
evidence of this effect occurred for the narrowbands used in
our experiments. These bands were chosen to have the great-
est possible concentrated variation in ITD, and yet when
their cross-correlation functions were measured the coher-
ence turned out to be 0.999 or 0.998.

The small incoherence found in the narrowbands was
surprising, but it might have been predicted. In the limit of
an infinitesimal bandwidth the signal becomes a pure tone,
and the coherence for a pure tone is always unity. The moral
of this story is that it is difficult to get much incoherence
from a smooth ITD variation over a small bandwidth.

In fact, the narrowbands used in our experiments were
not particularly narrow by the standards of auditory filtering.
The band limits were 600 and 800 Hz, a bandwidth of 200
Hz centered on 700, for a relative bandwidth of 29%, or 0.42
oct, or 2.0 Cams.2 Therefore, even with a large amount of
dispersion there is very little incoherence within each critical
band—even less than we measured in our narrowband
stimuli. By contrast, when noise is made binaurally incoher-
ent by adding a little independent noise, the incoherence is
statistically identical in each critical band and equal to the
overall incoherence.

VII. SUMMARY AND CONCLUSION

After presenting listeners with a range of theoretical
head-shift stimuli~covering several different azimuths, three
bandwidths, and one inversion!, this study concludes that
listeners cannot distinguish a signal with head-related disper-
sion from one that is perfectly coherent. Thus, it seems that

listeners are insensitive to the decorrelation introduced by
the presence of a spherical head. It is possible for listeners to
detect dispersion based on lateral position, as suggested by
Kulkarni et al. ~1999!, but when lateral position is eliminated
as a useable cue listeners cannot discriminate between noises
with constant ITD and noises with dispersion. Unfortunately,
it is statistically difficult to demonstrate a negative result.
Confidence in the conclusion reported here derives partly
from the consistency of results from three rather similar ex-
periments.

Initially, this conclusion was surprising because the ex-
perimental head-delayed stimuli had been chosen to try to
maximize the role of dispersion in several ways, and the
values of incoherence measured on the stimuli were compa-
rable to known thresholds for incoherence detection. These
thresholds were based on added-noise experiments in which
incoherence was created by starting with diotic noise as a
reference~zero incoherence! and adding independent noise.
However, dispersion creates incoherence that is quantita-
tively evident only when computed across a frequency range
that is wide compared to auditory filter widths. By contrast,
the added-noise experiments create incoherence in each criti-
cal band. We conclude that listeners are sensitive to incoher-
ence within critical bands, but are sufficiently insensitive to
incoherence across bands that they cannot detect head-
related dispersion.

Additional experiments studied the lateralization of dis-
persive noises. These experiments bear directly on the shift
in the location of an auditory image caused by head disper-
sion in free-field listening. The shifts were found to be large
enough to recommend that future work on localization or
lateralization of broadband sounds cannot simply associate
an ITD with direction without considering the range of the
power spectrum. The low-frequency limit is not accurate
enough. Further, the effective ITD cannot be estimated suc-
cessfully from the peak of the cross-correlation function. In-
stead, the effective ITD for image location turns out to be a
weighted average of ITDs actually present in the stimulus.
An asymmetrical Gaussian weighting function, proposed by
Raatgever~1980! for a different purpose, gives a good ac-
count of our lateralization data.
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APPENDIX: ROUND-HEAD MATHEMATICS

The dispersion calculations of this article follow Kuhn
~1977! in assuming a plane wave incident on a spherical
head with ears separated by 180°.
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Kuhn’s formulation of the pressure at the surface of a
sphere is as follows:

S pi1ps

po
D

r 5a

5S 1

kaD 2

(
n50

nmax i n11~2n11!Pn~cosu!

j n8~ka!2 iyn8~ka!
.

~A1!

The symbolspi , ps , andpo refer to incident, scattered,
and free-field pressures respectively. The argumentka in this
equation consists of the wave numberk, defined as 2p di-
vided by the wavelength, and the head radiusa, which is
nominally 0.0875 m. FunctionP is a Legendre polynomial.
Functionsj 8 andy8 are derivatives of spherical Bessel func-
tions and spherical Neuman functions respectively
~Abramowitz and Stegun, 1964!.

Angle u is the azimuth of the source, measured with
respect to the interaural axis. For antipodal ears, one can set
u to be 90° or less for the near ear, and set it to the comple-
ment ~1802u! for the far ear. Because Eq.~A1! only in-
volves cos~u!, evaluations for the near ear and far ear only
require the calculation of Legendre polynomials forc
5cos(u) and 2c5cos(1802u), respectively. The usual
definition of incident angle in binaural research is with re-
spect to the forward direction, calledu i . Angleu in Eq. ~A1!
is computed from the equation:u5902u i .

Equation~A1! is a transfer functionH for a given inci-
dent angleu i and angular frequencyv, wherev is k times
the speed of sound. With subscripte indicating either leftL
or right R ears, the transfer function can be written in terms
of magnitude and phase,

He5uHe~v!uexp@ ife~v!#. ~A2!

The log magnitude and phase can be extracted by taking the
natural log,

ln He~v!5ne~v!1 ife~v!, ~A3!

wherene is the transfer function gain in nepers. Interaural
properties can be completely described by the interaural
transfer function, which is the ratioHR /HL , or

ln@HR~v!2HL~v!#5Dn~v!1 iDf~v!, ~A4!

where

Dn~v!5nR~v!2nL~v!, ~A5!

and

Df~v!5fR~v!2fL~v!. ~A6!

The interaural time difference (ITD5Dt) then is the phase
delay for a sine of frequencyv, Dt5Df/v.

1. Our stimuli

Stimuli used in this paper always tookDn50 because
the focus was on the ITD and its frequency dependence. Our
experiments contrasted two forms of ITD, head-delayed—as
computed from the phase shifts in Eq.~6!—and constant,
Dt5Dt0 . The constant ITD condition was called ‘‘linear
phase’’ by Kulkarniet al. ~1999! because it leads to an inter-
aural phase that is a linear function of frequency,Df
5Dt0v. This condition was also used by McKinley and
Ericson~1997!.

2. Minimum phase

The concept of minimum phase is not particularly help-
ful in the context of our work. It is discussed here in order to
make contact with previous work~Kulkarni et al., 1999; Ki-
stler and Wightman, 1992!. Minimum phase values of phase
shifts for left and right ears,cL and cR , are Hilbert trans-
forms of nL andnR ~e.g., Hartmann, 1997, pp. 580 ff!. Be-
cause the Hilbert transform is a linear operation, the mini-
mum phase function for the interaural phase shift is

Dc5cR2cL5H~Dn!, ~A7!

whereH is the Hilbert transform operator.
Previous authors have studied interaural phase shifts of

the form

Df5Dc1vt0 , ~A8!

i.e., minimum phase plus linear phase~frequency-
independent delay!, whereDc is calculated from a measured
log magnitude HRTF. This form has been justified because it
is believed that the HRTFs are well described as minimum
phase plus linear phase~e.g., Mehrgardt and Mellert, 1977!.
In our case, Eq.~A8! is exact because the spherical head
transfer functions, as described by Eq.~A1! are minimum
phase. To illustrate that idea, Fig. 6 shows the ITD for 30°
and 45° calculated in two ways. First~solid line!, the ITD
was calculated from Eq.~A6!, essentially the difference of
left and right phase shifts calculated from Eq.~A1!. Second
~dashed line!, the ITD was calculated from the Hilbert trans-
form of the log magnitude of the interaural transfer function,
i.e., from Eq.~A7!. ~In both cases, the low-frequency limit of
the ITD was subtracted off.! The agreement between the two
different kinds of calculation is so good that the dashed line
cannot be seen except at the high frequencies where the solid
line stops, somewhere above 2 kHz.

In connection with minimum phase calculations, a se-
mantic difficulty has arisen when Eq.~A8! is used to de-
scribe the interaural time difference by dividing byv,

FIG. 6. Interaural time difference~ITD or Dt) for 30° and 45°. The ITD
shown by the solid line is from the imaginary part of the log of the interaural
transfer function@Eq. ~A6!#. The ITD shown by the dashed line is calculated
from the Hilbert transform of the real part of the log of the interaural trans-
fer function @Eq. ~A7!#. The low-frequency limit is subtracted off in both
calculations. The agreement between the two calculations is perfect, evi-
dence that the interaural transfer function is minimum phase. The dotted
lines show the interaural level difference~ILD or Dn), the real part of the
log of the interaural transfer function. These ILDs were used in the Hilbert
transform calculation.
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Dt5Df/v5Dc/v1t0 . ~A9!

This ITD, Dt, has been described in the literature as fre-
quency independent. In fact, it is only thet0 part that is
frequency independent. The minimum phase partDc/v has
an important frequency dependence that cannot be ignored.

1Of these 48 fits, 23 were interpolated, 11 were extrapolated, and 7 were
exactly on 50%. There were seven comparisons that were not monotonic
and defied the fitting procedure. For those seven values we took the values
of ITD1, ITD2, or ITD3 from the stimuli themselves because the course of
the equivalence-of-position experiments leads naturally to these associa-
tions.

2Auditory filter units of Camscome from integrating the reciprocal of the
critical bandwidth, as measured on the banks of the River Cam in England.
~Glasberg and Moore, 1990; Moore, 1995!. The integral is not hard to do
~Hartmann, 1997, p. 251!. The term ‘‘Cam’’ is preferred by the authors as a
name for units on this particular critical band scale. It is preferred over the
more widely used ‘‘ERB’’~stands for equivalent rectangular bandwidths!
because all critical band units since the time of Barkhausen~1926! and
Fletcher~1938! have been equivalent rectangular bandwidths.
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Auditory spatial resolution in horizontal, vertical,
and diagonal planesa)
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Minimum audible angle~MAA ! and minimum audible movement angle~MAMA ! thresholds were
measured for stimuli in horizontal, vertical, and diagonal~60°! planes. A pseudovirtual technique
was employed in which signals were recorded through KEMAR’s ears and played back to subjects
through insert earphones. Thresholds were obtained for wideband, high-pass, and low-pass noises.
Only 6 of 20 subjects obtained wideband vertical-plane MAAs less than 10°, and only these 6
subjects were retained for the complete study. For all three filter conditions thresholds were lowest
in the horizontal plane, slightly~but significantly! higher in the diagonal plane, and highest for the
vertical plane. These results were similar in magnitude and pattern to those reported by Perrott and
Saberi@J. Acoust. Soc. Am.87, 1728–1731~1990!# and Saberi and Perrott@J. Acoust. Soc. Am.88,
2639–2644~1990!#, except that these investigators generally found that thresholds for diagonal
planes were as good as those for the horizontal plane. The present results are consistent with the
hypothesis that diagonal-plane performance is based on independent contributions from a
horizontal-plane system~sensitive to interaural differences! and a vertical-plane system~sensitive to
pinna-based spectral changes!. Measurements of the stimuli recorded through KEMAR indicated
that sources presented from diagonal planes can produce larger interaural level differences~ILDs!
in certain frequency regions than would be expected based on the horizontal projection of the
trajectory. Such frequency-specific ILD cues may underlie the very good performance reported in
previous studies for diagonal spatial resolution. Subjects in the present study could apparently not
take advantage of these cues in the diagonal-plane condition, possibly because they did not
externalize the images to their appropriate positions in space or possibly because of the absence of
a patterned visual field. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1590970#

PACS numbers: 43.66.Qp, 43.66.Pn@LRB#

I. INTRODUCTION

Since the classic study by Mills in 1958, auditory spatial
resolution has been extensively investigated for sources in
the horizontal plane. In the case of stationary targets, the task
typically involves the presentation of two discrete and tem-
porally nonoverlapping sounds from different azimuthal po-
sitions, and the subject is asked to indicate whether the sec-
ond sound is to the left or right of the first. The threshold
angle for discriminating the positions is called the minimum
audible angle~MAA !. Under optimum circumstances~i.e.,
with broadband or low-frequency sources presented from di-
rectly in front of a subject! the MAA is about 1°~Mills,
1958; Grantham, 1986; Hafteret al., 1988; Litovsky and
Macmillan, 1994!. Performance with narrow-band stimuli is
worse in the midfrequency range from 1.5 to 3.0 kHz than at
higher or lower frequencies~Mills, 1958!, and performance
generally deteriorates as the reference stimulus moves off
midline ~Mills, 1958; Hafteret al., 1988! or as the duration
of the silent interval between the two presentations is de-
creased~Perrott and Pacheco, 1989!.

Horizontal-plane spatial resolution has also been inves-

tigated with moving targets. In this case a single target is
presented that is moving either to the left or the right, and the
subject must indicate on each trial the direction of travel.
Here, the threshold angle for discriminating direction is re-
ferred to as the minimum audible movement angle~MAMA !.
The MAMA depends on the frequency content and velocity
of the stimulus; under the best circumstances~velocity
,20°/s; low-frequency or wideband source! the MAMA is
2–5° ~Harris and Sergeant, 1971; Grantham, 1986; Perrott
and Tucker, 1988; Perrott and Marlborough, 1989;
Grantham, 1997!. In general, it has been found that the mag-
nitude of the optimum MAMA can approach, but is never
smaller than, the value of the optimum MAA~see Grantham,
1995, for a review!.

The MAA and MAMA have also been measured for
sources in the vertical plane. For sources in the median sag-
ittal plane~i.e., sources directly in front of the subject!, the
MAA under optimal conditions is about 4°~Perrott and Sa-
beri, 1990; Blauert, 1997!, and the MAMA under optimal
conditions is about 6°~Saberi and Perrott, 1990!.

It is generally accepted that spatial resolution in the hori-
zontal plane is mediated by discrimination of interaural tem-
poral differences and interaural level differences, while spa-
tial resolution in the vertical plane is mediated by spectral
change cues produced by the directional filtering of the pin-
nae. Thus, we can consider that two different systems are

a!Portions of this work were presented at the 137th meeting of the Acoustical
Society of America, Berlin, March, 1999@J. Acoust. Soc. Am.105,
1344~A! ~1999!#.

b!Electronic mail: d.wesley.grantham@vanderbilt.edu
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involved in horizontal- and vertical-plane auditory spatial
resolution. The question naturally arises, then, how humans
spatially resolve sounds that are aligned indiagonalplanes,
which would involve both the horizontal-plane and the
vertical-plane systems.

Using a wideband source, Perrott and Saberi~1990!
measured MAAs as a function of the angle of the plane of
presentation of their loudspeaker array, which varied in 10°
steps from 0°~horizontal plane! to 90° ~vertical plane!. In
agreement with previously reported results, these authors
found the MAA in the horizontal plane was about 1° and the
MAA in the vertical plane was about 4°. The thresholds for
the intermediate~diagonal! planes were somewhat surpris-
ing. As the angle of the plane increased from 0° to 90°, the
MAA, rather than gradually increasing from 1° to 4°, re-
mained fairly constant at 1° until the plane reached 70°–80°.
In other words, spatial resolution was relativelyindependent
of plane of presentation until the array was almost vertical.

In a subsequent paper~Saberi and Perrott, 1990!, these
authors measured spatial resolution in diagonal planes for
movingstimuli. In this case they found that MAMAs, at least
for the slower velocities employed, were as good at a 45°
plane as at a 0° plane. Furthermore, MAMAs measured at
near-vertical planes~80° and 87°! were substantially lower
than those at 90°. The authors concluded that ‘‘the ability to
detect motion is essentially independent of the path traveled
by the source, with one noted exception, sources moving
within a few degrees of the vertical plane.’’

In a third paper in this series Saberiet al. ~1991! mea-
sured MAAs for sources presented frombehindthe subject at
planes of 0°, 60°, and 90°. Here, the pattern of results was
slightly different from that obtained in the first two papers
for signals presented from in front of subjects. While MAAs
at 60° were about the same as those at 0° for sources in front
~Perrott and Saberi, 1990!, they were almost twice as large as
the 0° MAAs for sources in the rear~Saberiet al., 1991!.

A. Two hypotheses to account for diagonal-plane
spatial resolution

Saberi and Perrott considered two hypotheses to explain
diagonal-plane spatial resolution. According to the first hy-
pothesis, subjects combine information from the horizontal
and vertical dimensions independently, such that

ddiag8 5AdHP821dVP82, ~1!

whereddiag8 , dHP8 , anddVP8 represent performance in the di-
agonal, horizontal, and vertical planes, respectively. Accord-
ing to our analysis, this ‘‘independent-contributions’’ hypoth-
esis consistently predicted larger thresholds than observed
for diagonal orientations greater than about 45°, at least for
the cases in which stimuli were presented from in front of the
subject~Perrott and Saberi, 1990; Saberi and Perrott, 1990!.
On the other hand, for the case in which stimuli were behind
the subject~Saberiet al., 1991!, this hypothesis appeared to
account well for the diagonally presented signals.

As an alternative to the independent-contributions hy-
pothesis, Saberi and Perrott considered an ‘‘interaction
model,’’ which stated that interaural difference cues~based
on azimuthal differences! might interact with spectral cues

~based on elevation differences!. Because this hypothesis
was proposed based on data indicating resolution was rela-
tively independent of plane of presentation~Saberi and Per-
rott, 1990!, we refer to it here as the ‘‘constant-resolution’’
hypothesis. According to this hypothesis, there is a physical
interaction of the cues underlying horizontal-plane and
vertical-plane spatial resolution. For example, as a result of
facial features, torso effects, and position of the pinnae on
the head, a change in diagonal position of a sound source
may result in greater changes in interaural differences at cer-
tain frequencies than would occur just considering the hori-
zontal component of the trajectory alone. This hypothesis
appeared to account better for the data in these authors’ first
two papers~in which signals were presented in the frontal
field! than did the independent-contributions hypothesis.

The present experiment was undertaken to further ex-
plore human auditory spatial resolution in diagonal planes
and to attempt to understand what mechanisms underlie this
sensitivity. Specifically, we wanted to attempt to replicate the
surprising finding reported by Perrott and Saberi~1990! and
Saberi and Perrott~1990! that auditory spatial resolution
could be as good in diagonal planes as in the horizontal
plane. Accordingly, MAAs and MAMAs were measured for
sources in the horizontal, vertical, and diagonal~60° from the
horizontal! plane in the subjects’ frontal field. The obtained
diagonal thresholds were compared to predictions of the
independent-contributions hypothesis and the constant-
resolution hypothesis. In an attempt to better understand the
potential cues that underlie spatial resolution in diagonal
planes, data were obtained, and these comparisons were
made, not only for wideband sources, but also for low-pass
and high-pass stimuli that would allow some differential con-
trol over the availability of horizontal-plane and vertical-
plane cues. Finally, physical measurements were made of the
stimuli arriving to KEMAR’s ears to determine the extent to
which interaural difference cues may interact with elevation-
based spectral cues produced by diagonally presented sig-
nals.

II. METHODS

A. Stimuli

A pseudovirtual technique was employed for stimulus
presentation. Stimuli were created by recording sounds
through the KEMAR manikin’s two ears while it was posi-
tioned in a 63636-m anechoic chamber@see Fig. 1~a!#. All
sounds were presented through a single 10-cm JBL 8110H
loudspeaker suspended from the end of a movable boom
whose pivot point was directly over KEMAR’s head. The
loudspeaker was at KEMAR’s ear level and could rotate a
full 360° around him in the horizontal plane at a distance of
about 1.75 m.

The resulting stimuli arriving at KEMAR were trans-
duced by two ER-11 microphones at the positions of KE-
MAR’s ear canals, low-pass filtered at 15 kHz, digitized at a
40-kHz sampling rate through a two-channel 16-bit A/D con-
verter, and stored on computer disk. The stored two-channel
files were subsequently played back to subjects through a
16-bit D/A converter as they sat in a darkened sound-
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insulated test booth. The frequency response of the ER-4S
insert earphones in a Zwislocki coupler, shown as the upper
curve in Fig. 1~b!, roughly mirrored that of the ER-11 mics
that were employed~with the diffuse-field equalization filter
activated! for recording@lower curve in Fig. 1~b!#. Thus, the
stimuli arriving at subjects’ ear canals incorporated the dy-
namic cues~interaural temporal differences, interaural level
differences, and monaural spectral features! provided by
KEMAR’s head, torso, and pinnae.

Two-channel recordings were thus made as the active
loudspeaker traversed a 180° arc from290° to190° @for the
case of horizontal-plane stimulation, the endpoints corre-
sponded to positions opposite KEMAR’s left ear and right
ear, respectively, and the arc traversed KEMAR’s front hemi-
field @see Fig. 2~a!#. For the moving targets stimulus velocity
was620°/s; thus, the duration of a traversal was 9.0 s. For
each direction of travel four independent recordings were
made of each traversal. In addition to the moving targets,

recordings were made for stationary targets at 4° azimuthal
separations between approximately690°, and, because of
better human spatial resolution in the frontal region, at 2°
azimuthal separations between626°. The duration of each
of the stationary target recordings was 2.0 s.

Three different stimuli were recorded in this manner:

~i! Wideband: Gaussian noise bandpass filtered from 70
to 15 000 Hz;

~ii ! High-pass: Gaussian noise bandpass filtered from
6000 to 15 000 Hz;

FIG. 1. ~a! Schematic diagram showing a binaural recording being made
through the KEMAR manikin while a moving loudspeaker is activated in
the anechoic chamber.~b! Frequency response of the ER-11 microphones
employed in KEMAR’s ears~with diffuse-field equalization filter applied!
~lower curve! and of the ER-4S insert earphones~in a Zwislocki coupler!
employed to play the recorded files back to subjects~upper curve!.

FIG. 2. KEMAR positioned for recording in the anechoic chamber.~a! In
the upright position; the loudspeaker trajectory is in the horizontal plane.~b!
In the side position; the trajectory is in KEMAR’s median sagittal plane.~c!
In the diagonal position; the trajectory is at a 60° angle relative to KEMAR.
The center of KEMAR’s head remained in the same position in all cases.
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~iii ! Low-pass: Gaussian noise bandpass filtered from 70
to 2000 Hz.

In all cases, the filters employed~Kemo VBF/25.13! had
nominal low- and high-pass attenuation rates of 90 dB/
octave. Recording levels were set such that when the station-
ary stimulus from 0° azimuth was played continuously
through the ER-4S earphones, the levels were approximately
78, 70, and 77 dB SPL for the wideband, high-pass, and
low-pass stimuli, respectively~measured in a Zwislocki cou-
pler!. These values were chosen to accommodate within a
comfortable listening range the variation in stimulus level
that occurred in each ear as the target signal traversed the
180° arc.

For each of the stimuli and velocities described above,
recordings were made with KEMAR in three different orien-
tations; in each case KEMAR’s nose was pointed toward the
midpoint of the 180° arc, as shown in Fig. 2. In the horizon-
tal orientation@Fig. 2~a!#, KEMAR was upright; in the ver-
tical orientation@Fig. 2~b!#, he was supported on his side; in
the diagonal orientation@Fig. 2~c!#, he was set to lean at a
60° angle from the vertical. The orientation of the loud-
speaker arc with respect to KEMAR in these three cases was
thus horizontal, vertical, and 60° diagonal~upper-left to
lower-right!, respectively. For all three orientations, the cen-
ter of KEMAR’s head was maintained at a constant position,
directly under the pivot point of the moving boom and at the
same height from the floor as the plane described by the
moving loudspeaker.

B. Procedure

As described above, all stimuli, moving and stationary,
were prerecorded and stored on computer disk. The stored
files were output via a two-channel 16-bit D/A converter at a
rate of 40 kHz, low-pass filtered at 15 kHz~Kemo VBF/
25.01, 135-dB/octave skirts!, and presented to subjects
through ER-4S insert earphones as they sat, individually, in a
darkened sound booth.

1. Moving targets (measuring the MAMA)

For the case of moving targets, an adaptive, single-
interval, two-alternative forced-choice procedure was em-
ployed to determine the minimum audible movement angle
~MAMA ! for each of the conditions under study. A single
velocity ~20°/s! was employed. Stimulus type~wideband,
high-pass, low-pass! was held constant within a threshold
run. On each trial a single stimulus was presented via the
earphones that ‘‘moved’’ at either a positive or a negative
velocity, and the subject had to push one of two buttons to
indicate which direction s/he perceived the movement to be.
No feedback was given. Note that the perceived directions
depended on which plane of presentation was being em-
ployed; for horizontal, the possible responses were ‘‘left’’/
‘‘right;’’ for vertical, they were ‘‘up’’/‘‘down;’’ for diagonal,
they were ‘‘up-left’’/‘‘down-right.’’ The plane of the trajec-
tory was fixed within a threshold run, and subjects were al-
ways told in advance which plane was being tested.

Task difficulty was manipulated by varying the extent of
the arc presented on any given trial. To obtain a sweep of a

given angular extent, the appropriate segment was excised
from one of the four~randomly determined from trial to trial!
180° arcs stored on the disk; the midpoint of the desired arc
was jittered to be within64° ~also randomly determined
from trial to trial! of the midpoint of the entire 180° arc.
After excision of the desired arc, a 10-ms rise-decay time
was digitally applied to the two-channel stimulus.

On the first trial in a run, a relatively large arc was
presented, so that the subject could easily identify the direc-
tion. Following three correct responses, the extent of the pre-
sented arc was reduced, and following each incorrect re-
sponse, the arc was increased, thus converging on the angle
~the MAMA! whose direction could be identified 79% of the
time ~Levitt, 1971!. Note that because velocity was constant
~620°/s!, changing the extent of the arc from trial to trial
resulted in a concomitant change in stimulus duration.

After the first two reversals in the direction of tracking
of the angular change, the angular step size was reduced;
tracking continued for six additional reversals, at which point
the run terminated, and the threshold~MAMA ! was com-
puted as the mean of the final six reversal points. The mag-
nitudes of the starting~first-trial! arc, the initial angular step
size, and the final angular step size depended on the condi-
tion being run, and were selected for each subject and each
condition based on trial and error in practice runs. For ex-
ample, for the horizontal conditions~for which MAMAs
were generally small!, the starting arc, the initial step size,
and the final step size were typically 12°, 4°, and 2°, respec-
tively. For some of the more difficult conditions~such as
vertical!, the starting arc, initial step size, and final step size
were sometimes as large as 64°, 16°, and 8°, respectively.

2. Stationary targets (measuring the MAA)

Measurement of the minimum audible angle~MAA ! was
analogous to the measurement of the MAMA described
above. The primary difference was that, instead of there be-
ing a single presentation of a moving target on each trial, two
stationary stimuli from different positions were presented on
each trial, and the subject had to press a button to indicate
whether the second stimulus appeared to be left or right
~horizontal plane!, up or down~vertical plane!, or up-left or
down-right~diagonal plane! relative to the first stimulus. Du-
ration of each stimulus was 300 ms, and the interstimulus
interval was also 300 ms.

Task difficulty during an adaptive run was manipulated
by varying the angular separation between the two stimuli,
whose positions could be independently selected from the set
of stationary recordings~obtained at 2°–4° separations! de-
scribed in Sec. II A. As in the MAMA procedure, for a given
desired separation, the positions of the two stimuli presented
on each trial were chosen such that the midpoint was jittered
~randomly from trial to trial! within 64° of the midpoint of
the 180° range over which signals were stored. Each 300-ms
stationary target was excised from the appropriate 2.0-s sta-
tionary recording~with the starting point randomly deter-
mined from trial to trial!, and a 10-ms rise–decay time was
digitally applied prior to presentation. Unlike the case with
the moving targets, of course, changes in the angular extent
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of the separation of the two signals were not accompanied by
changes in stimulus or trial duration.

As with the moving targets, stimulus type~wideband,
high-pass, low-pass! and the plane of loudspeaker presenta-
tion ~horizontal, vertical, diagonal! were held constant within
any given threshold run. Rules for adaptive tracking and the
procedure for choosing starting angular separation and initial
and final angular step sizes were the same as those described
for the moving targets. A threshold for each run was com-
puted as the average of the final six reversals, except for the
special case of the horizontal-plane MAA~described below!.

3. Computation of threshold MAMAs and MAAs

At least three ‘‘good’’ threshold runs were obtained for
each condition~‘‘good’’ is defined below!, with the stipula-
tion that not all three could be obtained on the same day. If
the standard deviation across the first three runs was greater
than one-third of the mean across the three runs, a fourth run
was obtained; if the standard deviation across the four was
still greater than one-third of the mean, a fifth run was ob-
tained, and, if necessary, a sixth. Testing ceased after the
sixth run regardless of the size of the standard deviation.

For all conditions except the horizontal-plane MAA~see
below!, final computed thresholds were thus taken as the
mean of three to six ‘‘good’’ threshold runs. A good run was
defined as one for which the standard deviation over the
reversal points was less than one-half of the mean over the
reversal points~unless the threshold was less than 8°, in
which case it was always considered good!. The rationale for
rejecting thresholds~over 8°! for which the standard devia-
tion was greater than one-half the computed threshold was
that a high standard deviation~i.e., large tracking excursions!
usually reflected cases in which the subject intermittently
‘‘lost’’ and ‘‘found’’ the cue during a run. Such runs were
likely to terminate normally, yet were assumed not to be
representative of optimum or stable performance.

A different threshold estimation procedure was under-
taken for the horizontal-plane MAA condition. In this condi-
tion subjects’ thresholds were generally smaller than the
smallest nonzero azimuthal separation employed~2°!, and,
although 0° was also used in the tracking, averaging over
reversal points in this case may not have yielded accurate
estimates of threshold. Accordingly, a combined psychomet-
ric function was generated for each subject from the trials
across all~3–6! runs. Generally, this function was based on
3–4 levels of azimuthal separation and a total of about 150
trials. A three-parameter sigmoid function was fit to the data
(r 2 was generally greater than 0.96!, and the azimuthal sepa-
ration corresponding to 79% correct was taken from the fit-
ted function as threshold.

4. Order of testing

Subjects were initially given at least two sessions of
practice prior to data collection. The practice sessions began
with exposure to the horizontal condition, for which all sub-
jects were able to obtain stable and reliable thresholds from
the beginning~for all stimuli: wideband, high-pass, and low-
pass, and for both moving and stationary conditions!. Once

subjects had become familiar with the task in the horizontal
condition, sample runs from each of the other two planes
were presented. In each case, during practice as well as dur-
ing actual data collection, subjects were informed prior to
each run of which plane was to be presented.

Generally, for a given loudspeaker plane a set of up to
12 threshold runs was programed to be presented in se-
quence. These runs consisted of one or two runs of each of
the three stimulus types~wideband, high-pass, and low-pass!
and each of the two tasks~MAA and MAMA !, where the
order of presentation of the 12 runs was shuffled by the com-
puter. The sequence of 12 runs took about 1 h; subjects took
rest breaks, as needed, during the set of runs. If time permit-
ted, a set of 8–12 additional runs was programed for the
second part of the session, generally for a different loud-
speaker plane from that employed in the first part.

With the exception that the first day of data collection
began with the horizontal plane, the order of presentation of
the different planes was pseudorandom across subjects. Typi-
cally, two threshold runs were completed for all conditions in
a given plane~taking most of the 1.5- to 2-h session!, and
then the different planes were revisited~in different random
orders! as many times as it took in succeeding sessions to
fulfill the criterion for stopping data collection.

C. Subject selection

Initially, seven female subjects were employed~ages
18–36!. All had normal hearing bilaterally, as indicated by
screening at 20 dB HL at octave frequencies from 250–8000
Hz ~ANSI, 1989!. They were tested in sessions that generally
lasted 1 to 1.5 h. Frequent breaks were provided during a
session as needed to avoid fatigue.

During the practice phase and early data collection it
became clear that these seven subjects could be divided into
two groups based on their performance in the vertical-plane
MAA task with the broadband noise stimulus. Three of the
seven had MAA thresholds of 10° or less in this condition,
and all three stated that they had a clear and immediate per-
ception of elevation change with these signals~although the
sounds were not always externalized—see below!. The other
four subjects stated that they did not always perceive eleva-
tion changes, or, if they did notice elevation differences be-
tween the two signals on a given trial, they were not always
certain which signal had the higher elevation. Vertical-plane
MAA thresholds for these four subjects were 20° or higher.

Based on this dichotomy among our first group of sub-
jects, it was decided to restrict further testing to subjects who
could obtain, in a single test session without prior practice, a
vertical-plane MAA with the wideband noise stimulus of 10°
or less—i.e., to subjects who could perform in line with pre-
viously reported results~Perrott and Saberi, 1990!. The ra-
tionale for this selection was based on the assumption that
only subjects who met this criterion were actually able to
effectively use the elevation-based spectral cues provided by
KEMAR’s pinnae, head, and torso. According to this as-
sumption, subjects who could not meet the criterion, perhaps
as a result of the shape of their pinnae and heads, were not
receiving familiar elevation cues and thus could not be as-
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sumed to be performing normally in the vertical-plane MAA
task.

Accordingly, we screened 13 additional normal-hearing
subjects to find those who could meet our criterion. The
screening consisted of 1 or 2 h, during which 1–6 adaptive
MAA thresholds with the wideband noise stimulus were ob-
tained for both horizontal-plane and vertical-plane condi-
tions. As will be seen in the next section, three of these 13
subjects met the criterion. Thus, counting the three initial
subjects who had met the criterion, the final selected group
consisted of six subjects~four females and two males!, rang-
ing in age from 23 to 58.

The screening was considered part of the practice phase
for the three subjects in this latter group who met the crite-
rion. Subsequent testing in all the conditions of interest re-
quired 10–12 sessions, which were completed within 3–4
weeks.

III. RESULTS AND DISCUSSION

A. Subject screening

As described in the previous section, a total of 20 sub-
jects was run, of whom six met our criterion of having, with
the wideband stimulus, a vertical-plane MAA of 10° or less.
Data from all 20 subjects are shown in Fig. 3 in the form of
a scatterplot showing each individual’s vertical-plane MAA
vs his or her horizontal-plane MAA.

The filled symbols~‘‘with practice’’ ! represent the origi-
nal seven subjects, whose data were collected after they had
received practice runs, and before we decided to screen for
additional subjects. The open symbols~‘‘without practice’’!
represent the 13 subjects who went through the screening;
except for the three subjects who met the criterion~i.e.,
whose data points lie below the dashed line!, these data
points represent MAAs obtained in a single test session. The
vertical-plane MAAs for two of these subjects who could not
do the task at all are indicated at 50°.

It is noteworthy than only six out of 20 subjects met the
vertical-plane MAA criterion. This suggests that, in general,

recording through KEMAR may not preserve the important
elevation-dependent spectral information that underlies hu-
man spatial resolution in the vertical plane. To the extent that
the use of individualized head-related transfer functions
~HRTFs! is important for the preservation of elevation infor-
mation, it is possible that only individuals who happen to
have pinna and head features similar to those of KEMAR~as
perhaps do the six represented by the data points below the
dashed line! would benefit from recordings made through
KEMAR.

On the other hand, it is also noteworthy that the
horizontal-plane MAAs for the 20 subjects are quite consis-
tent: a majority shows a threshold less than 2°, and all but
three subjects show a threshold of 3° or less. This finding is
consistent with the notion that the interaural cues underlying
horizontal-plane spatial resolution depend little on the idio-
syncrasies of different individuals’ HRTFs.

B. Spatial perception of the sound images: Informal
reports

None of the six subjects in the final group reported the
sound images from these signals to be in front of them at the
appropriate distance~e.g., about 1.75 m from the head!.
Some of the subjects reported that the images were in front
of them, but that they seemed only inches from the head;
others reported the images were either inside the head, or a
few inches behind the head. These observations are in agree-
ment with those of Koehnke and Besing~1996!, who re-
ported that their subjects achieved good externalization of
KEMAR-recorded stimuli in reverberant, but not in anechoic
environments. In any case, despite the failure of our subjects
to externalize the signals appropriately, all reported that, for
angular distances greater than threshold, they perceived clear
motion of the images in the appropriate directions.

C. MAA and MAMA thresholds

Mean thresholds across the six subjects who met the
screening criterion are shown in Fig. 4~MAA ! and Fig. 5

FIG. 3. Scatterplot showing vertical-plane MAA vs horizontal-plane MAA
for 20 subjects. Thresholds were determined with the broadband noise
stimuli. Filled symbols~‘‘with practice’’ ! show the seven subjects originally
tested; open symbols~‘‘without practice’’! show the 13 subjects who were
subsequently screened for participation in the main experiment.

FIG. 4. Mean MAA thresholds across the six subjects for the three planes of
presentation: horizontal~0°!, diagonal~60°!, and vertical~90°!. The differ-
ent shadings represent the different filter conditions. Error bars indicate one
standard deviation. The fraction shown over the right-most bar indicates that
only three of the six subjects could obtain a threshold with the low-pass
signal in the vertical plane.
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~MAMA !, with error bars representing standard deviations.
In each figure the speaker plane~horizontal, diagonal, verti-
cal! is indicated along the abscissa, and the different bars
represent the three different filter conditions~wideband,
high-pass, low-pass!. Fractions appearing above some of the
bars indicate the number of subjects, out of six, for whom
thresholds could be obtained for the indicated condition
~where no fractions appear, all six subjects could do the
task!. Mean thresholds across subjects in all conditions~with
standard deviations! are also listed in the first three columns
of Table I.

A three-way repeated-measures analysis of variance was
conducted on the data, where the factors were velocity
~MAA vs MAMA !, filter condition ~wideband, high-pass,
low-pass!, and plane~horizontal vs diagonal!. The vertical-
plane thresholds were excluded from the analysis because
there were several missing data points in this condition@see
footnote ~a! in Table I#. For those cases in which vertical-

plane thresholdswere obtained, they were generally much
higher than the corresponding thresholds in the horizontal
and diagonal planes, which is evident from the mean values
shown in the figures and in Table I.

The ANOVA revealed that all three main effects were
significant ~discussed below!, as were two of the interac-
tions: velocity3plane @F(1,5)529.219; p,0.01] and
velocity3filter condition@F(2,10)511.894;p,0.02]. All p
values to be reported take into account the Greenhouse–
Geisser correction.

1. Effect of velocity

The MAMAs ~Fig. 5! were consistently and significantly
larger than the MAAs~Fig. 4! @F(1,5)593.485;p,0.001].
Although the ANOVA revealed that velocity interacted sig-
nificantly with both plane and with filter condition, these
interactions were not of special interest in the present inves-
tigation. It can be seen from the figures that the average
MAMA was greater than the average MAA for all filter con-
ditions and all three planes~including the vertical plane!.

The fact that the MAMA is larger than the MAA has
been previously reported for wideband stimuli in the hori-
zontal plane~Perrott and Musicant, 1977; Perrott and Tucker,
1988; Chandler and Grantham, 1992! and in the vertical and
diagonal planes~Perrott and Saberi, 1990; Saberi and Perrott,
1990!. The present data show that this spatial resolution ad-
vantage with stationary targets over moving targets is present
with high-pass and low-pass as well as with wideband
stimuli.

2. Effect of plane

Overall, the diagonally presented targets yielded higher
thresholds than the horizontally presented targets@F(1,5)
545.5; p,0.01]. It also seems reasonable to conclude,
based on the magnitude of the obtained thresholds and on the
fact that in several cases subjects could not perform the task,

FIG. 5. Mean MAMA thresholds across the six subjects for the three planes
of presentation~see the caption of Fig. 4!. The fractions shown over the two
vertical-plane bars indicate the number of subjects out of six who were able
to do the task. Note that vertical-plane thresholds for the low-pass stimulus
are not shown, because none of the six subjects could obtain a threshold in
this condition.

TABLE I. Mean thresholds across subjects~with standard deviations! in degrees of arc for the three orientations
~columns 1–3!. The column labeled ‘‘IC hyp’’ shows the mean predictions across subjects~with standard
deviations! for the independent-contributions hypothesis. Note that the constant resolution~CR! prediction is
equal to the threshold in the horizontal orientation~first column!. The last two columns show the t-ratios for the
tests for the difference between diagonal threshold and the constant-resolution hypothesis and the independent-
contributions hypothesis, respectively. Degrees of freedom for all tests are 5.

Horizontal
~CR hyp! Diagonal Vertical Na IC Hyp

t ratio
Diag vs CR

hyp

t ratio
Diag vs IC

hyp

MAA
Wideband 1.6~0.3! 2.8~0.4! 6.5~2.4! 6/6 2.9~0.6! 16.08b 20.64
High pass 1.6~0.6! 4.1~1.4! 11.6~12.0! 6/6 2.9~1.1! 3.89c 1.69
Low pass 1.5~0.4! 3.4~1.0! 19.0~13.0! 3/6 2.8~0.7! 5.64b 1.99
MAMA
Wideband 4.2~0.9! 7.3~1.5! 15.3~3.0! 5/6 7.7~1.8! 7.43b 20.74
High pass 5.4~1.3! 11.4~3.8! 22.6~12.7! 5/6 9.6~2.2! 4.50b 1.38
Low pass 4.5~1.3! 7.2~1.1! ¯ 0/6 8.9~2.6! 3.88c 21.52

aThe number of subjects who could perform the vertical-plane task out of the number who ran in each respective
condition.

bp,0.01.
cp,0.05.
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that performance with the vertically presented targets~not
included in the ANOVA! is considerably worse than perfor-
mance in either of the other two planes.

To relate these findings to previous data, we focus first
on the condition that has received the most attention in ear-
lier investigations—MAAs obtained with wideband stimuli
~black bars in Fig. 4!. For horizontal-plane presentation, the
mean MAA was 1.6°, which is similar to MAA thresholds
that have been reported previously for broadband signals
~Perrott and Saberi, 1990; Chandler and Grantham, 1992!.
This result indicates that the pseudovirtual technique em-
ployed for stimulus presentation in the present experiment
was successful in preserving the interaural cues underlying
horizontal-plane spatial resolution.

Spatial resolution in the diagonal plane was almost as
good as in the horizontal plane~mean MAA: 2.8°!, while
resolution in the vertical plane was markedly worse than in
the other two planes~mean MAA: 6.5°!. This general pattern
of results is in basic agreement with that obtained by Perrott
and Saberi~1990! and by Saberiet al. ~1991!.

The main characteristics noted above for wideband
MAAs were also observed for MAAs obtained in the low-
pass and high-pass conditions, and for the MAMAs in all
three filter conditions. Thus, vertical-plane thresholds~when
the task was possible! were higher than those for the hori-
zontal and diagonal planes, while thresholds in the latter two
planes were similar to each other, although the diagonal
plane generally yielded consistently~and significantly!
higher thresholds than did the horizontal plane.

3. Effect of filter condition

Overall, there was a significant effect of filter condition
@F(2,10)513.75; p,0.01]. However, a set of four single-
factor ANOVAs revealed that, for the different velocity-plane
combinations, this effect was significant only for the diago-
nal MAMAs ~middle set of bars in Fig. 5! @F(2,10)
511.277; p,0.02]. For the horizontal MAMAs~leftmost
bars in Fig. 5! and for the horizontal and diagonal MAAs
~leftmost and middle bars in Fig. 4!, the effect of filter con-
dition was not statistically significant.

Thus, in the case of horizontal-plane presentation, per-
formance was virtually the same in all three filter conditions
for both stationary and moving signals. Previous studies have
shown that horizontal-plane MAAs and MAMAs show some
frequency dependence for narrow-band stimuli, with perfor-
mance worse in a midfrequency region~1.5 to 3.0 kHz! than
at lower or higher frequencies~Mills, 1958; Perrott and
Tucker, 1988; Chandler and Grantham, 1992!. In addition, it
has been shown that horizontal-plane spatial resolution in-
creases as bandwidth increases for stimuli centered at 3.0
kHz ~Chandler and Grantham, 1992!. The present data add
further to our knowledge about spectral effects in auditory
spatial resolution. Specifically, they indicate that restricting
the stimulus to either low frequencies, where horizontal-
plane spatial resolution is mediated primarily by interaural
temporal differences, or to high frequencies, where spatial
resolution is mediated primarily by interaural level differ-
ences and interaural spectral difference cues, does not de-

grade spatial resolution ability, at least for stimuli with rela-
tively large bandwidths.

Considering the data in the vertical plane~rightmost bars
in Figs. 4 and 5!, there may be an advantage for wideband
over high-pass stimuli~because of missing data points, a
statistical test was not performed for this difference!. If the
difference is real, it would suggest that spectral information
below 6 kHz is useful in making vertical resolution judg-
ments. On the other hand, thresholds in the low-pass condi-
tions were mainly indeterminate: only three of the six sub-
jects could do the MAA task, and none could do the MAMA
task. This failure to discriminate vertical-plane changes is
not surprising, given that the primary cues underlying local-
ization and discrimination in the median vertical plane are
spectral cues above 4000 Hz~Roffler and Butler, 1968; He-
brank and Wright, 1974!. The fact that three subjectswere
able to do the MAA task for these low-pass stimuli is some-
what surprising; it is likely they were able to take advantage
of the shoulder-bounce cue that can provide some elevation
information for low-frequency stimuli~Algazi et al., 2001!.

Concerning the significant effect of filter condition al-
luded to in the opening paragraph of this section~for the
diagonal MAMAs—middle bars in Fig. 5!, analytical com-
parisons confirmed what is apparent from the figure: the
high-pass thresholds were significantly higher than the wide-
band and low-pass thresholds, and the latter two were not
different from each other. Given that there were practically
no differences in the horizontal thresholds across the filter
conditions, and given that the low-pass MAMA was unmea-
surable in the vertical plane, it was not clear why, in the
diagonal plane, the high-pass stimuli produced the highest
MAMA thresholds.

D. Predictions for diagonal-plane performance

As described in the Introduction, Saberi and Perrott
~1990! considered two hypotheses to account for auditory
spatial resolution performance in the diagonal plane. The
‘‘independent contributions’’ hypothesis, expressed by Eq.
~1!, posits that performance in the diagonal plane is based on
independent contributions from a horizontal-plane mecha-
nism sensitive to interaural differences and a vertical-plane
mechanism sensitive to spectral variations~and assumes no
physical interaction between the two types of cues!. Alterna-
tively, the ‘‘constant-resolution’’ hypothesis states that per-
formance in a spatial resolution task is essentially indepen-
dent of the plane of the sources, until the plane is nearly
vertical~e.g., greater than 70°–80°!. This constant sensitivity
may be based on the physical interaction of the acoustic cues
underlying performance in horizontal-plane and vertical-
plane conditions. In other words, the interaural differences
for diagonally separated sources with a given horizontal
component may be greater~e.g., at particular frequency re-
gions! when there is also an elevation component than when
that horizontal separation is presented alone. We were inter-
ested in comparing our subjects’ performance to the predic-
tions of these two hypotheses.

Mean MAA and MAMA thresholds across the six sub-
jects for the diagonal plane are replotted in Fig. 6, with per-
formance in the three filter conditions represented in the
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three panels. Error bars indicate 95%-confidence limits
~these thresholds are listed in column 2 of Table I!. The mean
predictions for the constant-resolution and independent-
contributions hypotheses are shown for each condition by the
lower ~solid! and upper~dashed! horizontal lines, respec-
tively ~listed in columns 1 and 5 of Table I!.

Predictions from the two hypotheses were generated as
follows:

~1! For the constant-resolution hypothesis, the prediction for
each subject was simply that subject’s performance mea-
sured in the horizontal-plane condition. That is, accord-
ing to this hypothesis, resolution in the diagonal plane
should be equivalent to performance in the horizontal
plane~at least for diagonal planes that do not approach
vertical!. These predictions are listed in column 1 of
Table I, and are displayed as thesolid horizontal line
plotted with each data point in Fig. 6.

~2! For the independent-contributions hypothesis, we as-
sumed reasonable shapes for the underlying psychomet-
ric functions for performance in the horizontal- and
vertical-plane conditions. For cases in which vertical-
plane thresholds were not obtainable, we assumed that
dVP8 50 for all angular extents. Under these assumptions,
predictions were generated from Eq.~1! ~details are pro-
vided in the Appendix!. The predictions are listed in col-
umn 5 of Table I~under ‘‘IC Hyp’’ !, and are displayed as
thedashedhorizontal line plotted with each data point in
Fig. 6.

To test the significance of the difference between ob-
tained and predicted thresholds, a series oft-tests was per-
formed, in which each of the six data points was compared
with the two predictions. The results~shown in the last two
columns of Table I! revealed that all six conditions were
significantly different from the constant-resolution hypoth-
esis ~two-tailed test!. This result is consistent with the sig-
nificant main effect of plane~horizontal vs diagonal targets!
revealed by the overall ANOVA reported in Sec. III C 2. On
the other hand, none of the six cases was significantly differ-
ent from the independent-contributions prediction according
to a two-tailed test, suggesting that for the stimuli and con-
ditions employed in the present experiment, we cannot reject
the hypothesis that diagonal-plane spatial resolution is medi-
ated by independent contributions from a horizontal-plane
mechanism and a vertical-plane mechanism.

We conclude from these results that spatial resolution in
a diagonal plane, when using KEMAR-recorded stimuli, is
not consistent with the constant-resolution hypothesis. Spe-
cifically, in all cases, for both static and dynamic signals,
mean performance was significantly worse when the plane of
the trajectory was 60° than when it was horizontal.

IV. GENERAL DISCUSSION

The results of the present experiment differ in one im-
portant respect from those reported by Perrott and Saberi
~1990!. The 60° MAA thresholds from that study were con-
sistent with the constant resolution hypothesis~i.e., they
were about the same as the 0° thresholds! and were, on av-
erage, about 45% lower than the predictions of the indepen-
dent contributions hypothesis generated from their data. By
contrast, the diagonally measured MAAs and MAMAs from
the present study are consistent with the independent-
contributions hypothesis and inconsistent with the constant
resolution hypothesis. That is, our data suggest that auditory
spatial resolution in diagonal planes is mediated by the inde-
pendent combination of the available interaural cues under-
lying horizontal-plane performance and the available spectral
cues underlying vertical-plane performance. Unlike Perrott
and Saberi, we found no evidence that subjects could main-
tain constant resolution as the diagonal plane increased from
the horizontal.

The most obvious methodological difference between
the current experiment and those conducted by Perrott and
Saberi is the fact that the latter investigators conducted their
experiments in real space, while we employed a ‘‘pseudovir-
tual’’ technique and presented stimuli through earphones. It

FIG. 6. Mean thresholds across subjects for the diagonal-trajectory condi-
tion, plotted with 95% confidence limits. Data are shown for the wideband
noise ~upper panel!, high-pass noise~middle panel!, and low-pass noise
~lower panel!. The lower~solid! horizontal hash mark plotted with each data
point denotes the mean prediction of the ‘‘constant-resolution’’ hypothesis;
the upper ~dashed! hash mark denotes the mean prediction of the
‘‘independent-contributions’’ hypothesis.
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is known that localization with virtual cues produced using
‘‘nonindividualized’’ HRTFs is generally poorer than local-
ization in real environments or than virtual localization ‘‘us-
ing one’s own ears’’~Wenzel et al., 1993; Middlebrooks,
1999!. Although we screened our subjects with the goal of
retaining only subjects who received ‘‘true’’ vertical-plane
cues through KEMAR’s ears, it is, of course, not possible to
know exactly how the resulting thresholds reflect the sensi-
tivity that would have been measured with the same stimuli
in real environments. This is a necessary limitation of em-
ploying the pseudovirtual procedure.

A second difference between our study and those con-
ducted by Perrott and Saberi relates to the availability of
visual information. While our subjects were tested in the
dark and thus had no visual cues, Perrott and Saberi~1990!
and Saberi and Perrott~1990! conducted their experiments in
a dimly lit room, in which the plane of the speaker array was
clearly visible.1 It has been shown that the presence of a
visual target or a patterned visual field can facilitate perfor-
mance in auditory spatial tasks, even when the available vi-
sual cues are uncorrelated with the auditory signals~e.g.,
Platt and Warren, 1972; Shelton and Searle, 1980; Lakatos,
1995!. It is possible that, in Perrott and Saberi’s experiments,
the visual perception of the diagonally orientated loud-
speaker array facilitated subjects’ spatial resolution of audi-
tory targets presented from that array, thus yielding smaller
MAA thresholds than we observed. We find it intriguing in
this regard that the pattern of MAAs measured by Saberi
et al. ~1991!, where stimuli were presented frombehindthe
subjects~thus not affording visual perception of the loud-
speakers! was similar to that obtained in the present experi-
ment: MAAs were about twice as high for the 60° plane as
for the 0° plane.

A. Measurements of interaural differences for
KEMAR-presented stimuli

We have seen that Perrott and Saberi’s subjects demon-
strated evidence of constant spatial resolution of sound
sources as the plane of presentation changed from 0° to 60°
while ours did not. In order to further explore possible rea-
sons for these differences, it was of interest to measure the
interaural differences provided by the diagonally presented
signals, to learn whether,in principle, there might be a
clearly identifiable physical basis for superior performance in
the diagonal plane over that which would be expected based
on simple geometrical considerations. In other words, we
wanted to know if the physical features of the human head,
pinna, and torso might produce some interaction between
spectral shape cues and interaural difference cues produced
by sounds presented from diagonal planes, such that the
magnitudes of interaural differences might be larger than
expected.2 Accordingly, we measured the interaural differ-
ences in the wideband signals that had been recorded through
KEMAR’s ears from the stationary sources spanning 180°.
These were the same recorded sources that had been em-
ployed in the determination of the wideband MAA for our
subjects~black bars in Fig. 4!.

In order to obtain the most useful comparison, we mea-
sured thedifferencein interaural differences for the two sig-

nals that were presented symmetrically around midline dur-
ing a typical trial in the MAA experiment. For example, in a
horizontal-plane condition, if the signal in the first interval,
presented from an azimuth of22° azimuth, had an interaural
temporal difference~ITD! of 120 ms ~positive values indi-
cate left ear leading! and the signal in the second interval,
presented from12° azimuth, had an ITD of220 ms, the
differencein ITD for this 4° separation~which is the candi-
date cue for discrimination! would be 40ms. We compare
this value to the ITD difference produced by a diagonally
presented pair of signals,whose horizontal extent is equal to
that of the horizontally presented signals~i.e., 4°!. Because
our diagonal plane was 60°, the horizontal component of any
given angle measured along the diagonal arc is exactly half
of that angle~cos 60°50.5!. For the example just given, an
extent of 8° along the diagonal plane would yield a 4° pro-
jected extent along the horizontal plane. Thus, the appropri-
ate comparison to assess a prediction based on simple geom-
etry is between the ITD difference produced by a horizontal-
plane 4° extent and that produced by a diagonal-plane 8°
extent.

The interaural differences for any given binaural stimu-
lus were computed in theMATLAB environment by perform-
ing FFTs on the left- and right-ear signals. The ITDs were
computed by taking the difference between the phase spectra
of the left and right waveforms, unwrapping this phase spec-
trum difference function, and estimating its slope over the
frequency range 500–4000 Hz~where the phase spectra
were most well behaved!. The interaural level differences
~ILDs! were computed by taking 20 times the log of the ratio
of the left and right magnitude functions from 0 to 15 kHz.
In both cases, the FFTs were carried out over successive
nonoverlapping windows of the 2-s signals, and the final
results were obtained by averaging across these windows.
The ILD or ITD differencefor a given separationX° was
taken as the difference between the interaural difference for
the signal at2(X/2)° and the interaural difference for the
signal at1(X/2)°.

The results for the ITD measurements are shown in Fig.
7~a!. The circles connected with the dashed line represent the
ITD differences for sources presented from the horizontal
plane, plotted as a function of the azimuthal separation of the
sources. The triangles connected with the solid line show the
ITD differences for diagonally presented sources, plotted as
a function of the horizontal-plane separation~as projected
from the diagonal arc! of the sources. The fact that the two
functions are very similar indicates that the ITD cues pro-
duced by diagonally separated signals are about what would
be expected based on simple geometry.

Overall ILD differences are displayed in Fig. 7~b!,
where again the circles represent the measurements from
horizontal-plane conditions, and the triangles represent the
measurements from diagonal-plane conditions~these were
based on rms values computed from the digital waveforms!.
Again, the functions for the two planes are very similar, sug-
gesting thatoverall ILD differences produced by diagonally
separated sources are predictable from those produced by
horizontally separated sources having the same horizontal
extent.
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However, when we look at the ILD differences as a
function of frequency, some interesting patterns emerge. Fig-
ure 8 displays the ILD differences plotted as a function of
frequency for sources with a horizontal-plane separation of
4.2° ~upper panel! or 8.6° ~lower panel!. The thin lines rep-
resent horizontal-plane sources, while the thick lines repre-
sent diagonal-plane sources. Note that the functions in the
upper panel correspond to the points plotted at 4.2° in Fig.
7~b! and those in the lower panel correspond to the points
plotted at 8.6°.

While the ILD difference functions for the horizontally
presented signals~thin lines! are positive and fluctuate rela-
tively little over the entire frequency range, indicating that
the ILD ~favoring the left ear! for the leftmost source is
consistently larger than that for the right source for all fre-
quencies, this is not the case for the diagonally presented
signals~thick lines!. For these latter functions there are more
dramatic fluctuations as a function of frequency than for the
horizontal-plane functions, including one frequency region—
near 8 kHz—where the ILD difference isnegative. This in-
dicates that the ILD in this frequency region from a source
‘‘up-left’’ is smaller than that for a source ‘‘down-right;’’
furthermore, comparing the upper and lower panels in the
figure, it appears that the magnitude of this negative differ-

ence increases as the spatial separation increases from 4.2° to
8.6°.

In conclusion, these measurements indicate that, for the
KEMAR manikin, ITDs andoverall ILDs measured for di-
agonally presented sources are not different from the corre-
sponding interaural differences measured for horizontally
presented sources having the same separation in horizontal
extent. However, when looking within specific frequency re-
gions, ILDs from diagonally presented sources can be larger
than, and in some cases can be opposite in sign to, those
from horizontally presented sources. Presumably the irregu-
lar behavior of the diagonal ILD difference functions is
based on the shape of the head, pinnae, and facial features,
that, of course, depart markedly from a spherical model. The
resulting pattern of ILD differences as seen in Fig. 8 could
provide a basis for the surprisingly good performance ob-
served in diagonal planes by Perrott and Saberi~1990! and
Saberi and Perrott~1990!.

B. Basis for constant resolution

The question of exactly which cues might be responsible
for humans’ ability to maintain ‘‘constant spatial resolution’’
as the plane of sound sources increases from horizontal to
near-vertical remains unanswered. Based on the measure-
ments made with KEMAR, it is possible that the 8-kHz fre-
quency region is important for discriminating diagonal
sources~at least for a 60° plane!; Fig. 8 reveals other fre-

FIG. 7. Results of measurements of the wideband stimuli recorded through
KEMAR. ~a! The difference between the ITDs of the two signals presented
in the two intervals of an MAA task as a function of the horizontal angle
between the two signals.~b! The difference between the overall ILDs of the
two signals presented in the two intervals of an MAA task as a function of
the horizontal angle between the two signals. Circles are for signals pre-
sented from the horizontal trajectory; triangles are for signals presented
from the diagonal trajectory.

FIG. 8. Results of ILD measurements of the wideband stimuli recorded
through KEMAR. Differences between the ILDs of the two signals pre-
sented in the two intervals of an MAA task as a function of frequency. Thin
line: signals presented from the horizontal trajectory; thick line: signals
presented from the diagonal trajectory.~a! Horizontal separation is 4.2°.~b!
Horizontal separation is 8.6°.
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quency regions that might contribute to performance as well
~e.g., a peak at 7 kHz!. However, despite the availability of
these cues, the subjects in our study were apparently not able
to take advantage of them to achieve better performance in
the diagonal plane than that predicted by the independent
contributions hypothesis.

Based on the results of the present and previous studies,
it is possible that a critical element in order for subjects to
maximize diagonal-plane resolution is that there be a visual
field available, and one, in particular, that contains a diagonal
feature that matches the trajectory of the sounds to be dis-
criminated. Perhaps only with such visual information can
subjects take advantage of the diagonal cues revealed in Fig.
8 in order to achieve constant resolution. In the two studies
that reported evidence of constant resolution, the loud-
speaker array was visible to the subjects~Perrott and Saberi,
1990; Saberi and Perrott, 1990!. In the only other two inves-
tigations of diagonal-plane spatial resolution, targets were
either presented from behind the subjects~Saberi et al.,
1991!, or they were presented through earphones in the dark
~present study!; neither of these latter two studies showed
evidence of constant resolution.

V. SUMMARY AND CONCLUSIONS

An experiment measured MAA and MAMA thresholds
for stimuli in horizontal, vertical, and diagonal~60°! planes,
employing a pseudovirtual technique in which signals were
recorded through KEMAR’s ears and played back to subjects
through insert earphones. Thresholds were obtained for
wideband, high-pass, and low-pass noises. The main results
may be summarized as follows:

~1! In an initial screening employing a broadband noise
stimulus, only six of 20 subjects were able to obtain
‘‘reasonable’’ vertical-plane MAAs~i.e., MAAs less than
10°!. We believe this reflects a limitation with the
‘‘pseudovirtual’’ technique, and that only subjects who
have pinnae and heads shaped similarly to those of KE-
MAR can make full use in a vertical-plane spatial task of
the spectral cues provided by KEMAR’s ears. All further
testing was conducted only on the six subjects who
passed the screening.

~2! Even the six subjects who passed the screening reported
that the images were not externalized to the appropriate
place in space~1.75 m in front of them!. Rather, the
images were either internalized within their heads, or
externalized to within a few inches of the head. This
failure to externalize properly is probably the result of
the use of KEMAR’s HRTFs rather than subjects’ own
individual HRTFs. Despite the imperfect externalization,
however, all six subjects reported clear spatial motion of
the images in the appropriate~horizontal, vertical, or di-
agonal! directions.

~3! For horizontal-plane discrimination, MAAs and MA-
MAs were independent of filter condition and were in
line with previously published values. Thus, restricting
the frequency content of signals to frequencies below
2000 Hz or above 6000 Hz had no measurable effect on
spatial resolution. This suggests that subjects are equally

good at resolving spatial positions based on ITDs~the
primary cue underlying performance for low-frequency
signals! and on ILDs and spectral cues~the primary cues
underlying performance for the high-frequency signals!.

~4! As expected, vertical-plane performance depended
strongly on spectral content. For low-pass stimuli, spatial
discrimination of targets in the vertical plane was ex-
tremely difficult or impossible.

~5! MAA and MAMA thresholds for all three filter condi-
tions were lowest for the horizontal plane, slightly~but
significantly! higher for the diagonal plane, and highest
for the vertical plane. These results were similar in pat-
tern to those reported by Perrott and Saberi~1990! and
Saberi and Perrott~1990!, except that these investigators
generally found no differences between the horizontal
and diagonal~up to 70°! thresholds.

~6! The diagonal-plane results of the present study, as well
as those reported by Saberiet al. ~1991!, who presented
signals frombehind subjects, are generally consistent
with an ‘‘independent-contributions’’ hypothesis, accord-
ing to which spatial resolution in diagonal planes is
based on independent contributions from a horizontal-
plane mechanism sensitive to interaural difference cues
and a vertical-plane mechanism sensitive to head- and
pinna-related spectral cues. On the other hand, the
diagonal-plane results of Perrott and Saberi~1990! are
consistent with a ‘‘constant-resolution’’ hypothesis, ac-
cording to which spatial resolution is independent of the
plane of presentation~for planes up to about 70°!. A
possible reason for the different results is that the studies
of Perrott and Saberi were conduced in real space, while
ours were conducted with the pseudovirtual method. Ad-
ditionally, it is possible the presence of a patterned visual
field, in particular containing a visual representation of
the diagonal trajectory, is necessary in order to obtain
optimal thresholds in the diagonal plane, thus enabling a
subject to achieve constant resolution.

~7! Measurements performed on the KEMAR-recorded sig-
nals indicated that ITDs andoverall ILDs of diagonally-
presented signals are not different from those measured
for horizontally presented signals having the same hori-
zontal extent. However, further measurements revealed
that ILDs within specific frequency regionsfor diago-
nally presented signals may be larger~in either a positive
or negative direction! than those measured with horizon-
tally presented signals having the same horizontal-plane
extent. These larger than expected ILDs may account for
the constant resolution observed in the studies of Perrott
and Saberi~i.e., for the surprisingly good diagonal-plane
performance!. Our subjects were unable to take advan-
tage of these frequency-specific ILDs to achieve constant
resolution, possibly as a result of the virtual technique
employed to present the stimuli, or possibly as a result of
the absence of visual information.
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APPENDIX: PREDICTIONS OF DIAGONAL ANGULAR
THRESHOLDS UNDER THE ‘‘INDEPENDENT-
CONTRIBUTIONS’’ HYPOTHESIS

The ‘‘independent-contributions’’ hypothesis, expressed
by Eq.~1!, states that performance in a diagonal-plane spatial
resolution task is based on sensitivities to angular separation
in the horizontal planedHP8 and in the vertical planedVP8 . The
current study obtained threshold angles for performance in
the horizontal and vertical planes. However, in order to gen-
erate predictions for diagonal-plane performance, we must
know the forms of the psychometric functions underlying
performance in these two planes.

In the absence of empirical psychometric functions, we
began by assuming a ‘‘reasonable’’ shape for the psychomet-
ric functions underlying performance in the two-alternative,
forced-choice discrimination task employed in both experi-
ments. For this we chose a linear function ford8 vs angular
separation. This psychometric function, when plotted as per-
cent correct vs angular separation, has the shape of the upper
half of the normal probability integral, which has been
shown to accurately describe performance in several tasks
~including interaural time discrimination! involving nonin-
tensive stimulus changes~Saberi, 1995; Saberi and Green,
1997!. The function may be written simply as

d85b•x, ~A1!

wherex represents the angular separation of two sources~or
the angular extent of the sweep for MAMAs!, andb is the
slope.

Because the function passes through the origin, it is
completely determined by selecting one additional point,
which we take from the data for a particular horizontal-plane
condition as (xthr,1.16), wherexthr represents the estimated
threshold in degrees for the condition under study, and thed8
score of 1.16 corresponds toP(C)579.4% in the two-
interval procedure~the target percentage for threshold!.

Example psychometric functions for horizontal-plane
~HP! and vertical-plane~VP! performance are shown as the
solid and dashed curves, respectively, in Fig. 9. These were
generated, as described above, based on a measured HP
threshold of 1.3° and a measured VP threshold of 6.0°@note
the place of the intersection of the psychometric functions
with the horizontal line drawn atP(C)579.4%].

We represent the computed psychometric functions as

dHP8 5bHP•x,

and ~A2!

dVP8 5bVP•x,

wherex again represents angular separation, andbHP andbVP

are the psychometric function slopes for horizontal- and
vertical-plane performance, respectively, derived from a sub-
ject’s thresholds. One may now generate the psychometric

function for a diagonal plane as follows: For a given diago-
nal angular extentxD , we first computed the horizontal and
vertical components of the diagonal distance. These are com-
puted as

xH5xD•cos~a!, xV5xD•sin~a!, ~A3!

where xH and xV represent the component horizontal and
vertical extents, anda is the angle of the diagonal plane
relative to the horizontal plane~60° in this experiment!.
Now, ddiag8 for angular extentxD may be computed by sub-
stituting thex values from Eq.~A3! into Eq. ~A2!, and then
substituting the obtainedd8 values into Eq.~1!. This results
in one point on the new psychometric function. Repeating
the process for different values ofxD , one generates the
entire psychometric function for the diagonal plane~shown
as the dash-dot function in Fig. 9!. Predicted diagonal thresh-
old under the independent-contributions hypothesis is then
taken as that point on the function that intersects the line
P(C)579.4% ~2.4° in the example shown!.

1. Predictions for diagonal angular thresholds in
cases in which vertical-plane thresholds were not
obtainable

For those subjects and conditions in which vertical-plane
thresholds could not be measured~see Table I!, the same
basic procedure as described above was followed to generate
predicted diagonal angular thresholds, but the slope of the
psychometric function for vertical-plane resolution@bVP in
Eq. ~A2!# was assumed to be 0. In this case, Eq.~1! reduces
to

ddiag8 5dHP8 . ~A4!

This means that the diagonal-plane prediction is determined
entirely by the horizontal component of the diagonal trajec-
tory, with no contribution from the vertical-plane system.
This manner of prediction is intuitively reasonable, given
that no vertical-plane threshold could be measured in these
cases.

FIG. 9. Hypothetical psychometric functions for a horizontal-plane condi-
tion ~left-most function! and for a vertical-plane condition~right-most func-
tion!. Thresholds~the points where the psychometric functions intersect
p(c)579.4%) are assumed to be 1.3° and 6.0°, respectively. The dash-dot
curve shows the predicted psychometric function for the diagonal plane
~60°!, according to an independent-contributions hypothesis@Eq. ~1!#. Pre-
dicted threshold is 2.4°.
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Because the horizontal component of a diagonal trajec-
tory (xH) is related to the diagonal extent (xD) according to
Eq. ~A3!, the predicted threshold for a diagonal trajectory
~a560°! based solely on horizontal-plane discrimination
turns out to be 2.0 times the value of the horizontal-plane
threshold. By way of comparison, it should be noted that the
vertical-plane system generally contributes relatively little to
the diagonal-plane prediction even when vertical thresholds
are obtained: For the case when the vertical threshold is 4–5
times the horizontal threshold~as in Fig. 9!, the predicted
diagonal threshold~for a560°! is about 1.8 times the value
of the horizontal-plane threshold.

1Personal communication from Kourosh Saberi, 2003.
2A second type of cue interaction that might occur is that involving spectral
changes in one ear produced by sources along a diagonal plane. In particu-
lar, the spectral change~in one ear! that accompanies a given position
change along the diagonal plane may, as a result of the effects of head,
pinnae, and torso for sources that have both horizontal and vertical extents,
be greater~in certain frequency ranges! than the changes associated with an
elevation displacement of the same magnitude that is confined to the ver-
tical plane. Such an interaction of spectral cues could also lead to better
performance in the diagonal plane than that predicted by the independent-
contributions hypothesis.
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Effect of the speed of a single-channel dynamic range compressor
on intelligibility in a competing speech task
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Using a ‘‘noise-vocoder’’ cochlear implant simulator@Shannonet al., Science270, 303–304
~1995!#, the effect of the speed of dynamic range compression on speech intelligibility was assessed,
using normal-hearing subjects. The target speech had a level 5 dB above that of the competing
speech. Initially, baseline performance was measured with no compression active, using between 4
and 16 processing channels. Then, performance was measured using a fast-acting compressor and a
slow-acting compressor, each operating prior to the vocoder simulation. The fast system produced
significant gain variation over syllabic timescales. The slow system produced significant gain
variation only over the timescale of sentences. With no compression active, about six channels were
necessary to achieve 50% correct identification of words in sentences. Sixteen channels produced
near-maximum performance. Slow-acting compression produced no significant degradation relative
to the baseline. However, fast-acting compression consistently reduced performance relative to that
for the baseline, over a wide range of performance levels. It is suggested that fast-acting
compression degrades performance for two reasons:~1! because it introduces correlated fluctuations
in amplitude in different frequency bands, which tends to produce perceptual fusion of the target and
background sounds and~2! because it reduces amplitude modulation depth and intensity contrasts.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1592160#

PACS numbers: 43.66.Ts, 43.71.Gv@KWG#

I. INTRODUCTION

Listeners with cochlear hearing impairment require as-
sistive listening devices that reduce the dynamic range of
real-world signals~Pearsonset al., 1976; Levitt, 1982; Kil-
lion, 1997! so as to fit the residual dynamic range of the
impaired cochlea. Dynamic range compressors, sometimes
called automatic gain controls~AGCs!, have been used to
perform this function. There has been much experimenting,
and consequent debate, as to the parameter sets that are ‘‘op-
timal’’ for performing the compression~for reviews, see Dil-
lon, 1996; Moore, 1998!. Parameters that may be varied in-
clude the number of compression channels~whose gain
variation may be interlinked!, the speed of gain variation, the
compression ratio, and the compression threshold. The de-
bate primarily hinges around the compromise between re-
storing audibility of brief low-level sounds~Villchur, 1973;
Yund and Buckles, 1995a, b! and the reduced discrimination
that may result from the reduction in signal modulation depth
~Lippmann et al., 1981; Plomp, 1988; van Buurenet al.,
1999!. There appears to be no ideal parameter set for any one
configuration of hearing loss.

Early speech researchers considered speech as a series
of temporal modulations impressed on narrowband carriers
which were either part of a harmonic complex, a noise
source, or both~Dudley, 1939!. More recently, investigators
have used this model to dissociate the temporal envelope
from the carrier fine structure and have independently ma-
nipulated the two properties, although some cross-effects are

unavoidable~Van Tasellet al., 1987; Drullmanet al., 1994a,
b; Shannonet al., 1995; Loizouet al., 1999!. These investi-
gators have shown that, although the fine structure does carry
information, most information is carried in envelope modu-
lations with rates between about 2 and 32 Hz.

Drullman ~1994a, b! showed that speech intelligibility
could be degraded by reducing or removing temporal modu-
lations in the range 2–32 Hz. Dynamic range compressors,
by using a control signal derived from the signal envelope,
also have the effect of reducing the envelope modulations.
The amount of reduction depends on the attack and release
time constants, as well as the compression ratio. Braidaet al.
~1982! and Stone and Moore~1992! demonstrated this reduc-
tion as a function of envelope modulation frequency for
some typical fast-acting compressors~these are often called
syllabic compressors as their gain varies significantly over
syllabic timescales!. However, deterministic reduction of en-
velope modulation, as produced by compression, has smaller
deleterious effects on intelligibility than reduction by addi-
tion of noise~Noordhoek and Drullman, 1997!.

Commercial cochlear implants have traditionally used a
single-channel, fast-acting compressor with a high compres-
sion ratio prior to the band-pass filtering necessary to pro-
duce a channel signal for each electrode~Clark et al., 1990!.
A second stage of compression has usually been necessary to
map the channel signals into the current range between
threshold and discomfort at each electrode. The attack time
of the front-end compressor has typically been short, around
a few milliseconds, so as to provide protection from sudden
intense sounds, which would otherwise sound too loud. The
release time has typically been several hundred milliseconds.a!Electronic mail: mas19@cam.ac.uk

1023J. Acoust. Soc. Am. 114 (2), August 2003 0001-4966/2003/114(2)/1023/12/$19.00 © 2003 Acoustical Society of America



However, compression thresholds have been surprisingly
high ~around 70 dB SPL! compared to those found in acous-
tic hearing aids, so the compression was only activated by
signals with moderate to high levels~Seligman and Whit-
ford, 1995!. Consequently, large compression ratios have
been necessary in the second stage compressors so as to en-
sure audibility while avoiding discomfort. With the limited
dynamic range typical of electrical stimulation~Clark et al.,
1990!, and the limited number of discriminable levels of
electrode current~Loizou et al., 1999!, the result may be that
only large differences in level within and across frequency
regions are detectable. This in turn may adversely affect the
ability to understand speech~Loizou et al., 1999!. If the
front-end compression threshold were to be reduced, then the
front-end compressor would become more active, allowing
less compression of the electrode signals and possibly giving
an improved ability to perceive level contrasts within and
across electrodes. In simulations of cochlear implants,
Loizou et al. ~1999, 2000! showed that speech intelligibility
improved as the number of discriminable levels was in-
creased, at least up to a certain point. However, greater ac-
tivity of a front-endfast compressor would reduce envelope
modulations in the 2–32-Hz range, which might counteract
potential improvements resulting from reduced compression
of the individual channel signals. A slow-acting front-end
compressor would not have this effect, and therefore might
lead to better intelligibility.

Only a few studies have examined the effect of fast-
acting compression on speech intelligibility using either
simulated or real cochlear implants. Van Tasell and Trine
~1996! studied the intelligibility of vowel–consonant–vowel
clusters and closed-set sentences that were transformed to
‘‘signal-related noise.’’ This may be regarded as simulating a
single-channel implant. The stimuli were presented in quiet
and processed using a single-channel fast compressor
~4.5-ms attack and 40-ms release times! with a high com-
pression ratio of 8. The compression led to lower intelligi-
bility than obtained without compression. McDermottet al.
~2002! tested multi-channel cochlear implantees, using either
a single-channel syllabic compressor with a compression ra-
tio of 2 or no processing at the front end. They assessed the
perception of speech in quiet for input levels between 45 and
70 dBA. Performance was better for the compression system
than for the linear system at all levels tested, but the differ-
ence was smaller at the higher levels. The declining benefit
of compression with increasing input level suggests that au-
dibility was the primary factor limiting performance rather
than the ability to resolve intensity contrasts. The difference
between their results and those of van Tasell and Trine
~1996! can be attributed to two factors:~1! More information
was available to the subjects through the use of multiple
channel stimulation, and~2! McDermottet al. used a lower
compression ratio than van Tasell and Trine. In contrast to
the findings for speech in quiet, McDermottet al. reported
no significant effect of compression for speech presented in a
steady background noise.

For a fluctuating signal that is controlled by a single-
channel compressor, all components of the signal have their
gain controlled by whichever component or mixture of

components is most intense at a given time. Since the gain is
time varying, this means that amplitude fluctuations become
correlated across frequency, even if the fluctuations in the
original signal were relatively independent. For a single
voice input, correlation in amplitude fluctuations across
channels already exists, but the degree of correlation may be
increased by the operation of the compressor. A second effect
occurs when the input is a mixture of two independent
modulated signals, such as would arise from two competing
speakers with similar overall levels. The voice which deter-
mines the gain signal switches from moment to moment.
Hence, amplitude fluctuations in each voice lead to corre-
lated fluctuations in the other voice at the output of the com-
pressor; the two signals become ‘‘comodulated’’ and lose
part of their independence. Common envelope modulation
promotes perceptual fusion of simultaneous sounds~Breg-
man, 1990!. Hence the compressor might be expected to dis-
rupt the perceptual separation of two voices. The major goal
of this study was to determine whether fast-acting compres-
sion does indeed degrade the ability to identify speech in the
presence of a background talker, using a simulation of a co-
chlear implant.

In a multi-channel cochlear implant, each channel signal
can be considered as an envelope that modulates the ‘‘fine
structure’’ of the signal ~Bracewell, 1986!. Even when
‘‘high-rate’’ pulsatile strategies are employed, implant users
appear unable to extract information about the fine structure;
essentially, only the envelope information is conveyed
~Moore, 2003!. A simulation of the transmission of envelope
cues has been proposed and explored by Shannonet al.
~1995!. They filtered speech into a small number of broad
frequency bands and extracted the envelope in each band.
These envelopes were then used to modulate noises with
passbands corresponding to the original bandwidths used for
filtering. For example, the envelope extracted from speech
filtered between 800 and 1500 Hz was used to modulate
noise with a passband from 800 to 1500 Hz. The modulated
noise bands were then added together.

Shannonet al. ~1995! and Loizouet al. ~1999! explored
the number of channels necessary to provide comprehension
of speech when no background noise was present. They con-
cluded that between three and four channels were necessary
to give 50% intelligibility in a speech-in-quiet task. Friesen
et al. ~2001! found that a greater number of channels was
required to understand speech in the presence of a continu-
ous background noise for a variety of speech-to-noise ratios.
We used such a simulation in our study, but did not use a
steady noise background. Such noise lacks the amplitude
fluctuations which might comodulate the target signal during
the process of compression. We used a single-talker back-
ground, which would lead to comodulation of the target and
background. The first experiment reported here investigated
the intelligibility of sentences in a single-talker background
as a function of the number of channels in a simulated co-
chlear implant. In two further experiments, we explored the
effect of two front-end single-channel compression systems,
differing in their time constants.
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II. EXPERIMENT 1: ESTABLISHING A BASELINE
IN PERFORMANCE

A. Speech material

All speech was filtered such that the average long-term
spectrum matched that of the HINT sentence material~Nils-
son et al., 1994!. The power spectral density was approxi-
mately constant up to 500 Hz, and changed by about29
dB/oct above that. All processing was performed at a sam-
pling rate of 16 kHz. For the target sentence material, the
ASL lists ~MacLeod and Summerfield, 1990! were used.
These are composed of 18 lists of 15 short sentences, with
three key words in each, spoken by a male talker of British
English. The speech used as the background and also for
training was recorded from male speakers of British English
reading naturally from scripts in a large sound-isolated and
sound-treated room with a low reverberation time (RT60

,50 ms for 250 Hz and above!. Recordings were made di-
rect to digital audio tape using a high-quality, low-noise con-
denser microphone. Using CoolEdit2000™, stammerings,
repetitions, and pauses for breath were removed, but natural-
sounding pauses between sentences with durations of 100–
140 ms were left. Each speaker used a different script. The
recorded length of the interfering signal greatly exceeded the
45-s duration of each target sentence list. The start point of
the competing speech was varied randomly within the file for
each sentence list.

The level of a given speech~or background talker! file
was measured by producing a histogram of the root mean
square~rms! values of 10-ms segments of the file. The his-
tograms were generally bimodal with a primary peak repre-
senting the speech energy, and a secondary peak at lower
levels representing the undesired noise inherent in the re-
cording. A threshold close to the bottom of the valley be-
tween the two peaks was selected and the overall rms value
of the 10-ms segments for each file that exceeded this thresh-
old was taken as the measure of the speech level for that file.
The proportion of segments lying below the threshold was
about 20%.

In later experiments, fast or slow compression was ap-
plied to the stimuli~see later for details!. The histograms of
the mixed speech after compression processing were less dis-
tinct in shape. A histogram of the rms values of 10-ms seg-
ments of the respective speech files was produced. An over-
all mean was calculated for all of the 10-ms segments. A
threshold was selected 15 dB below this mean. Typically,
about 20% of segments lay below this threshold. The rms
value of the 10-ms segments that exceeded this threshold
was used to calculate the overall output level. The value
calculated in this way changed by about 0.1 dB per 1-dB
change in the threshold value. The output rms value was
scaled to be the same for all files used during an experiment.
This was done to ensure that all stimuli were roughly equally
loud.

B. Signal processing for simulation of a cochlear
implant

The speech-plus-background signal to be processed was
‘‘preemphasized’’ by applying a gain rising at 3.3 dB/oct

between 500 and 4000 Hz, giving a total of 10 dB. Below
500 Hz the gain was 0 dB, and above 4000 Hz it was 10 dB.
The signal was then filtered into one of a specified number of
channels. The maximum number of channels was chosen
such that the analysis/synthesis filters used in the processing
were not narrower than the width of a normal human audi-
tory filter at the same center frequency~Glasberg and Moore,
1990!. The channel edge frequencies were calculated using
the ANSI ~1997! standard method for calculating the Speech
Intelligibility Index ~SII!, such that each channel made an
equal contribution to SII. We used the ‘‘21 critical band’’
procedure, and the band-importance function for ‘‘average
speech’’~Pavlovic, 1987!. The anti-alias filter used here had
a cutoff frequency of 7800 Hz, which leads to a maximum
possible SII value of 0.99.

Strictly speaking, the ANSI~1997! method is not appli-
cable to speech processed as described below. However, the
intention was to have similar amounts of speech information
carried in each analysis channel, so as to maximize the in-
formation transmission of the final signal and allow easier
interpretation of the effect of varying the number of chan-
nels.

Although the low edge of the lowest channel and the
high edge of the highest channel for all processing systems
had theoretical values defined as described above, in practice
the lowest and highest channels were configured as low- and
high-pass filters, respectively, and the final stimuli were later
bandpass filtered between 100 and 7800 Hz~see below for
details!. All channel filters were implemented using a finite-
impulse-response~FIR! method, each of which introduced a
frequency-independent time delay. They were designed such
that the low-pass edge of one filter had the complementary
response to the high-pass edge of the next higher filter. To
ensure smooth recombination, the length of each FIR filter
was adjusted so that the response in the transition bands was
similar in shape across channels, when plotted on a logarith-
mic frequency scale. The outputs of all filters were time
aligned. At the crossovers between adjacent channels, each
filter response was at the26-dB point, which, given that the
two responses were in phase, meant that the response
summed to unity. At the cross-over between a channel and its
next-but-one neighboring channel, each filter response was
below the223-dB point. Addition of the channel outputs
gave virtually perfect recombination: within the frequency
range 100 to 7800 Hz, the ripple was less than60.2 dB. The
channel edge frequencies for the different numbers of chan-
nels used are given in Table I.

After filtering, the channel envelopes were extracted by
full-wave rectification and low-pass filtering. The low-pass
filter had a linear phase response, and a response that was
20.5, 23, and240 dB at 40, 50, and 100 Hz, respectively.
The bandwidth should have been high enough to give near-
asymptotic performance~Shannonet al., 1995; Drullman
et al., 1994a, b!.

The channel envelopes were each used to modulate a
broadband white noise, after which the modulated noises
were bandlimited to the same widths as those of the corre-
sponding analysis filters. The band-limiting filters each in-
cluded a shaping filter~i.e., the response was not uniform
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across the passband! such that the HINT spectral shape was
reapplied to the output of the processing. This was especially
important when the number of channels was small. If this
shaping had not been performed, the long-term spectral
shape of the output signal~after the channels were recom-
bined! would have been a series of rectangular blocks of
differing widths depending on the number of analysis filters.
Time delays were added to the channel signals to compensate
for the time delays introduced by the FIR filters~which in-
troduced delays that varied with center frequency!, such that
the relative timing of envelope signals across frequency was
the same for the input and the output. The filtered noise
bands were then added back together and a linear-phase six-
pole infinite impulse response high-pass filter with a corner
frequency of 100 Hz was applied to remove spurious low-
frequency noise.

C. Subjects and method

Ten volunteer subjects~5M, 5F, aged 18–21 years!, all
university undergraduates, were selected on the basis of their
having audiometric thresholds<15 dB HL at octave fre-
quencies between 125 and 8000 Hz and at 3000 and 6000
Hz. Subjects attended one session, which lasted just over 1 h
after initial audiometric screening. Subjects were paid for
their attendance.

A MATLAB™ script was used to control replay of pre-
processed audio files through a high-quality audio card
~Turtle Beach Montego II! hosted within an IBM-compatible
PC. Levels were controlled via a Mackie 1202 mixing desk
which also handled microphone signals from both the subject
and the experimenter. Each subject was seated in a double-
walled booth. The subject was continually monitored by the
experimenter, but never heard their own voice through their
headphones. The experimenter’s microphone was only
routed to the subject during pauses in the signal presentation.
Signals were presented diotically at 68 dB SPL via Sen-
nheiser HD580 headphones. This ensured near-maximum au-
dibility of all channels, while avoiding a possible rollover in
performance that can occur at high presentation levels
~Fletcher, 1953; Studebakeret al., 1999!. The experimenter
operated the equipment from outside of the booth and tran-
scribed the oral feedback.

D. Procedure

Since the processed signals were novel to the subjects, a
training period was necessary before testing proper began.
Shannonet al. ~1995! used long training periods, about 8–10
h, before data collection. Dormanet al. ~1997, 1998! and
Loizou et al. ~1999! used much shorter training periods,
varying from several tens of minutes down to several min-
utes. Where comparisons could be made, Dormanet al.

~1997! found little difference between their results and those
of Shannonet al. ~1995!, apart from with vowel material, for
which the shorter training period may have contributed to
poorer performance. We opted for a relatively short training
period, but counterbalanced the presentation order among
subjects so as to control for longer-term learning effects.

Training was performed in two phases before each pro-
cessing condition was tested. The first training phase was
intended to help subjects to get used to and interpret the
processed speech in quiet. A 45-s segment of continuous
speech was processed and mixed with the original~non-
processed! speech at four differing ratios of original-to-
processed signal.~The original and processed speech were
aligned in time to remove the delay introduced by the pro-
cessing.! For the first presentation, the ratio was 0 dB. At this
ratio, the speech was clearly comprehensible, even for the
lowest number of channels. After the presentation, the sub-
ject could either ask for a repeat of the presentation or con-
tinue to a presentation with a more adverse ratio. Subsequent
presentations used ratios of26, 215, and224 dB. At 224
dB, the unprocessed signal was essentially masked by the
processed signal. After each presentation the subject was of-
fered the opportunity for a further presentation. This offer
was rarely used. In the second training phase, the subject was
presented consecutively with processed stimuli consisting of
12 sentences of the target speaker mixed with the competing
speaker at a speech-to-background ratio of110 dB. The tar-
get sentences were recorded at the same time as the original
ASL corpus ~MacLeod and Summerfield, 1990!, but were
not released as part of that corpus: in total they comprise four
lists of 15 sentences each. A transcription of the content of
these sentences was available to the subject. This presenta-
tion was always repeated, and an option for a third presen-
tation was available to the subject. The 12 training sentences
were not used again either for training or testing.

After this two-stage training phase, the intelligibility test
was conducted at a signal-to-background ratio of15 dB
~with the rms level of the target and the background each
measured as described earlier!. Three consecutive ASL lists
were used, making a total of 45 target sentences. For each
presentation of a target sentence, the background was
ramped up over 0.25 s, the ramp starting 1 s before the target
sentence. After the target sentence was completed, the back-
ground continued for about a further 0.5 s before being
ramped down over 0.25 s. In a subsidiary training phase, to
allow subjects to get used to the experimental method and
the specific processing condition, the first 12 sentences of
each block of 45 sentences were presented twice, with a
short pause between each presentation. Subjects were en-
couraged to respond after each presentation, even if the sen-
tence appeared to be nonsense. During the process of double

TABLE I. Channel edges~Hz! of the analysis/resynthesis filters used in the processing.

4 channels 100 759.4 1529.5 2919.5 7800
6 channels 100 567 974.7 1529.5 2347.5 3662.3 7800
8 channels 100 484.3 759.4 1093.2 1529.5 2110.7 2919.5 4141.9 7800
11 channels 100 420.1 599 815.2 1059.4 1358.3 1719.7 2172.7 2749.2 3512.3 46497800
16 channels 100 357.3 484.3 611.5 759.4 920.4 1093.2 1298.9 1529.5 1797.2 2110.7 2478.3 2919.5 3457.7 4141.9 52097800
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presentation of sentences in the first processing condition
used with a given subject, and to a lesser extent in the second
processing condition, subjects were given feedback when
they made incorrect responses. The results from the first 12
sentences of each condition were later discarded, leaving 33
sentences containing 99 words. The remaining 33 sentences
were only presented once. For each subject, five conditions
differing in channel number~4, 6, 8, 11, or 16! were tested in
a counterbalanced design, using a different testing order for
the different gender groups.

E. Results

The scores were transformed into rationalized arcsine
units ~RAU, Studebaker, 1985!. Despite the training given,
there was evidence that performance increased across suc-
cessive conditions, i.e., a training effect occurred. To test
this, each data point within a subject group was normalized
by dividing by the mean score for the processing condition
that the point came from. The data were then time-ordered
and the mean and standard deviation of the score were cal-
culated for each time slot. Using at-test, we compared the
means for the first and last conditions presented. For both
gender groups there was a highly significant difference be-
tween the two~males,t55.38, 8d f , p,0.005, one-tailed;
females,t53.3; 8d f , p,0.01, one-tailed!. However, there
was no significant difference between the training effects for
the two groups.

As the two groups showed similar training effects, the
time-ordered data in RAU were averaged across all subjects
for each time of presentation. The time-order averaged data
were then expressed relative to the average score obtained in
the last condition. The resulting relative scoring rates, in the
first four conditions tested, were 0.70, 0.83, 0.95, and 0.97.
We conclude that the training effect occurred primarily dur-
ing the first two conditions, which lasted in total about 25
min. To correct for the training effect, the scores for each of
the first four conditions tested for each subject were divided
by the relative score for that condition, e.g., the score for the
second condition tested was divided by 0.83. The correction
for training removed a large source of variation in the raw
~uncorrected! data.

The correction for training is based on the assumption
that the training effect was similar across subjects despite the
slightly different order of testing conditions experienced by
each subject. This is probably not quite correct but may be a
reasonable approximation. The corrected scores~in RAUs!
were subjected to an analysis of variance~ANOVA !, with
factors number of channels and gender~now ignoring time
order!. The ANOVA showed no significant effect of gender,
F(1,8)50.003, p50.96, or interaction between number of
channels and gender,F(4,32)51.97,p50.123, so all further
results will be presented collapsed across gender. There was
a significant effect of number of channels,F(4,32)
5461.05,p,0.001. The difference between the scores for
11 and 16 channels was significant atp,0.025 ~one-tailed
t-test, t52.53, 9d f). All other differences between pairs of
channels were significant atp,0.001 (t.6.5, 9d f). The
progressive improvement in performance with increasing
number of channels is consistent with the results of Qin and

Oxenham~2003!, although they measured SRTs rather than
percent correct for a fixed speech-to-background ratio.

Figure 1 ~solid line! shows the mean corrected word
intelligibility scores, transformed back from RAUs into per-
centages, as a function of number of channels. The error bars
show standard deviations~SDs! across subjects. The dashed
line shows means and SDs for the original~uncorrected!
data. The SDs for 6, 8, and 16 channels were much reduced
by the compensation for training effects, but the SDs were
little changed for 4 and 11 channels.

III. EXPERIMENT 2: INTELLIGIBILITY AS A FUNCTION
OF NUMBER OF SIMULATED CHANNELS AND
SPEED OF DYNAMIC RANGE COMPRESSION

The aim of this experiment was to assess the effect on
speech intelligibility of simulations of two compressors
found on commercial cochlear implant systems. The com-
pressors have very different time constants as defined by the
25-dB step technique described in ANSI~1996!. Stoneet al.
~1999! pointed out that this technique employs an output
measure, so for the same averaging circuit within the com-
pressor, the measured time constants change with the com-
pression ratio used. Since the compression ratios of the sys-
tems that we wished to simulate were numerically very
different, we used a measure of compression ratio allowing
more meaningful comparisons between systems.

A. Characterizing the performance of a dynamic
range compressor

We mentioned earlier how compressors reduce the depth
of envelope modulation; the amount of the effect depends on
the modulation frequency, the compression ratio, and the
time constants used in the compressor gain averaging circuit.
Both Braidaet al. ~1982! and Stone and Moore~1992! char-
acterized the performance of a compressor by plotting the
effective compression ratio as a function of the sinusoidal
modulation frequency of the input. Effective compression
ratio, cre , was defined as the ratio of the peak-to-valley
input amplitude in decibels to the peak-to-valley output am-
plitude, again in decibels. Mathematically,

FIG. 1. Results of experiment 1. The dashed line shows results before cor-
rection for training effects and the solid line shows results after correction.
Lines are horizontally displaced for clarity. Error bars show61 standard
deviation.
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cre5
Input modulation depth~dB!

Output modulation depth~dB)
<crstatic, ~1!

wherecrstatic is the asymptotic compression ratio for signals
with very slow modulation. The measurecre does not take
into account the distortion of the envelope that commonly
happens with compressors, especially when using high com-
pression ratios, and when attack and release time constants
are not the same.

A measure that may be more meaningful thancre is the
‘‘fractional reduction of modulation,’’f r . This measure indi-
cates the relative amount of modulation removed by the
compressor:

f r5
Change in modulation depth

Original modulation depth
5

~cre21!

cre
. ~2!

Using Eq.~2!, consider the response of some compressors to
modulation at very low modulation rates, wherecre

5crstatic. With no compression,f r50. For a 2:1 compressor,
f r50.5. For a 10:1 compressor,f r50.9, implying that there
is little temporal variation left in the envelope. When calcu-
lating the gain,G, to be applied to a signal by a compressor,
f r appears as the negative of the exponent to which the mean
input signal,I, is raised~Stone and Moore, 1992!:

G5C3I ~12cr !/cr, ~3!

whereC is a constant andcr here refers tocrstatic. The f r

scale proposed here is not perfect since it does not fully
convey the degree of loss of information~Noordhoek and
Drullman, 1997!. However it does allow meaningful com-
parisons between compressors, especially those with high
compression ratios. Additionally, it provides a method
whereby the effect of the concatenation of compressors may
be more accurately predicted.

B. Subjects and method

Twelve volunteer subjects~6M, 6F, aged 18–21 years!,
all university undergraduates, were selected using the same
criteria as for experiment 1. Subjects attended one session,
which lasted just over 1 h after initial audiometric screening.
Subjects were paid for their attendance. Since subjects had
exhibited a strong training effect in experiment 1, the sub-
jects for this experiment were assigned to one of two groups
according to whether or not they had participated in experi-
ment 1. These two groups will be referred to as ‘‘experi-
enced’’ and ‘‘novice.’’ Experienced subjects were not tested
until at least 6 weeks had elapsed after their participation in
experiment 1.

The equipment and method were nearly the same as
used in experiment 1 except that, due to a limitation in the
amount of sentence material available, only ten sentences
~instead of 12! were used in the second stage of training
where subjects were given a transcript of what they were
hearing. Even for the experienced subjects, the first testing
condition used sentence material from the ASL corpus that
had not been used in experiment 1. The speech-to-
background ratio was15 dB, the same as in experiment 1.

C. The two different forms of dynamic range
compression

The two compression systems used were

~a! a ‘‘fast’’ compressor with near syllabic time constants
and

~b! a ‘‘slow’’ compressor, the ‘‘AGCII’’ system imple-
mented in the ‘‘PSP’’ processor manufactured by Ad-
vanced Bionics Corporation.

In what follows, the words ‘‘fast’’ and ‘‘slow’’ in quotes
will be used to denote the specific systems tested here. These
are each described in more detail below. Both the ‘‘fast’’ and
‘‘slow’’ compressors were simulated in MATLAB™. All
speech processing was performed ‘‘off-line.’’ The static com-
pression ratio,crstatic, was 7. Both compressors operated on
the ‘‘preemphasized’’ signal described earlier.

1. ‘‘Fast’’ compressor

The ‘‘fast’’ compressor was adjusted to have perfor-
mance between that of the ‘‘AGCI’’ system found in the
Advanced Bionics ‘‘PSP’’ processor and that of the analog
compressor found in the older ‘‘S’’ series processor from the
same manufacturer. These two fast compressors have the
same attack and release time constants, as measured using
the ANSI ~1996! standard method; the attack time was 1–2
ms and the release time was about 360 ms. We measuredf r

for both of these systems using the method described in
Mooreet al. ~2001!. One PC generated a sinusoidally modu-
lated signal that was played from its sound card through the
system under test, and a second PC recorded the output via
its soundcard. The processed envelope was then extracted
from the recorded signal, filtered to reduce noise, and its
peak-to-valley ratio measured. Compressors with high ratios
~greater than about 3!, especially with fast attack times, can
produce large distortion of the temporal envelope. To main-
tain ‘‘fidelity’’ of the envelope, the filter cutoff frequency
was set to 11 times the modulation frequency. The carrier
frequency was 1 kHz. The input level to each compressor
was adjusted so that the valley of the modulation was always
a few decibels above the compression threshold. We found
larger than expected differences between the two fast com-
pressors. For the analog compressor,f r for high modulation
rates decreased with increasing modulation depth of the in-
put signal~implying an effective decrease in the speed of the
compressor!. The AGCI system did not show such variation
with modulation depth. Its performance was similar to that of
the analog compressor with a 25-dB peak-to-valley ratio. We
chose to simulate a fast system whose variation off r with
modulation rate was between that for the AGCI system and
the analog system when the modulation depth was 25 dB.
The final system chosen had attack and release times of 2
and 240 ms, respectively.

2. ‘‘Slow’’ compressor

The ‘‘slow’’ compressor was similar to that described as
‘‘DUAL-HI’’ in Stone et al. ~1999! for an acoustic hearing
aid application. This compressor employed two control loops
acting in concert. The first, a slow loop, with sentence-length
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time constants, calculated a running average of the input sig-
nal magnitude, and used this to set the gain to be applied to
the signal. The second, a fast loop with much shorter time
constants, also calculated a running average of the input
magnitude. Normally, this loop had no effect. However, if
the fast running average exceeded the slow running average
by a fixed amount, then the fast loop took over the gain
control. The main purpose of the fast loop was to protect the
user from sudden increases in sound level which could either
be transient, or part of a longer term increase in level. In the
latter case, the fast compressor held the output at a safe level
until the slow averaging system ‘‘caught up.’’

For the ‘‘slow’’ system, the time constants were about
25% less than published in Stoneet al. ~1999!. This choice
was made on the basis of field trials of the ‘‘PSP’’ system
with implant patients in London and Los Angeles.

3. Choice of compression threshold

We chose compression thresholds that were lower than
usually employed in cochlear implant processors, but not un-
realistically low. This was done to ensure that the compres-
sors were active during presentation of the target speech. We
used input levels of 67 dB SPL~unweighted! for the target
speech and 62 dB SPL for the background speech. The com-
pression threshold was 55 dB for the ‘‘fast’’ compressor and
60 dB for the ‘‘slow’’ compressor. With such levels, simul-
taneous pauses in the competing and the interfering speech
were rarely long enough to allow the gain to recover to its
maximum value, as defined by the compression threshold.

4. Comparison of f r for the two compressors

The value off r for the two compressors is plotted in Fig.
2 as a function of sinusoidal envelope modulation rate
~modulation depth510 dB!. The 10-dB depth is close to the
typical modulation depth at the speech-to-background ratio
used in these tests. However, the value off r varied little with
modulation depth. The ‘‘slow’’ compressor produced essen-
tially no reduction in modulation depth for rates above 0.5
Hz. The ‘‘fast’’ compressor produced a reduction greater than
0.5 for rates up to 3 Hz and greater than 0.25 for rates up to
5 Hz.

D. Experimental conditions

Six conditions~two types of compression by three chan-
nel numbers! were tested in a counterbalanced design. We
wanted to compare results for the two compressors by deter-
mining the number of channels required to achieve a given
level of performance. Pilot trials indicated that performance
would be worse for the ‘‘fast’’ than for the ‘‘slow’’ compres-
sor. For this reason, we used 8, 11, or 16 channels for the
‘‘fast’’ system and 6, 8, or 11 channels for the ‘‘slow’’ sys-
tem. Based on the results of experiment 1, this choice was
expected to give scores in the range 60% to 90%.

E. Results

The scores were transformed into RAUs. Each data
point within a subject group was then normalized by dividing
by the mean score for the processing condition that the point
came from. The data were then time-ordered and the mean
and standard deviation of the score were calculated for each
time slot. Using at-test, we compared the means for the first
and last conditions presented. For both the experienced and
novice groups, the difference was highly significant~experi-
enced, t57.0, 10d f , p,0.0005, one-tailed; novice,t
53.75, 10d f , p,0.005, one-tailed!. However, there was no
significant difference between the training effects for the two
groups. Averaged across the two groups, the scores for suc-
cessive tests, relative to that for the last condition tested,
were 0.85, 0.89, 0.90, 1.00, and 0.96. Prior to further analy-
sis, the scores for both groups were ‘‘corrected’’ using these
factors, as described earlier, to compensate for training ef-
fects.

The corrected scores, transformed from RAUs back into
percentages, are plotted in Fig. 3 for the ‘‘fast’’ system
~dashed-dotted line! and the ‘‘slow’’ system~dashed line!.
The solid line shows the data from experiment 1. The
‘‘slow’’ system did not reduce intelligibility relative to that
for the baseline condition~no compression!. This is as ex-
pected because the ‘‘slow’’ system should have produced
little gain variation: its time constants were long compared to
the periods of the modulation in the stimulus. Occasionally,

FIG. 2. Effect on modulation of the two compressors under test, as a func-
tion of the modulation rate of the input. The left ordinate shows the frac-
tional reduction in modulation depth and the right ordinate shows the effec-
tive compression ratio.

FIG. 3. Results of experiment 2, corrected for training effects. The solid line
shows data from experiment 1~baseline! after correction for training effects.
The dashed and dash-dotted lines show results for ‘‘slow’’ and ‘‘fast’’ com-
pression, respectively. Error bars show61 standard deviation.

1029J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 M. A. Stone and B. C. J. Moore: Speed of dynamic range control



the fast compressor of the dual-loop system would have been
activated so as to control signal peaks that were well above
the longer-term mean value of the signal. It is encouraging to
see that this did not alter intelligibility. For six channels,
mean scores were slightly higher for the ‘‘slow’’ compressor
than in the baseline, but this difference was not statistically
significant. The ‘‘fast’’ compressor led to lower scores than
in the baseline for all channel numbers tested.

To assess the significance of differences between the
‘‘slow’’ and ‘‘fast’’ compressors, an ANOVA was conducted
using data only for channel numbers that were used with
both compressors. The factors were speed of compression
~‘‘fast’’ or ‘‘slow’’ !, number of channels~8 or 11!, and group
experience. There was a significant effect of experience,
F(1,10)56.92,p50.025. The overall corrected means were
87.2 RAU for the experienced group and 80.6 RAU for the
novice group. There were significant effects of speed of com-
pression,F(1,10)518.13, p50.002, and number of chan-
nels,F(1,10)541.06,p,0.001. There was no significant in-
teraction between the speed of compression and number of
channels,F(1,10)50.3, p50.597.

F. Interim discussion

The ‘‘fast’’ system consistently degraded intelligibility
relative to the ‘‘slow’’ system~for 8 and 11 channels! and
relative to the baseline~for 16 channels!. The difference in
the latter case was statistically significant (t52.34, p
,0.005, 20d f , one-tailed!. Apart from these obvious de-
creases in percent correct, we can quantify the deleterious
effect of the ‘‘fast’’ compressor by posing two questions:~a!
How many extra channels are needed with the ‘‘fast’’ system
to give performance equal to that obtained using the ‘‘slow’’
system;~b! What is the effective number of channels lost by
using the ‘‘fast’’ system? To estimate these numbers, we used
linear interpolation in the RAU domain: the domain change
reduced the large changes in slope between each data point
that were found when the data were expressed as percent-
ages, as in Fig. 3. The 8-channel ‘‘slow’’ system produced
the same performance as a 9.8-channel ‘‘fast’’ system, while
the 11-channel ‘‘slow’’ system produced the same perfor-
mance as a 16-channel ‘‘fast’’ system. The 8-channel ‘‘fast’’
system produced the same performance as a 7.5-channel
‘‘slow’’ system, while the 11-channel ‘‘fast’’ system pro-
duced the same performance as an 8.6-channel ‘‘slow’’ sys-
tem. It is clear that the ‘‘fast’’ system produced material re-
ductions in performance.

Experiments 1 and 2 both showed significant changes in
performance over time, despite the training performed before
data collection. In experiment 1, the training effect was small
compared to the large effect of the number of channels. In
experiment 2, the training effect was large compared to the
differences between the compression systems, but it was nec-
essary to use the same experimental procedure, so as to be
able to make comparisons between the two experiments. For
both experiments, the training reached a plateau after two to
three conditions had been tested, i.e., after about 20–25 min
of presentation of processed material.

The scores for experiment 2 spanned a range of approxi-
mately 28%~or 32 RAU!. However, five of the six condi-

tions gave scores that fell within the upper half of this range.
There was a need, therefore, for a new experiment that would
give a wider range of scores. We also wanted to improve the
training before measures were taken. These points were ad-
dressed in experiment 3.

IV. EXPERIMENT 3: ADDITIONAL MEASUREMENT OF
INTELLIGIBILITY DIFFERENCES BETWEEN THE
TWO DYNAMIC RANGE COMPRESSION SYSTEMS

A. Subjects and method

Twelve volunteer subjects~5M, 7F, aged 18–30 years!
were selected on the same basis as before. No subject had
participated in experiment 1 or 2 and none was familiar with
the speech material or processing method. Subjects were
paid for their attendance. The subjects were split into two
groups, novice and experienced, according to whether they
had attended a prior training session. Again, six conditions
~two types of compression by three channel numbers! were
tested in a counterbalanced design. Six, 8, and 11 channels
were used for both compression systems. Otherwise, the
method was the same as for experiment 2.

B. Training of the two groups

The novice group underwent identical training as for
experiment 2. The experienced group participated in a pre-
liminary experiment using similar processing, the results of
which will not be reported here. The training for the prelimi-
nary experiment occurred primarily in a block at the start of
the session and lasted 15–20 min before the start of data
collection. The preliminary experiment itself lasted about 50
min. This training also involved more feedback from the
experimenter on correctness of responses than had been used
in experiments 1 or 2. When a subject made an incorrect
response, the sentence was presented a second time. If the
subject still did not produce all of the key words correctly,
the subject was informed of the correct answer, and the sen-
tence was repeated before progressing to the next sentence.
This use of greater feedback to the experienced group was
continued into the experiment reported here which typically
took place about 1 week after the preliminary experiment.

C. Results

The scores were transformed into RAUs. As for experi-
ments 1 and 2, we looked for a training effect. There was a
significant difference between the first and last conditions for
both experienced and novice groups~experienced,t53.76,
10d f , p,0.005, one-tailed; novice,t511.4, 10d f , p
,0.0001, one-tailed!. The scores for each group separately
were normalized by dividing by scores for the last condition.
The resulting normalized scores for the successive conditions
were 0.89, 0.98, 1.01, 0.92, and 0.95 for the experienced
group and 0.63, 0.85, 0.92, 0.83, and 0.92 for the novice
group. As expected, the training effect was larger for the
novice group. The normalized scores for the first condition
were significantly different for the two groups;t57.1, 10d f ,
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p,0.0001, one-tailed. Scores for successive conditions
tested were corrected as before, but this time separately for
each group.

The corrected scores were subjected to an ANOVA with
factors speed of compression~‘‘fast’’ or ‘‘slow’’ !, number of
channels~6, 8, or 11! and group experience. There was a
significant effect of group experience,F(1,10)55.52, p
50.041, but the effect was relatively small. The overall time-
corrected means were 78.6 RAU for the experienced group
and 73.4 RAU for the novice group. There was a significant
effect of compression speed,F(1,11)528.11, p,0.001. A
significant difference was present between the ‘‘fast’’ and
‘‘slow’’ systems for all numbers of channels: 11 channels,t
53.08, p,0.005; 8 channels,t52.39, p,0.025; and 6
channels,t52.22,p,0.025~all tests with 11d f , one-tailed!.
There was no significant interaction between compression
speed and number of channels;F(2,22)50.18,p50.84.

The corrected scores transformed from RAUs back into
percentages are plotted in Fig. 4, for the ‘‘slow’’~solid line!
and ‘‘fast’’ ~dashed line! compression systems. ‘‘Fast’’ com-
pression gave lower scores than ‘‘slow’’ compression for all
channel numbers tested.

Using the same interpolation method as for experiment
2, the ‘‘cost’’ in either extra channels required or channels
lost can be calculated from Fig. 4. The 6-channel ‘‘slow’’
system produced the same performance as a 6.4-channel
‘‘fast’’ system, while the 8-channel ‘‘slow’’ system produced

the same performance as a 9.4-channel ‘‘fast’’ system. The
8-channel ‘‘fast’’ system produced the same performance as a
7.5-channel ‘‘slow’’ system, while the 11-channel ‘‘fast’’ sys-
tem produced the same performance as a 9.2-channel ‘‘slow’’
system. These costs are similar to those found in experiment
2.

V. DISCUSSION

The data support our hypothesis that single-channel
‘‘fast’’ compression as the front end to a simulated cochlear
implant processor would impair intelligibility. We described
earlier how the deleterious effect of the ‘‘fast’’ compressor
could be expressed as the change in number of channels
required to achieve performance the same as for the ‘‘slow’’
system~or the baseline!. The ‘‘cost’’ can be described in an
alternative way using the data presented in Friesenet al.
~2001!. They measured the intelligibility of HINT sentence
material, processed in a similar way to that reported here, as
a function of number of channels and signal-to-noise ratio.
The noise was unmodulated and was shaped to have the
same spectrum as the sentence material. They fitted their data
using sigmoidal functions. The parameters defining these
functions are given in their Table X. For a given number of
channels and a given score for our own data, we determined
the signal-to-noise ratio that would lead to the same perfor-
mance in the study of Friesenet al., using their fitted param-
eter values. We then calculated the difference in effective
speech-to-noise ratio between the ‘‘fast’’ and ‘‘slow’’ com-
pressors. The results are shown in Table II. For each experi-
ment, the percent correct scores are given for each channel
number and compression condition. Adjacent to the columns
of percent-correct scores are the speech-to-steady-noise ra-
tios that would lead to the same percent correct. Friesen
et al. did not simulate an 11-channel system. Parameters for
this system were interpolated from those given for their 8-
and 12-channel systems. The column labeled ‘‘difference’’
shows the differences between the speech-to-noise ratios for
the ‘‘fast’’ and ‘‘slow’’ compressors. Typically, for moderate
levels of intelligibility, the cost was a little less than 1 dB.
For higher levels of intelligibility, the cost was closer to 2
dB.

As described in the Introduction, the cost of the ‘‘fast’’
compression might have occurred for two reasons. First,
‘‘fast’’ compression reduces the modulation depth and inten-
sity contrasts in the signal and this might adversely affect

TABLE II. Results from all three experiments showing the percent correct and the equivalent speech-to-steady-noise ratio~SNR! in dB, using Table X of
Friesenet al. ~2001!. The difference in equivalent speech-to-noise ratio between ‘‘fast’’ and ‘‘slow’’ compression is shown in bold.

No. of
channels

Experiment 1

Experiment 2 Experiment 3

% correct SNR % correct SNR

% correct SNR Fast Slow Fast Slow Difference Fast Slow Fast Slow Difference

4 23.1 3.2 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

6 56.4 4.6 ¯ 61.1 ¯ 5.3 ¯ 56.5 61.1 4.6 5.3 0.7
8 80.6 6.2 76.7 80.7 5.5 6.3 0.8 78.1 82.1 5.8 6.5 0.7

11 90.6 9.0 84.5 90.1 6.9 8.8 1.9 85.6 89.8 7.2 8.7 1.5
16 93.6 8.0 89.7 ¯ 6.4 ¯ ¯ ¯ ¯ ¯ ¯ ¯

FIG. 4. Results of experiment 3, corrected for training effects. The solid and
dashed lines show results for ‘‘slow’’ and ‘‘fast’’ compression, respectively.
Error bars show61 standard deviation.
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intelligibility, regardless of the nature of the background
sound~Drullman et al., 1994a, b; van Buurenet al., 1999!.
This might be especially true for the type of signal process-
ing used here, which removed temporal fine structure cues,
so that information was conveyed only by the patterns of
amplitude modulation in different frequency bands. Second,
‘‘fast’’ compression introduces comodulation between the
target and background, which might disrupt the perceptual
separation of the two, especially when the background itself
is modulated, as in our experiments. We will refer to these
two factors as ‘‘modulation reduction’’ and ‘‘comodulation,’’
respectively. To quantify the first factor, we calculated the
fractional reduction in modulation,f r , in the individual
channels, using as input continuous speech in a background
of an interfering speaker. This was done by sampling the
output of each channel using 125-ms windows and compar-
ing the distribution of levels with and without the fast com-
pressor in operation prior to the division into channels. For
the six-channel system,f r was 0.5, 0.39, 0.34, 0.39, 0.18,
and 0.05 for channels 1 to 6, respectively~in order of in-
creasing center frequency!. For the 11-channel system,f r

was 0.47, 0.42, 0.35, 0.28, 0.30, 0.35, 0.34, 0.34, 0.07, 0.11,
and 20.03, for channels 1–11, respectively. For low and
medium center frequencies, the fast compression markedly
reduced the amount of modulation, although by less than for
the broadband signal~equivalent to a single-channel system!,
for which f r was 0.71. For the two or three highest center
frequencies, the modulation reduction was small.

Our data do not allow us to decide the relative impor-
tance of modulation reduction and comodulation. However,
some clues can be gained from comparisons with another
study. McDermottet al. ~2002! showed that a fast compres-
sor used with a cochlear implant could improve intelligibility
in situations where lack of audibility was the primary prob-
lem. Fast compressors are very effective at improving audi-
bility. However, for speech in steady background noise, for
which audibility was not a problem, McDermottet al.
showed that the fast compressor produced a slight, but non-
significant worsening in performance in comparison to no
compression. The fact that they found a nonsignificant wors-
ening in steady noise, while we found a significant worsen-
ing in a modulated background~speech!, suggests that co-
modulation of the target and background contributes to the
deleterious effect found by us. However, McDermottet al.
used a lower compression ratio than us~2:1 vs 7:1!, and their
compression was effective over a narrower range of levels
than ours, so the comparison between the two studies needs
to be viewed with caution. Lorenziet al. ~1999!, using a
method of signal processing similar to the one employed in
this paper, showed that fast-acting expansion of the temporal
envelope in each channel of a four-channel system~achieved
by raising the envelope magnitude to the power 2! led to a
small improvement in the identification of speech in a steady
noise background. Since magnification of amplitude modu-
lation can improve intelligibility, one might argue that reduc-
tion of amplitude modulation will worsen it, even without
significant comodulation.

Another way to determine the relative importance of
modulation reduction and comodulation would be to assess

the effect of varying the target-to-background ratio. For a
background level similar to that of the target, the ‘‘fast’’
compressor would produce considerable comodulation. At
the signal-to-background ratio of15 dB used here, we
would expect a moderate degree of comodulation. For a
higher signal-to-background ratio, say110 dB, the ‘‘fast’’
compression would introduce less comodulation. If comodu-
lation is the main cause of the deleterious effect of the ‘‘fast’’
compressor, the effect should be reduced at high signal-to-
background ratios. This prediction remains to be tested.

The ‘‘slow’’ compressor used in this study did not de-
grade performance relative to the baseline condition. The use
of such a compressor would allow the user of a cochlear
implant or hearing aid to deal with the widely varying over-
all sound levels that occur in different listening situations
~Moore and Glasberg, 1988; Mooreet al., 1991; Stoneet al.,
1999!. A potential problem with slow compressors occurs
when the signal level decreases abruptly, for example, when
leaving a noisy room. In such situations, it takes a significant
time for the compressor to adjust to the new signal level so
as to restore audibility; the implant or aid may appear to go
‘‘dead’’ for a while. However, it is rare in everyday life for
environmental sounds to decrease very rapidly in level.

Our results indicate that, for cochlear implants, a slow
front-end compressor is likely to lead to better performance
than a fast front-end compressor in situations where the
signal-to-background ratio is not very high. Ten to 15 years
ago, the performance of cochlear implantees was typically
very poor when the signal-to-background ratio was low.
However, recent improvements in the performance of co-
chlear implantees mean that they can cope reasonably well in
such situations. Hence the front-end compressor should be
designed to work well at relatively poor signal-to-
background ratios. Most current implant systems make use
of fast-acting front-end compressors, which may effectively
make signals audible, but which may not be optimal for dis-
crimination.

Finally, we turn to the issue of the training required to
achieve stable results when using simulations of cochlear-
implant processing. Our subjects usually received only lim-
ited experience with the simulation prior to testing. It turned
out that this was insufficient to achieve stable results, but to
maintain consistency between experiments, we continued to
use the same training scheme and later applied ‘‘corrections’’
to compensate for training effects. Other researchers have
used longer periods of training~Shannonet al., 1995! or
none at all~Fu et al., 1998; Fu and Shannon, 1999! with
similarly novel stimuli. It appears necessary to use between
30 and 60 min of training before practice effects cease to be
important.

VI. CONCLUSIONS

In a simulation of a cochlear implant assessed using
normal-hearing listeners, ‘‘slow’’ single-channel compres-
sion of target speech in a background of speech did not lead
to a significant reduction in intelligibility relative to that ob-
tained with no compression. A ‘‘fast’’ compressor, with near-
syllabic time constants, consistently degraded intelligibility,
by 4%–5%, over a wide range of performance levels. The
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cost was equivalent to a loss of between 6% and 22% of the
number of channels. Expressed in a different way, the cost
was equivalent to raising the level of a spectrally matched
continuous background noise by 1–2 dB. Our results suggest
that slow compression will be more beneficial than fast com-
pression as the front-end of a cochlear-implant processor.
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Measurements of the neck frequency response function~NFRF!, defined as the ratio of the spectrum
of the estimated volume velocity that excites the vocal tract to the spectrum of the acceleration
delivered to the neck wall, were made at three different positions on the necks of nine
laryngectomized subjects~five males and four females! and four normal laryngeal speakers~two
males and two females!. A minishaker driven by broadband noise provided excitation to the necks
of subjects as they configured their vocal tracts to mimic the production of the vowels /~/, /,/, and
/I/. The sound pressure at the lips was measured with a microphone and an impedance head mounted
on the shaker measured the acceleration. The neck wall passed low-frequency sound energy better
than high-frequency sound energy, and thus the NFRF was accurately modeled as a low-pass filter.
The NFRFs of the different subject groups~female laryngeal, male laryngeal speakers,
laryngectomized males, and laryngectomized females! differed from each other in terms of corner
frequency and gain, with both types of male subjects presenting NFRFs with larger overall gains. In
addition, there was a notable amount of intersubject variability within groups. Because the NFRF is
an estimate of how sound energy passes through the neck wall, these results should aid in the design
of improved neck-type electrolarynx devices. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1582440#

PACS numbers: 43.70.Aj, 43.70.Dn, 43.70.Jt@DOS#

I. INTRODUCTION

Each year, thousands of people lose the ability to speak
normally because they have the larynx removed~laryngec-
tomy! or suffer laryngeal trauma. Many of these individuals
must rely on a hand-held electrolarynx~EL! to produce
speech~Hillman et al., 1998!. The most common electrolar-
ynx devices are electro-mechanical vibrators that are typi-
cally held against the neck to excite the vocal tract acousti-
cally. EL speech generally provides a serviceable means of
communication, but has several serious shortcomings, in-
cluding an artificial quality, reduced intelligibility, and poor
audibility, especially in noisy environments. Because a better
understanding of the sound transmission characteristics of
the neck wall appears to be essential in designing a more
efficient and natural-sounding electrolarynx, this study
sought to characterize the impact of this factor on the acous-
tics of EL speech.

Despite being developed over 40 years ago~Barney
et al., 1959!, there have been few scientific efforts to im-
prove electrolaryngeal devices or the resulting speech. Qi

and Weinberg ~1991! found that enhancing the low-
frequency content of EL speech resulted in speech that was
judged in formal listening experiments to be preferred more
often than the speech without enhancement. In an effort to
improve the intelligibility of EL speech, Espy-Wilsonet al.
~1998! used an adaptive filtering algorithm to remove the
contribution of the directly radiated sound~produced by the
EL! to the perceived speech signal. This processing resulted
in increased intelligibility for stop consonants but degraded
intelligibility of nasal consonants.

Norton and Bernstein~1993! tried to improve EL speech
by changing the driving signal of the vibration source. They
measured the frequency response function~FRF! of the neck,
which they defined as the ratio of the spectrum of the pres-
sure signal measured at the lips~after the formants had been
removed! to the spectrum of the input signal of a shaker
which vibrated against the neck. They used the neck FRF to
modify the output of an electrolarynx such that the spectrum
of the sound that excited the vocal tract resembled that of a
natural human glottal source. Listeners informally judged the
speech produced using their modified electrolarynx as sound-
ing more natural.

While the results of the Norton and Bernstein study werea!Electronic mail: geoff@mit.edu
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promising, there remain unresolved issues, including the fact
that Norton and Bernstein measured the neck frequency re-
sponse for a single normal subject, whose anatomy signifi-
cantly differed from that of laryngectomized patients. The
necks of laryngectomy patients lack the larynx and its sur-
rounding tissue, and additionally, laryngectomy patients are
often subjected to radiation treatment, which can change the
properties of the neck tissue.

Norton and Bernstein’s work also does not address the
variations in the FRF that might exist between individuals.
For example, the type and extent of laryngectomy is prima-
rily dependent on tumor size and the spread of the disease to
other neck structures. Differences in surgical techniques
could potentially affect the transmission properties of the
neck wall.

Finally, Norton and Bernstein only measured a single
place on the neck. Because of the potentially asymmetric
nature of a laryngectomy surgery, especially if the surgery is
accompanied by a radical neck dissection, the characteristics
of the tissue at different locations on the neck may differ.
Furthermore, EL users often report that there is one location
on their necks that produces an optimal speech output level.
These reports of an optimal sound-source location suggest
that the neck frequency response function may vary with
neck position in laryngectomy patients.

Thus, the goal of this research was to measure the neck
frequency response functions of both laryngectomized and
nonlaryngectomized subjects at different locations on the
neck. This information should assist the design of an im-
proved electrolarynx driving signal that would excite the vo-
cal tract in a manner that is more similar to a natural glottal
sound source. Furthermore, if a significant degree of varia-
tion between the neck frequency response functions of dif-
ferent subjects was discovered, then there would be a ratio-
nale for tailoring the output of an electrolarynx to its user.

II. METHODS

The following experimental procedures were used to
collect the necessary data to determine the neck frequency
response function~NFRF!. The NFRF is defined as the ratio
of the spectrum of the estimated volume velocity that excites
the vocal tract to the spectrum of the acceleration measured
at the neck. The procedures are based on those used by
Norton and Bernstein~1993! and Fujimura and Lindqvist
~1971!, with some additional modifications to improve the
accuracy of the measurements.

A. Subjects

The laryngectomy subject group consisted of ten laryn-
gectomized subjects~five males and five females! all of
whom had been laryngectomized at least 1 year prior to the
date of the experiment and had received postsurgical radia-
tion treatment. The subjects ranged between 50 and 76 years
in age~mean of 65.667.8 years!. All of the laryngectomized
subjects were patients at the Voice and Speech Laboratory at
the Massachusetts Eye and Ear Infirmary. All but two laryn-
gectomized subjects were part-time or full-time electrolarynx
users. In addition to the laryngectomized subjects, four nor-
mal subjects~i.e., nonlaryngectomized, or laryngeal speak-

ers!, two male and two female, were used. The ages of the
normal laryngeal speakers ranged from 22 to 31~mean
25.863.9 years!. Although none of the normal subjects was
an everyday electrolarynx user, all of them were familiar
with how to use the device.

B. Experimental procedures

Two separate experiments were performed in a sound-
treated experimental chamber. The main experiment was per-
formed on all of the laryngectomized and normal subjects. A
second experiment was performed on a single normal male
subject to estimate the near-field lip radiation characteristic.

1. Collection of neck frequency response function
data

Each subject was seated in a clinical exam chair and a
head-mounted directional microphone~Sennheiser model
K3-U! was positioned 1 cm from the subject’s lips and ori-
ented so that it faced the lips. The microphone was calibrated
against a Bru¨el & Kjaer 1

4 in. microphone which had a
known, flat response between 60 and 4000 Hz by simulta-
neously recording the output of a broadband noise source.

A small Brüel & Kjaer minishaker~model 3081! was
attached by a 2 in. shaft to an impedance head~a transducer
that simultaneously measures force and acceleration—PCB
model 288D01/788D01!. The other side of the impedance
head was attached to a 2.5-cm-diameter metal disk that was
placed on the subject’s neck. The size of the disk was the
same as that found on a Servox electrolarynx~a popular,
commercially available EL produced by Siemens Corp.!. The
shaker was enclosed in a large plastic cylinder that was
packed with sound-attenuating foam to reduce the directly
radiated sound~into the environment! produced by the
shaker. The silencer reduced the shaker self-noise, especially
for frequencies between 600 and 4000 Hz, but there were
occasions in which the levels of radiated sound at other fre-
quencies confounded the measurements.

The shaker was driven with broadband noise~1 to
12 500 Hz!, and in separate trials, each subject was asked to
configure the vocal tract as if producing the vowels /~/ ~as in
bot!, /,/ ~as in bat!, and /I/ ~as in bit!. In two additional
trials, the subjects were asked to:~1! change the vocal-tract
configuration to shift between the production of /a/, /,/, and
/I/ in continuous succession and~2! keep the mouth closed
while the shaker was being driven. All of the nonlaryngecto-
mized subjects were instructed to maintain the glottis in a
closed position~i.e., to hold their breath! to simulate the
laryngectomized condition in which the vocal tract is closed
at the level of the hypopharynx and thus is decoupled from
the subglottal system.

These steps were repeated three times at three locations
on the neck. The first position was always the location where
each laryngectomized subject placed the electrolarynx during
everyday use. For those subjects who did not use an electro-
larynx, position 1 was arbitrarily chosen to be a spot on the
upper right neck, with position 2 placed 2 cm below position
1, and position 3 at a spot identical to position 1 on the
opposite side of the neck. For some laryngectomized sub-
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jects, measurements at all three positions could not be made
because at some locations the signal transmission was too
attenuated.

A data acquisition system~Axon Instruments Digidata
acquisition board with accompanyingAXOSCOPE software!
simultaneously recorded the pressure signal from the micro-
phone, the force and acceleration signals produced by the
impedance head, and the voltage of the driving signal to the
shaker. All of the signals were sampled at 20 kHz after being
low-pass filtered at 6 kHz by 4-pole Bessel filters~Axon
Instruments Cyberamp!.

2. Collection of lip radiation data

For this experiment, an additional microphone was sus-
pended from the ceiling at a distance of 45 cm from the lips
of one subject. The subject was asked to sustain the vowels
/~/, /,/, and /I/, for a duration of 5 s.

C. Data analysis

First, the waveforms were downsampled from 20 to 14
kHz to decrease the analysis bandwidth and reduce the order
of LPC filters needed to estimate the vocal-tract transfer
function. Although it would have been preferable to down-
sample the data further, a sampling rate of 14 kHz was cho-
sen as a compromise between the need to keep higher for-
mants in the signal~to achieve a better vocal-tract transfer
function estimate! and the need to reduce the likelihood of
fitting poles to nonvocal tract resonances.

The neck frequency response function is defined as the
ratio of the spectrum of the signal that excites the vocal tract
~i.e., volume velocity! to the spectrum of the input accelera-
tion. The acceleration was measured directly, but some signal
processing was necessary to obtain an estimate of the volume
velocity from the pressure signal measured at the mouth. A
schematic of the analysis algorithm is shown in Fig. 1.

In this diagram, the system consists of two additive
paths containing several linear, time-invariant~LTI ! systems.
In the primary path~upper path in the figure!, the driving
voltage signal~broadband noise with a 12.5-kHz bandwidth!
is transformed into an acceleration signal by the shaker; this
transformation is characterized by the primary shaker trans-
fer function,S1( f ). The acceleration is then filtered by the
neck wall, K( f ), vocal tract,T( f ), and the near-field lip
radiation characteristic,R( f ).

The output of the primary path is represented bypl@n#,
which is the pressure that would be measured by the micro-

phone if this path could be isolated from the rest of the
system. In the lower path, the voltage signal is transformed
into a signal that excites the air by a secondary shaker trans-
fer function,S2( f ). The input to the air is then filtered by an
unknown air transfer function,H( f ), and the resulting pres-
sure ispa@n#. H( f ) also includes any filter characteristics
due to the directionality of the microphone. While it is not
possible to measurepl@n# without contamination bypa@n#,
it is possible to estimatepa@n# under conditions wherepl@n#
is greatly attenuated by simply having the subject keep the
mouth closed. Thus, the four signals that were measured are
v@n# ~the voltage driving the shaker!, a@n# ~the acceleration
signal from the accelerometer!, pt@n# the pressure signal
from the microphone when the lips are open, andpa@n#, the
pressure signal from the microphone when the lips are
closed, where

pt@n#5pl@n#1pa@n#, ~1!

and the transfer function to be estimated isK( f ) where

K~ f !5
Fau~ f !

Faa~ f !
, ~2!

whereFau( f ) andFaa( f ) are the cross-spectral density of
u@n# and a@n# and the power spectral density ofa@n#, re-
spectively. The cross-spectral density,Fxy( f ), of two sig-
nals,x@n# and y@n#, is the Fourier transform of their cross
correlation,fxy@n#, defined as

fxy@n#5 (
m52`

`

x@m1n#y@m#. ~3!

The autocorrelation of a signal is merely the cross correlation
of the signal with itself. The power-spectral density is the
Fourier transform of the auto correlation.

Sincev@n#, a@n#, pt@n#, andpa@n# are the signals that
were measured,K( f ) cannot be computed directly. There-
fore, an alternative method for computingK( f ) needed to be
developed. The resulting algorithm is discussed below.

1. Step one—removing the airborne path

Given the relationship described in Eq.~1!, the follow-
ing equation is also valid:

fvpt
@n#5fvpl

@n#1fvpa
@n#, ~4!

wherefvpt
@n#, fvpl

@n#, andfvpa
@n# are the cross correla-

tions of v@n# with pt@n#, pl@n#, and pa@n#, respectively.

FIG. 1. Block diagram of experimen-
tal system. The microphone at the lips
measures the sound that is the sum of
the sound transmitted through the neck
wall and vocal tract, and the sound
transmitted via a direct path through
the air. Signals were digitized, and
therefore the discrete signal notation
x@n# is employed wherex@n# is the
discrete counterpart tox(t), the con-
tinuous, measured signal.
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Furthermore, because each system block is assumed to be an
LTI system

fvpl
@n#5fvv@n#* ~s1@n#* k@n#* t@n#* r @n# !, ~5a!

and

fvpa
@n#5fvv@n#* ~s2@n#* h@n# !, ~5b!

where fvv@n# is the autocorrelation ofv@n#, k@n# is the
impulse response of the neck frequency response function,
h@n# is the acoustic impulse response of the environment,
and r @n# is the impulse response of the near-field lip radia-
tion characteristic. Combining Eqs.~3! and ~5a! and ~5b!
results in

fvpt
@n#5fvv@n#* ~s1@n#* t@n#* k@n#* r @n#

1s2@n#* h@n# !. ~6!

Performing a Fourier transform on Eq.~6!, dividing by
Fvv( f ) ~the power spectral density ofv@n#), and rearrang-
ing terms leads to

Fvpt
~ f !

Fvv~ f !
2S2~ f !•H~ f !5S1~ f !•T~ f !•K~ f !•R~ f !,

~7!

where Fvpt
( f ) is the cross-spectral density ofpt@n# and

v@n#. But, transforming Eq.~5b! into the frequency domain
produces

Fvpa
~ f !

Fvv~ f !
5S2~ f !•H~ f !, ~8!

and therefore

S Fvpt
~ f !

Fvv~ f !
2

Fvpa
~ f !

Fvv~ f !
D • 1

S1~ f !•T~ f !•R~ f !
5K~ f !.

~9!

Thus, ifFvpa
( f ), S1( f ), T( f ), andR( f ) can be computed,

then Eq.~9! can be used to determine the neck frequency
response function,K( f ).

Therefore, Fvpa
( f ) and Fvv( f ) are computed from

pa@n# ~estimated from the closed-mouth measurements! and
v@n#. The effectiveness of this method for removing the air-
borne path is explored in the Discussion section. The remain-
ing steps in the analysis algorithm involve computingS1( f ),
T( f ), andR( f ) in order to isolateK( f ) from the rest of the
system. It should be noted that this step assumes that both
the primary shaker transfer function,S1( f ), and the un-
known air transfer function,H( f ), are independent of
whether the mouth is open or closed.

2. Step two—Calculating the primary shaker transfer
function

According to the block diagram in Fig. 1, the input to
the primary shaker transfer function,S1( f ), is v@n# and its
output isa@n#; therefore,S1( f ) can be computed as

S1~ f !5
Fva~ f !

Fvv~ f !
, ~10!

where Fav( f ) is the cross-spectral density ofa@n# and
v@n#. Because botha@n# andv@n# are measured during the
experiments,S1( f ) can be determined from measured sig-
nals. The primary shaker transfer function was found to be
relatively flat, rolling off at 22 dB/octave within the fre-
quency range of interest~100 to 4000 Hz!. The unwrapped
phase of this transfer function decreased at20.5 rad/octave
over the same frequency range.

3. Step three—Estimating the near-field lip radiation
characteristic

As shown in the block diagram of Fig. 1, the output of
the vocal tract~at the lips! is a volume velocity,ul@n#. How-
ever, the microphone located 1 cm from the lips produces a
voltage that is proportional to pressure. Therefore, to accu-
rately estimate the neck transfer function, it is necessary to
determine the relationship between the volume velocity at
the lips, ul@n#, and the pressure at the microphone,pl@n#.
This relationship is called thenear-field lip radiation char-
acteristic, R( f ). Similarly, in the second experiment, the
far-field lip radiation characteristic, Rf( f ) is the relation-
ship betweenul@n#, and the pressure measured by the mi-
crophone in the far field. Specifically

Pn~ f !5Ul~ f !•R~ f !, ~11a!

Pf~ f !5Ul~ f !•Rf~ f !, ~11b!

wherePn( f ) andPf( f ) are the spectra of the pressures mea-
sured at 1 cm and 45 cm away from the lips, respectively,
andRf( f ) is the far-field lip radiation characteristic. Because
Pn( f ) andPf( f ) are measured simultaneously in the second
experiment, we can combine Eqs.~11a! and ~11b! to com-
puteR( f ) as

R~ f !5
Pn~ f !•Rf~ f !

Pf~ f !
. ~12!

For distances,r , which are greater than a few centimeters~in
this case,r 545 cm), the open mouth can be considered a
simple source radiating in all directions. In such cases, the
radiation characteristic can be approximated as

Rf~ f !5
j 2p f r

4pr
•e2 j ~2p f r /c!, ~13!

wherec is the speed of sound, andr is the density of air.
Equation ~13! is an accurate approximation~within a few
decibels! for frequencies up to 4000 Hz.~Stevens, 1998!.
Thus, combining Eqs.~12! and~13!, R( f ) can be determined
as

R~ f !5
Pn~ f !

Pf~ f !
•

j 2p f r

4pr
•e2 j ~2p f r /c!. ~14!

The radiation characteristics were computed usingc
5331.6 m/s andr51.293 kg/m3 ~Kinsler et al., 1982!. It
was found thatR( f ) increased in magnitude at a rate of 6
dB/octave between 100 and 2000 Hz, and then flattened out
between 2000 and 4000 Hz.
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4. Step four—Estimating the vocal-tract transfer
function

Based on measurements of other body tissues, one
would expectK( f ) to be slowly varying with frequency,
with few, if any, sharp resonances~Wodicka et al., 1993!.
The vocal-tract transfer function,T( f ), on the other hand,
can be effectively modeled as an all-pole system~at least for
the production of non-nasalized vowels!, with the location of
the resonances and bandwidths of the resonances being de-
pendent on the vowel being produced~Stevens, 1998!. If the
center frequencies and bandwidths of the poles ofT( f ) can
be estimated, it should be possible to separateT( f ) from
K( f ). The validity of this assumption is investigated in the
Discussion section.

The vocal-tract transfer function,T(z), was estimated
using linear prediction, which assumes that this function can
be estimated using an all-pole filter of orderp ~Rabiner and
Schafer, 1978!. When using LP analysis, the order of the
filter must be specified. Typically, an LP filter of order 12 can
accurately represent a speech segment sampled at 10 kHz
~Atal and Hanauer, 1971!. However, in this study, the signals
were sampled at 14 kHz and did not represent typical speech
segments because they contained both the neck frequency
response function and the vocal-tract transfer function.
Therefore, an order of 20 was chosen so that the LP coeffi-
cients could properly account for at least six formants, any
poles in the neck frequency response function, as well as any
zeros present in either the vocal-tract transfer function or the
neck frequency response function.

This LP estimate was the first step in the vocal-tract
frequency response function estimation process. Because the
conditions of the measured system were not ideal, the LP
estimate needed to be modified to improve the accuracy of
the vocal-tract transfer function estimate.

First, all poles that were not associated with formants
were removed from the LP estimate. Some of the removed
poles had similar frequencies and bandwidths as those used
to model the NFRF~see Sec. III D!, but others were most
likely the result of using a high filter order in the initial LP
estimate. In the cases where the shaker was placed at loca-
tions far from the terminal end of the vocal tract, some of the
extra poles were present to compensate for the zeros present
in the vocal-tract transfer function. Since it was known that
nonformant poles would be removed from the estimate, us-
ing an LP order that produced extra poles was not considered
problematic. The average values of formant frequencies and
bandwidths for different vowels~Peterson and Barney, 1952!
were used as guides for deciding between formant and non-
formant poles. It was also taken into consideration that a
laryngectomy patient’s vocal tract has been truncated and
thus the formant frequencies tend to be shifted higher in
frequency, usually by 50 to 100 Hz~Sisty and Weinberg,
1972!. Moreover, the formant bandwidths would be expected
to be narrower since the vocal tract is decoupled from the
subglottal system~Fujimura and Lindqvist, 1971; House and
Stevens, 1958!. Therefore, some correction was made in the
criteria used to separate formant poles from nonformant
poles. As a further check, the continuous vowel transition
task allowed the formant transitions from vowel to vowel to

be tracked using spectrograms. This formant tracking aided
in identifying the formant frequencies and bandwidths for
each vowel.

Second, while linear prediction assumes an all-pole
model, the vocal-tract transfer function in this experiment is
not strictly all-pole. In almost every case, the excitation
source was placed in a location other than the terminal end of
the vocal tract~i.e., the glottis in normal subjects!, thus pro-
ducing a back cavity. Zeros in the vocal-tract transfer func-
tion occur at frequencies where the back cavity acts as a
short circuit, and if the back cavity is modeled as a rigidly
terminated uniform tube, these zeros occur at its quarter-
wave frequencies. It was observed that placing the shaker
higher on the neck produced lower-frequency zeros, consis-
tent with this model. The LP estimate often produces formant
frequencies and bandwidths that are somewhat inaccurate in
order to compensate for the presence of these zeros. There-
fore, the estimated formant frequencies and bandwidths were
manually altered so that the resulting modified LP spectrum
more accurately approximated the measured data. In many
cases, adding a conjugate zero pair to the spectral estimate
improved its accuracy. The frequencies and bandwidths of
these zeros were chosen by visually inspecting the measured
spectra. The frequencies of the zeros ranged from 900 to
4200 Hz with bandwidths that ranged from 50 to 100 Hz.
Additionally, the narrow bandwidths of the zeros were not
surprising given that the zeros are not affected by losses from
the lip radiation. It should be noted that even though the
presence of zeros no longer meets the strict definition of an
LP-based estimate of the vocal-tract transfer function, these
estimates will still be referred to as such throughout the rest
of this paper.

Once the LP spectrum was corrected, a new inverse fil-
ter, A(z)5 1/@T(z)# , was derived. The impulse response of
the neck frequency response function,k@n#, is determined
by filtering the impulse response associated withT( f )
•K( f ) by A(z), and fromk@n#, K( f ) can easily be com-
puted.

Theoretically, the NFRF should be independent of the
vowel used in the experimental task, and thus comparisons
between vowels were used to verify the validity of the ex-
periment and analysis. Section III B discusses the intervowel
variability of the NFRF.

The measured NFRFs from each trial~nine trials per
position! were averaged at each position for each subject. In
addition, average NFRFs were computed for each of the four
subject groups: normal males, normal females, laryngecto-
mized males, and laryngectomized females.

D. Coherence and the LTI assumption

The analysis algorithm assumes that each block in Fig. 1
represents an LTI system. Subjects were asked to maintain a
static vocal-tract configuration for 5 s, and from this sample,
a 1- to 2-s section of constant amplitude was chosen for
analysis. To confirm the time invariance of the entire system
during this time period, the coherence,Cap( f ), was com-
puted using the measured voltage and pressure signals. The
coherence is defined as
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Capt
~ f !5

uFapt
~ f !u2

Faa~ f !•Fptpt
~ f !

, ~15!

where Fapt
( f ) is the cross-spectral density ofa@n# and

pt@n#, andFaa( f ) andFptpt
( f ) are the power spectral den-

sities ofa@n# andpt@n#, respectively.
Only data for which the coherence was above 0.8 for

100, f ,4000 Hz were analyzed. For frequencies greater
than 4000 Hz, the coherence always significantly deviated
from 1.

E. Minimum signal quality criteria

In addition to meeting the coherence criterion, the spec-
trum of the measured open-mouth pressure signal had to dis-
play at least two prominent formant peaks to be accepted for
further analysis. If the pressure signal spectrum does not
have enough formant energy then the LPC algorithm would
be unable to estimate the vocal-tract transfer function. Those
sets of signals that did not meet these minimum criteria were
not analyzed, and as a result, one female laryngectomized
subject’s entire data set was discarded. Not surprisingly, this
particular subject was unable to use a neck-type electrolar-
ynx because it was unable to transmit enough sound through
her neck to produce audible, intelligible speech.

III. RESULTS

A. General description

The results are based on data from nine laryngectomy
patients~five male, four female! and four normal subjects
~two male, two female!. Figure 2 plots the mean NFRF and
corresponding standard deviation for each of the four subject
groups. In all four subject groups, the NFRF resembled a
low-pass filter, with a constant maximum gain between 100
and 320680 Hz, rolling off at a slope of 28.8
62.0 dB/octave between 320 and 3000 Hz, and then flatten-
ing out between 3000 and 4000 Hz. There was some vari-
ability in the NFRFs of the individuals, as reflected by the
average standard deviation across frequency of between 1.9
and 5.2 dB for each group. In addition, the NFRF of some
individuals did not flatten out at 3000 Hz but instead contin-
ued to roll off at the same rate.

FIG. 2. The mean~solid line! and standard deviation~dotted line! of the log
magnitude of the NFRFs for each of the four subject groups.

FIG. 3. Top: The mean of the NFRF
estimation for a female laryngectomy
patient producing the vowel /~/. The
solid line represents the average trans-
fer function and the dotted lines repre-
sent the standard deviation at each fre-
quency. These values were computed
by averaging over the three trials using
the vowel /~/ at one neck position. The
standard deviation ranged from 2.02
dB at 3725 Hz to 11.4 dB at 102 Hz
with a mean of 3.30 dB.Bottom: The
average~solid line! and standard de-
viation ~dashed lines! of the NFRF at a
single position on the neck of the same
female laryngectomy patient. The av-
erage NFRF was computed by averag-
ing over all of the trials for a single
position. This particular case produced
a mean standard deviation of 2.95 dB
with a maximum of 6.94 dB at 3860
Hz and a minimum of 0.88 dB at 1576
Hz.

1040 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Meltzner et al.: Neck frequency response function



B. Reproducibility of results

The top plot in Fig. 3 shows a representative example of
the ‘‘intravowel variation’’ ~i.e., the variation across three
repetitions of the same vowel for a male laryngectomy sub-
ject!. In general, the intravowel repeatability was quite good;
the average~over frequency! standard deviation across sub-
jects was 4.3460.32 dB. There was some variation from
vowel to vowel, with the vowel /I/ demonstrating more vari-
ability than the other vowels: the average standard deviation
for /I/ was 4.64 dB, while for /~|/ and /~/ it was 3.99 and
4.39 dB, respectively.

‘‘Intervowel’’ ~between-vowel! variation was also exam-
ined. Since the NFRF is measuring the sound transmission
properties of the neck tissue, it should be independent of the
vocal-tract configuration. Figure 3 shows that the intervowel
variability was small and on the same order as the intravowel
variability. Averaged over the frequency range 100–4000
Hz, the standard deviation of the NFRF ranged from 0.91 to
5.88 dB with a mean value of 3.76 dB. The small intervowel
variability confirms that the NFRF is independent of vocal-
tract configuration and helps validate the experimental pro-
cedure and analysis algorithm.

C. Variations in the NFRF

1. Variation between subject groups

As shown in Fig. 2, all four subject groups produced
similar average NFRFs with some differences in corner fre-
quency and gain. The corner frequency was measured by
constructing ideal Bode plots that approximated the mea-
sured NFRF. The corner frequency is defined as the fre-
quency where the slope of the log magnitude of the idealized
NFRF begins to deviate from zero. The corner frequency
ranged from 256.7 Hz for the normal males to 430.8 Hz for
the normal females, with values of 314.7 and 324.1 Hz for
the laryngectomized males and females, respectively. The
gain of the NFRF avaried from group to group, with the male
NFRFs ~both normal and laryngectomized! having larger
gains than those displayed by the female NFRFs.

2. Variation with different shaker locations

The effect of shaker location on NFRF was highly sub-
ject dependent. Location dependence was classified into
three different types:~I! no dependence;~II ! gain dependence
only; and~III ! gain and shape dependence. Examples of each
type of location dependence are shown in Fig. 4. Type I~no
dependence!: All of the normal male subjects and one laryn-
gectomized male subject displayed little or no change in
NFRF with change in neck location~see the top panel in Fig.
4!. Type II ~gain dependence!: For three male and two fe-
male laryngectomy patients, the shape of the NFRF remained
constant, but the gain changed with changes in shaker loca-
tion ~see the middle panel in Fig. 4!. Type III ~gain and
shape dependence!: One male and two female laryngectomy
patients displayed changes in both the gain and shape of the
NFRF with changes in the location of the sound source on
the neck~see the bottom panel in Fig. 4!. An inspection of

the data revealed that for almost all the subjects, the greatest
neck location-related differences in mean NFRFs occurred at
lower frequencies.

D. NFRF approximation

The results show that the neck wall acts as a low-pass
filter when coupling EL vibration to vocal-tract excitation,
and could attenuate useful high-frequency energy that nor-
mally contributes to speech intelligibility. Compensation for
this filtering could be accomplished by appropriate ‘‘inverse
filtering’’ of the EL driving signal. To facilitate the design of
this inverse filter, the NFRFs have been approximated by
discrete linear filters of the form

K~z!5
(m50

M bmz2m

12(n51
N anz2n , ~16!

wherebm are the numerator coefficients,an are denominator
coefficients, andM andN are the number of coefficients in
the numerator and denominator, respectively. Figure 5 shows
the mean NFRFs for each subject group with the correspond-
ing discrete linear filter.

The filters were designed by using a least-squares fit to
the frequency response data. The orders of both the numera-
tor and the denominator were determined by iterating
through all combinations~up to an order of 6! and choosing
the combination that produced a frequency response that
minimized the energy difference between the measured
NFRF data and the discrete filter frequency response. Four
distinct K(z)’s were computed for the mean NFRFs of the
laryngeal and laryngectomized males and females. In all four
cases, the rational function provided an excellent fit, with a
mean deviation from the measured NFRF of less than 2 dB
and maximum deviation of about 5 dB.

IV. DISCUSSION

The goal of this study was to understand the role that the
neck tissue plays in determining the acoustic properties of
EL speech, with the underlying motivation of using this in-
formation to design an improved EL device. This study has
shown that on average, the neck wall acts as a low-pass filter,
and that the NFRF can be approximated by a discrete linear
filter.

The inverses of the discrete filters can be used to inverse
filter a natural glottal sound source to produce an electrolar-
ynx driving signal that compensates for the NFRF. While the
discrete filters were stable infinite impulse response~IIR!
filters, they were not minimum phase, meaning that their
inverses would not be causal and stable. However, since any
stable filter can be separated into a minimum-phase filter and
an all-pass filter ~Oppenheim and Schafer, 1989!, a
minimum-phase filter version of these discrete filters can be
easily computed, especially since phase is not important in
this instance.

Another possible use of the NFRF is to design a circuit
that has the same frequency response as 1/K(z) and to incor-
porate this circuit into the electrolarynx itself. With such a
circuit in place, the various components could be adjusted to
compensate for the variability in the NFRFs associated with
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each individual user. As shown in Fig. 2, the corner frequen-
cies of the mean NFRFs of each group differed from each
other, producing NFRFs that have somewhat different
shapes. Every laryngectomized subject had undergone a total
laryngectomy and radiation, and thus it was not unexpected
to find notable differences in their NFRFs as compared to
normals.

How the transfer function will be used in the electrolar-
ynx design will ultimately depend on which method is sim-
pler and produces a more natural-sounding voice. It should
be noted that currently available EL devices do not contain
linear transducers that can reproduce arbitrary waveform
driving signals.

It is likely that the corner frequency of the NFRF is
dependent on the physical properties of the neck tissue. Spe-
cifically, as the stiffness of the neck tissue increases, one

would expect the corner frequency to increase as well. This
means that the normal female group possessed the stiffest
neck tissue, the normal male group possessed the most com-
pliant, and the stiffness of the neck tissue of both male and
female laryngectomy groups fell in between. On average, the
female vocal tract is 15% shorter that that of males and most
of this difference is in the pharynx~Klatt and Klatt, 1990!.
Thus, it is possible that most of the measurement positions
on the female necks were located over some part of the thy-
roid cartilage, while for the male subjects~and laryngecto-
mized subjects! more of the measurements were made over
soft tissue. However, only two normal female subjects were
tested, and therefore the conclusions that can be drawn from
these differences are limited. Indeed, it is possible that the
NFRFs of the two subjects that were measured did not rep-

FIG. 4. Plots of the three different
types of neck location dependence.
The NFRF at position 1~solid line!,
position 2~dashed line!, and position 3
~dotted line! are plotted for three sub-
jects. The top plot shows an example
of type I dependence where there is
little or no change in NFRF with
change in neck location. The middle
plot is an example of a type II depen-
dence where only the gain of the
NFRF changes with neck location.
Type III dependence, where both the
gain and shape change with neck loca-
tion, is shown in the bottom plot.
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resent the average characteristics of the normal female popu-
lation, i.e., sampling error.

The results indicate that there are three types of neck
location dependence. Almost every laryngectomized subject
demonstrated either a type II~gain only! or type III ~gain and
shape! dependence. The location dependence of the NFRFs
in laryngectomized subjects was not unexpected since the
tissue properties of their necks do vary with location. In
many cases, certain parts of the neck are quite rigid due to
scarring and the effects of radiation therapy, while other parts
are soft and pliable. In addition, a laryngectomy operation
tends to produce anatomical asymmetries in the neck. Ac-
cordingly, an EL user typically places the device at the spot
on the neck that produces the loudest and clearest EL speech.
Therefore, in terms of designing an improved EL, one only
needs to consider the neck location that produces the NFRF
with the largest overall gain.

The group mean NFRFs~and their corresponding linear
filter! did not closely approximate the NFRFs of all indi-
vidual subjects. To illustrate individual variability, Fig. 6 dis-
plays the average NFRFs for three laryngectomized males
along with the mean NFRF for the male laryngectomized
subject group.

While the NFRF of the subject shown in the top panel of
Fig. 6 is well fit by the mean NFRF, the NFRFs of the other
subjects in the middle panel, and especially the subject in the
bottom panel, show significant deviations. The NFRF of the
individual in the middle panel of Fig. 6 demonstrates a low
corner frequency and a slightly steeper roll-off than does the
group mean NFRF. The NFRF of the subject in the bottom
panel of Fig. 6 shows increased low-frequency attenuation
when compared to the group mean. Both of these latter sub-
jects would probably gain more benefit from an improved EL

FIG. 5. The mean NFRFs for each
subject group~dashed line! with the
corresponding frequency response
function of the discrete filter estimate
~solid line!. In all cases, the discrete
filter frequency response provided a
good fit, usually producing a maxi-
mum deviation of less than 5 dB.
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if the associated inverse filters were tailored to their indi-
vidual neck properties.

It has been well documented~Weisset al., 1979; Qi and
Weinberg, 1991! that electrolaryngeal speech~specifically
using a Servox EL! contains a low-frequency deficit. For
example, in some cases, the energy in EL speech below 500
Hz can be as much as 35 dB less than that found in normal
speech. From the results of this research, it is obvious that
the neck does not contribute to the low-frequency deficit but
in fact helps~to some degree! to equalize the signal that is
ultimately delivered to the vocal tract by devices like the
Servox.

A. Comparison with other research

Norton and Bernstein~1993! computed the neck fre-
quency response function~FRF! and found an attenuation of
frequencies below 500 Hz and four sharp resonances be-
tween 600 and 3000 Hz. Norton and Bernstein followed an
experimental protocol that was similar to the one described
here, although they did not make closed-mouth measure-
ments in an attempt to remove the directly radiated noise,
and they did not estimate and remove the lip radiation char-
acteristic. Furthermore, their frequency response function is
the ratio of the spectrum of the estimated volume velocity to
spectrum of the input voltage of the shaker, thus making the
FRF dependent on the shaker response. However, Norton
and Bernstein used the same model B&K shaker that was
used in this study, and the shaker response~i.e., the primary
shaker transfer function! is relatively flat~a change of about
6 dB over a frequency range of 3000 Hz!. In addition, the lip
radiation characteristic is also slowly varying in frequency,
increasing at about 6 dB/octave to a first-order approxima-
tion. Multiplying these two functions produces an all-pass

filter over the frequency range in question. Thus, the inclu-
sion of these two functions in the FRF cannot explain why
the Norton and Bernstein FRF is quite different from the
NFRFs of normal males reported here.

The question arises as to why the FRF and NFRF are
drastically different, particularly with respect to the sharp
resonant peaks in the FRF that were missing from the NFRF.
The first three resonances found by Norton and Bernstein
have center frequencies of 650, 1100, and 2450 Hz, which
are also very close to the average formant frequencies of the
vowel /~/ spoken by a male~Peterson and Barney, 1952!.
Comparing the FRF resonances with the formants of their
experimental subject saying the vowel /~/ shows that they are
located at virtually the same frequencies. Norton and Bern-
stein used cepstral deconvolution instead of linear prediction
and inverse filtering to remove the vocal-tract transfer func-
tion from the pressure signal measured at the lips. However,
in cases of unvoiced speech~e.g., producing a vowel with a
shaker driven by noise!, it is not obvious what the cutoff
points of the frequency-invariant high-pass filter should be,
and thus Norton and Bernstein performed the same
frequency-invariant filtering as they did when the same sub-
ject voiced the same vowel. This technique presents two
problems. First, no corrections were made in the cepstral
deconvolution to prevent the removal of any spectral features
that are part of the FRF. Second, as House and Stevens
~1958! discovered, the bandwidths of the vocal-tract for-
mants are significantly narrower when the glottis is closed
than when the glottis is open. The speech signal used to
estimate the FRF was produced by having the subject hold
his breath by closing his glottis, yet the frequency-invariant
high-pass filtering location was determined using an open

FIG. 6. Plots of individual NFRFs
~solid line! and group mean NFRFs
~dotted line! for three male laryngec-
tomy patients. The figure demonstrates
that there can be a noticeable differ-
ence between the NFRFs of individual
subjects, despite those subjects being
members of the same subject group.
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glottis speech signal. Therefore, the slowly varying part of
the spectrum that is being removed has larger bandwidths
than the slowly varying part of the speech spectrum mea-
sured during shaker excitation. Thus, one likely possibility is
that the vocal-tract resonances were not properly decon-
volved using the Norton and Bernstein approach, leaving
sharp peaks in the remaining signal spectrum.

Fujimura and Linqvist~1971! used a similar experimen-
tal protocol to measure vocal-tract characteristics, but instead
of trying to remove the vocal-tract transfer function from
their measurements, they attempted to remove the neck
transfer function. They derived a ‘‘correction function’’ to
account for the transmission properties of the neck tissue
which is similar to the NFRF reported here, specifically in
that it contains a low-frequency maximum and a magnitude
spectrum that decreases with frequency.

The transmission characteristics of the neck found here
are similar to those reported for other body tissues. Wodicka
and Shannon~1990! measured the transfer function of the
subglottal human respiratory system using eight male sub-
jects. They found that this transfer function is also low pass,
with a peak near 100 Hz and a minimum at 600 Hz~which
was the limit of the frequency range they were able to mea-
sure!. Furthermore, the roll-off of the subglottal transfer
function was found to be21064 dB/octave and217
65 dB/octave~between 300–600 Hz! ~depending on the site
on the chest!, while the average roll-off of the NFRFs of the
laryngeal subjects was measured to be28.8
62.1 dB/octave~betweenf c and 3000 Hz!. Although these
slopes~for at least at one position on the chest wall! are
similar, the roll-off for the chest-wall transfer function con-
tinues up to higher frequencies than the NFRF~where the
slope becomes flatter!. It is not surprising to find a larger
degree of high-frequency attenuation in the subglottal trans-
fer function due to the greater thickness of the body wall,
which would attenuate higher frequencies to a greater degree
than would the neck tissue.

B. Limitations of this research

The experimental protocol that was employed in this
study was chosen mainly because of its noninvasive nature.
However, a weakness of this approach was the corruption of
the pressure signal measured by the microphone at the lips
by the sound pressure transmitted through the air from the
shaker. This is illustrated in the block diagram in Fig. 1. A
cylindrical enclosure for the shaker was used to help reduce
the intensity of the directly radiated shaker sound but it was
not effective at all frequencies. For certain frequencies, the
directly radiated sound was almost at the same level~at
times, only about 3 dB lower! as the sound output from the
subjects’ mouths. When the direct radiation is of similar
magnitude to, and is subtracted from, the open-mouth pres-
sure signal, the remaining signal to be analyzed will be
small, thus limiting the accuracy of the estimated NFRF.

To verify the effectiveness of the algorithm’s ability to
remove the direct noise~and to justify the assumptions about
the primary shaker and unknown air transfer functions!, an-
other experiment was performed which employed an addi-
tional physical method to isolate the direct noise from the

speech at the lips. A 1.5-in.-thick plywood door was built
such that it fit tightly into the doorframe of the acoustic
chamber. A 336 in. hole was cut into the door at mouth level
and a facemask surrounded by sound-insulating foam was
cemented into the opening. A subject using a neck-placed
sound source~e.g., shaker or EL! could then speak into the
acoustic chamber so that the speech from the lips is isolated
from the directly radiated sound from the shaker.

In this experiment, one of the normal male subjects was
asked to sustain ten different vowels configurations while the
shaker was activated. The speech at the lips was recorded by
a microphone located in the sound-insulated booth and the
signals were analyzed using methods comparable to those
already described~see Sec. II!. In this case, however, there
was no need to subtract an estimate of the direct noise. As
shown in Fig. 7, there is good agreement between the NFRF
calculated using the door and the NFRF calculated using the
original method, with the largest discrepancies occurring be-
tween 100 and 200 Hz. The mean difference between the two
NFRFs was 1.7 dB, with a maximum difference of 7.8 dB
occurring at 106 Hz. Despite the low-frequency difference,
these data confirm the validity of the original noise estima-
tion and removal algorithm, the assumptions made about the
independence of the primary shaker and the unknown air
transfer functions, as well as the validity of these NFRF es-
timates.

The approach used to estimate the vocal-tract transfer
function involves computing a modified LPC estimate on a
signal that is essentially a convolution of the impulse re-
sponses of the vocal tract and neck wall. Although the LPC
estimate is modified to only include the poles of the vocal-
tract transfer function, it is still possible that the estimate of
the vocal-tract transfer function was corrupted by the pres-
ence of the neck impulse response. Unfortunately, becausea
priori knowledge of the shape of the NFRF was unavailable,
it was impossible to remove it prior to estimating the vocal-
tract transfer function in a manner similar to the one used in
Alku ~1992!. However, to determine the amount of corrup-
tion introduced to the vocal-tract estimate by the presence of
the neck impulse response, the data collected from one male
laryngectomy subject were reanalyzed so that the signal used
in the LPC estimate was prefiltered with the inverse of the
NFRF approximation described earlier. It was found that the
formant frequency estimates only differed by 1.4%60.3%,
thus demonstrating that the vocal-tract estimation technique
used in this research was not greatly affected by the neck
impulse response.

The vocal-tract transfer function often contains zeros,
whose presence makes it difficult to estimate the phase of the
NFRF. By definition, the linear predictive filter is minimum
phase because it is an all-pole filter~Dreller et al., 1993!. For
non-nasal phonemes~e.g., vowels!, the vocal tract can be
assumed to be an all-pole filter and hence, minimum phase.
However, the presence of the back cavity~posterior to the
neck location of the sound source! adds a phase component
to the spectrum that cannot be accurately captured by the LP
filter, and therefore an accurate estimate of the phase of the
NFRF is impossible using the methods described here. While
there was an attempt to correct the LPC estimate, the correc-
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tions were based on producing a better fit to the magnitude of
the vocal-tract transfer function, regardless of the phase.
Therefore, it is not certain that these corrections improved
the phase estimate of the NFRF, and thus phase data are not
reported here. It is important to note that the human auditory
system is not very sensitive to phase, so as long as the mag-
nitude of the NFRF is available, one can potentially design
an EL driving signal that will produce speech with a more
normal spectral magnitude.

V. SUMMARY

As a first step in improving the quality of electrolaryn-
geal speech, measurements of the neck frequency response
function ~NFRF! were made on nine laryngectomized and
four normal subjects. It was found that, in general, the NFRF
has a constant maximum gain between 100 Hz and a corner
frequency within the range of 200 and 400 Hz, rolls off with
a slope of about29 dB/octave until 3000 Hz, where the
magnitude again becomes constant until 4000 Hz. Some sub-
jects’ NFRF did not flatten out at 3000 Hz but continued to
roll off at about 29 dB/octave. The mean NFRFs of each
subject group could be accurately approximated using a dis-
crete linear filter. There was enough intersubject variability
to suggest that it would be useful~at least for some laryn-
gectomees! to customize the EL driving signal to the indi-
vidual’s NFRF.
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The pitch-shift reflex is a sophisticated system that produces a ‘‘compensatory’’ response in voice F0

that is opposite in direction to a change in voice pitch feedback~pitch-shift stimulus!, thus
correcting for the discrepancy between the intended voice F0 and the feedback pitch. In order to
more fully exploit the pitch-shift reflex as a tool for studying the influence of sensory feedback
mechanisms underlying voice control, the optimal characteristics of the pitch-shift stimulus must be
understood. The present study was undertaken to assess the effects of altering the duration of the
interstimulus interval~ISI! and the number of trials comprising an average on measures of the
pitch-shift reflex. Pitch-shift stimuli were presented to vocalizing subjects with ISI of 5.0, 2.5, 1.0,
and 0.5 s to determine if an increase in ISI altered response properties. With each ISI, measures of
event-related averages of the first 10, 15, 20, or 30 pitch-shift reflex responses were compared to see
if increases in the number of responses comprising an event-related average altered response
properties. Measures of response latency, peak time, magnitude, and prevalence were obtained for
all ISI and average conditions. While quantitative measures were similar across ISI and averaging
conditions, we observed more instances of ‘‘non-responses’’ with averages of ten trials as well as at
an ISI of 0.5 s. These findings suggest an ISI of 1.0 s and an average consisting of at least 15 trials
produce optimal results. Future studies using these stimulus parameters may produce more reliable
data due to the fivefold decrease in subject participation time and a concomitant decrease in fatigue,
boredom, and inattention. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1592161#

PACS numbers: 43.70.Aj, 43.70.Jt@AL #

I. INTRODUCTION

Neural mechanisms controlling vocalization are poorly
understood. Recent years have seen increased study of
mechanisms of vocal control in primates and birds~Jürgens,
2002; Lutheet al., 2000; Sollset al., 2000; Sutherset al.,
2002!. While these studies have increased our understanding
of voice control, their invasive nature has precluded parallel
studies in humans. An alternative approach for studying vo-
cal control mechanisms in human subjects is to analyze real-
time physiologic responses to unanticipated perturbations in
sensory feedback during on-going motor tasks. Such pertur-
bations can mimic naturally occurring sensory events that
arise from execution of controlled motor tasks, and can re-
veal important properties of the underlying neural control
mechanisms. For example, in the study of mechanisms con-
trolling orofacial musculature during speech, systematic ap-
plication of mechanical loads to lips during speech demon-
strates that the nervous system uses sensory information
from the lips for predictive, feed-forward purposes~Abbs
and Gracco, 1984; Gracco, 1995; Saltzmanet al., 1998;
Shaiman and Gracco, 2002!.

The perturbation approach is also used to study the prop-

erties of the audio-vocal system. These investigations typi-
cally involve presenting pitch modulated auditory feedback
to a vocalizing subject~Burnett et al., 1998!. During sus-
tained vowel phonations and glissandos, the audio-vocal sys-
tem operates in a negative feedback mode that serves to sta-
bilize voice fundamental frequency (F0) around the intended
pitch ~Burnett et al., 1998; Burnett and Larson, 2002; Hain
et al., 2000; Larsonet al., 2000!. Thus, an automatic ‘‘com-
pensatory’’ change in voice F0 corrects for a discrepancy
between the intended voice F0 and the feedback pitch. Be-
cause of the automatic nature of the response and lack of
habituation, the audio-vocal response to the unexpected
change in pitch is termed the pitch-shift reflex~PSR! ~Bur-
nettet al., 1998!. The latency of the response to altered pitch
feedback is;100 to 150 ms~Hain et al., 2001; Larsonet al.,
2000!, which suggests that underlying neural mechanisms
are more complex than a simple multisynaptic reflex loop
contained in the medulla. Rather, the pathways may involve
higher levels of the brainstem, such as the midbrain periaq-
ueductal gray~PAG! and inferior colliculus~IC!, or even
cortical and cerebellar pathways. Recent research indicates
that the pitch-shift reflex may also be used in control of F0

related to suprasegmental aspects of speech~Donathet al.,
2002; Natke and Kalveram, 2001!. Exploring the character-
istics of the pitch-shift reflex may provide important infor-
mation about how the nervous system uses auditory feedback
in the regulation of voice F0 during speech and singing.

If the pitch-shift reflex is to be useful for the study of the

a!Material originally presented in ‘‘Improvements in methodology for the
pitch-shifting technique,’’ proceedings of The Acoustical Society of
America, Chicago, IL, June 2001.

b!Electronic mail: j-bauer2@northwestern.edu
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influence of auditory feedback on voice F0 control, many
parameters of the reflex must be understood. One parameter
that has not been addressed in previous studies is interstimu-
lus interval ~ISI!. Previous investigations of the pitch-shift
reflex randomly presented one pitch-shift stimulus during the
first few seconds of a sustained vowel repeated for 15–20
consecutive vocalizations. This paradigm corresponded to an
interstimulus interval~ISI! greater than 5 s~Burnett et al.,
1998; Hainet al., 2000; Larsonet al., 2000!, which likely
provided more than adequate recovery time between succes-
sive pitch perturbations. However, it remains unclear
whether the audio-vocal system can respond to multiple
pitch perturbations presented across the duration of a single
vocalization. Stimulation at high rates may result in an over-
lap of successive responses if response latency and duration
exceed the interval between consecutive stimuli. Such an
overlap can introduce error, and alter the magnitude~Nelson
and Lassman, 1968; Wikstro¨m et al., 1996! of the observed
response. Complex systems such as the pitch-shift reflex re-
quire time to process and transmit neural potentials from one
location to another. Thus, temporal processing constraints
limit the frequency at which the system can respond to re-
petitive stimulation without a reduction in response magni-
tude. We hypothesize that the audio-vocal system continu-
ously monitors auditory feedback pitch throughout the
duration of an utterance, and responds to repetitive pitch-
shift stimulation with successive compensatory pitch-shift
reflexes. We tested this hypothesis by comparing PSR re-
sponses elicited under several interstimulus intervals~ISI!.

Event-related averaging techniques have been widely
used to investigate small biological signals in a noisy envi-
ronment. In studies such as auditory evoked potentials, thou-
sands of averages are obtained with relative ease because
subjects do not need to attend to the stimuli or actively con-
trol muscular movements~Abbas and Brown, 1991; Dawson,
1954; Nakamuraet al., 1989; Nelson and Lassman, 1968!.
However, in studies of motor systems, subjects must main-
tain attention, and control muscles within rather strict limits
~Barlow and Bradford, 1996; Burnettet al., 1998; Sapir and
McClean, 1981!. These demands can be taxing on subjects,
but such limitations are partially offset by the fact that motor
responses are typically large and reliable. Thus, averaged
motor responses can be obtained from a noisy background
with far fewer stimulus presentations than those needed to
discern evoked brain responses. Studies of speech motor sys-
tems have utilized event-related averaging techniques to
study the role of sensory feedback on perioral, jaw, and la-
ryngeal muscles~Barlow and Bradford, 1996; Burnettet al.,
1998; Sapir and McClean, 1981; Smithet al., 1987!. How-
ever, in these studies, the number of trials comprising each
average varied from 15 to 80 trials. If an objective assess-
ment of the number of averages is not known, experimenters
may average insufficient trials to obtain an event-related av-
erage, or they may have used too many trials, which confers
no greater response reliability and yet may excessively tire
the subject. Nevertheless, it is important to understand inter-
actions between stimulus and subject-dependent variables in
the study of motor responses to sensory stimulation. There-
fore, a secondary objective of the present study was to deter-

mine the optimal number of trials required for reliable aver-
aged measurements of the pitch-shift reflex.

Determining the optimal stimulus parameters needed to
elicit a pitch-shift reflex has the potential to produce more
reliable data. A concern with our previous technique of pre-
senting a single stimulus for each 5-s vocalization is that a
lengthy period of vocalization was required in order to study
several manipulations of an independent variable. Such ex-
tended vocalization time could lead to fatigue, boredom, and
more variable data. In this study, we presented pitch-shift
stimuli to vocalizing subjects with interstimulus intervals of
5.0, 2.5, 1.0, and 0.5 s. These intervals correspond to stimu-
lation rates of 0.2, 0.5, 1.0, and 2.0 pitch-shifts per second.
We then compared dependent measures across event-related
averages consisting of the first 10, 15, 20, and 30 trials ob-
tained at each ISI.

II. METHODS

Thirty-one normal-hearing young adult subjects~8
males and 23 females! with no history of speech-language
disorders or neurological deficits were tested under the ex-
perimental conditions described below. In each condition,
subjects repeatedly produced /u/ vowel sounds for;5 s into
an AKG boom-set microphone~model HSC 200! at a con-
versational voice F0 at 70 dB SPL at a microphone-to-mouth
distance of 5 cm, while seated comfortably in a sound attenu-
ated booth. The microphone~voice! signal was amplified
with a Mackie Mixer~model 1202!, then processed for pitch-
shifting with an Eventide Ultraharmonizer~SE 3000!, mixed
~Mackie Mixer model 1202-VLZ! with pink masking noise
~Goldline Audio Noise Source, model PN2, spectral frequen-
cies 1 to 5000 Hz!, and presented to the subject over AKG
headphones~model HSC 200! after amplification by a
Crown amplifier~D75-A!. Voice signals were amplified to 80
dB SPL and pink noise was amplified to 60 dB SPL to par-
tially mask the detection of bone-conducted signals. The Ul-
traharmonizer was controlled by MIDI software to repeat-
edly insert pitch-shift stimuli of 0.1-s duration and 100 cents
~100 cents51 semitone! greater than speaking F0 into the
subject’s vocal auditory feedback during each vocalization.
These stimulus parameters were chosen because they have
been shown to elicit reliable reflexes~Burnett et al., 1998!.
Moreover, stimuli of 0.1-s duration do not elicit secondary,
voluntary responses~Burnettet al., 1998!. Stimuli were pre-
sented at an average ISI of approximately 2.5, 1.0, and 0.5 s.
Each ISI varied somewhat~;100 ms! to reduce the ability of
subjects to predict the exact time of stimulus onset. Thirty
stimuli were presented under each ISI condition. Thus, the
number of vocalizations needed under each ISI condition
differed. We collected 15 vocalizations for the 2.5-s ISI con-
dition, 6 vocalizations for the 1.0-s ISI condition, and 3 vo-
calizations for the 0.5-s ISI condition. The order of presen-
tation of the experimental conditions was randomized across
subjects.

We tested ten of the original subjects~three males and
seven females! under one additional ISI condition. Under
this additional condition, pitch-shift stimuli were presented
approximately every 5.0 s resulting in only one stimulus per
vocalization across a total of 30 vocalizations. This ISI con-
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dition was includedposthocso that we could directly com-
pare PSR responses elicited using repetitive pitch-shifts per
vocalization with those elicited by a single pitch-shift stimu-
lus per vocalization, as in previous studies~Burnett et al.,
1998; Hainet al., 2001, 2000; Larsonet al., 2000!.

Each voice signal, feedback signal, and TTL pulse indi-
cating the timing of the MIDI signal to the Ultraharmonizer
and resultant pitch-shift was digitized on-line at 10 kHz~5
kHz anti-aliasing filter! onto a laboratory computer. In off-
line analysis in preparation for frequency extraction, the
voice signal was low-pass filtered at 200 Hz for females and
100 Hz for males, differentiated, and then smoothed with a
five-point binomial, sliding window~Larson et al., 2000!.
Low-pass filtering of the voice signal removed most of the
energy present at harmonic frequencies, allowing error-free
triggering of the F0 in subsequent stages of signal process-
ing. A software algorithm then detected positive-going
threshold-voltage crossings, interpolated the time fraction
between each pair of sample points that constituted a cross-
ing, and calculated the reciprocal of the period defined by the
center points to signify the voice F0 . The resulting F0 signal
was then low-pass filtered at 10 Hz to remove sharp discon-
tinuities associated with each glottal cycle. For each rate con-
dition, the F0 signal was time aligned to stimulus onset~TTL
pulse! and averaged. Event-related averages were calculated
using a 0.2-s pretrigger baseline and 0.5-s posttrigger win-
dow. For each subject, separate averages were made for
voice F0 responses for the first 10, 15, 20, and 30 stimuli
presented under each ISI condition.

A software algorithm was used to extract poststimulus
responses that exceeded two SDs of the prestimulus baseline
mean of the event-related average. The algorithm measured
reflex latency~s!, duration~s!, magnitude~cents!, and peak
time ~s!. Response latency was the time of F0 departure from
the baseline mean by more than 2 SDs, while reflex duration
reflected the total time a response remained above 2 SDs.
Reflex magnitude~cents! was the maximum F0 fluctuation
from the mean prestimulus baseline F0 beyond 2 SDs, and
response peak time~s! reflected the poststimulus time corre-
sponding to response magnitude. A minimum duration of at
least 50 ms, a minimum peak time of 120 ms, a minimum
magnitude of 5 cents, and a maximum latency no greater
than 400 ms were required for a response to be considered
valid. Previous experiments utilized similar duration criteria
~Burnettet al., 1998; Burnett and Larson, 2002; Hainet al.,
2000; Larsonet al., 2001, 2000! to reduce invalid responses.
Peak time, magnitude, and latency criteria were used to
eliminate extreme data outliers. If no valid responses were
observed for a given event-related average, then dependent
measures were assigned a value of 0 and classified as a
‘‘non-response.’’ If more than one valid response occurred
per event-related average, the response with the shortest la-
tency was recorded.

While ‘‘non-responses’’ would be discarded from statis-
tical analyses in most studies, we included them in our analy-
ses so as to obtain a more accurate measure of overall vari-
ability. Given the relatively small number of these ‘‘non-
responses,’’ their inclusion in our analysis was not expected
to alter averaged data. Nevertheless we felt it was important

to maintain the spirit of the data distribution given that the
study was designed to test methodological adjustments. Sub-
sequently, each ‘‘non-response’’ was transformed to the cell
mean to avoid problems due to missing data in the statistical
analyses of the dependent measures.

Logarithmic transformations were performed on the ad-
justed dependent measures to meet assumptions for paramet-
ric statistical comparison in repeated measures~within-
subject! designs ~i.e., equal samples per cell, minimal
outliers, normal distribution, homogeneity of variance, com-
pound symmetry, and sphericity!. Transformed latency, peak
time, and magnitude measurements were tested using
repeated-measures ANOVAs~RM ANOVA ! with a Bon-
feroni corrected alpha set atp50.01. PosthocSheffé tests
were used for follow-up analyses when needed. Response
prevalence was tested with a nonparametric Cochran’s Q test
across experimental conditions.

III. RESULTS

Figure 1 illustrates data for a representative subject
across three of the four ISI conditions~2.5, 1.0, and 0.5 s!.
The four vertically stacked traces associated with each ex-
perimental condition represent the average responses ob-
tained from 10, 15, 20, and 30 trials. Thin black lines repre-
sent average response and thick gray bars represent SE of the
mean of all trials comprising the average. The vertical gray
box represents the onset and duration of the pitch-shift
stimuli. The overall morphology of responses is consistent
across conditions and number of averaged trials. While the
largest responses for this subject were observed for the 1.0-s
ISI condition, we did not observe this trend across all sub-
jects. On average the overall median reflex latency, peak
time, and magnitude calculated across all subjects and col-
lapsed across all conditions were 0.135 s, 0.219 s, and 14.34
cents, respectively.

The following RM ANOVA analyses were used to assess
the response properties of the PSR across ISI conditions~2.5,
1.0, and 0.5! and averaging conditions~10, 15, 20, and 30!.
Results of the analysis of response latency did not reveal any

FIG. 1. Event-related averages of voice F0 for a representative subject tested
with ISI of 2.5, 1.0, and 0.5 s. Under each rate, averages of 10, 15, 20, and
30 responses were calculated~vertically stacked traces!. Black lines repre-
sent the overall average response. Gray bars represent standard error of the
mean for all responses comprising an average on a point-by-point basis.
Shaded boxes represent pitch-shift stimulus onset and duration~0.1 s! be-
ginning at time 0 s. Vertical line scales520 cents.
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statistically significant effects as a function of the ISI condi-
tion @F(2,60)52.45, p.0.05] or the number of averaged
responses@F(3,90)52.72, p.0.05]. Likewise, peak-time
analysis also did not indicate any statistically significant ef-
fects across ISI conditions@F(2,60)54.88, p.0.01] or
number of averages@F(3,90)50.85,p.0.05]. Thus, tempo-
ral measures of latency and peak time were not affected by
ISI rates as fast as 0.5 s or averages consisting of ten trials
@Figs. 2~a! and ~b!#. However, analysis of response magni-
tude revealed a significant main effect across the number of
average responses@F(3,90)511.30, p,0.0001], but not
across ISI conditions@F(2,60)53.9, p.0.01]. Posthoc
Sheffétesting revealed larger magnitude responses for aver-
ages of 10 stimuli compared to averages of 15, 20, or 30
stimuli. Thus, larger magnitude responses were the result of

averaging too few trials@Fig. 2~c!#. Interaction effects were
not statistically significant.

In order to assess the effects of presentation of multiple
pitch-shift stimuli compared to single stimulus presentation,
data were also compared across the group of ten subjects
exposed to four ISI conditions~5.0, 2.5, 1.0, and 0.5!. Figure
3 displays data from a representative subject. Overall, there
were no observable differences in reflex latency as a function
of ISI @F(3,27)50.60, p.0.01] or averaging condition
@F(3,27)50.62, p.0.05] as tested with a RM ANOVA (N
510). Likewise, no main effects or interactions were ob-
served for measures of peak time across ISI@F(3,27)
50.54, p.0.05] or averaging conditions@F(3,27)50.73,
p.0.05]. In comparison, an increase in response magnitude
occurred with an apparent decrease in the number of aver-
ages@F(3,27)514.14,p,0.0001], but there were no statis-
tically significant differences in magnitude as a function of
ISI condition @F(3,27)50.31, p.0.05]. Posthoc Sheffé
analyses revealed that averages of 10 trials were greater in
magnitude than averages of 15, 20, or 30 trials. Thus, PSR
magnitude appears to be inversely related to the number of
trials comprising the average. However, increasing the rate
of stimulation from one per vocalization up to ten per vocal-
ization~ISI 0.5 s! did not impact the pitch-shift reflex param-
eters.

Across all subjects there were 412 possible averaged
responses@~21 subjects33 ISI34 averages!1~10 subjects34
ISI34 averages!#. Overall, 341 responses~83%! decreased in
F0 ~opposing responses!, 17 responses~4%! increased in F0
~‘‘following’’ responses!, and 54 ~13%! were considered
‘‘non-responses.’’ The percentage of ‘‘following’’ responses
and ‘‘non-responses’’ appeared to increase as a result of the

TABLE I. Percentage~%! of ‘‘following’’ ~FOLL!, opposing~OPP!, and
‘‘non-responses’’~NR! across ISI condition.

ISI condition 5.0 2.5 1.0 0.5 Total

FOLL 2 2 3 8 4
OPP 90 88 86 73 83
NR 8 10 11 19 13

FIG. 2. ~a! Median box-plots of response latency~s! by ISI and number of
averages (N531). ~b! Median box-plots of responses peak time~s!. ~c!
Median box-plots of response magnitude~cents!. Box-plot definitions: The
horizontal line through a box is the median. The shaded region surrounding
the median is the 95% confidence interval. The upper and lower limits of the
box represent the 75th and 25th percentiles, respectively. Whiskers extend to
upper and lower limits of the main body of data. Points depicted by a circle
are considered to be extreme data values, while very extreme values are
plotted as asterisks.

FIG. 3. Event-related averages of voice F0 for a representative subject tested
with ISI of 5.0, 2.5, 1.0, and 0.5 s. Under each rate, averages of 10, 15, 20,
and 30 responses were calculated~vertically stacked traces!. Black lines
represent the overall average response. Gray bars represent standard error of
the mean for all responses comprising an average on a point-by-point basis.
Shaded boxes represent pitch-shift stimulus onset and duration~0.1 s! be-
ginning at time 0 s. Vertical line scales520 cents.
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decrease in interstimulus interval~Table I! with the highest
incidence observed in the 0.5-s ISI condition. Similarly, an
increase in the percentage of ‘‘non-responses’’ was observed
as a result of a decrease in the number of averages~Table II!
with the highest incidence observed for averages consisting
of only 10 trials. Table III displays response prevalence as a
percentage of the total responses across number of averages
and ISI conditions. In general, fewer responses were ob-
served for the 0.5-s ISI condition regardless of the number of
responses comprising the average. Similarly, averaging of 10
responses produced a lower percentage of responses than av-
erages of 15, 20, or 30 trials across each of the ISI condi-
tions. However, nonparametric statistical analysis of these
response prevalence trends did not reach statistical signifi-
cance ~Cochran’s Q511.22, p.0.05) given the relatively
small subject size.

IV. DISCUSSION

The primary objective of this study was to determine if
the pitch-shift reflex could be elicited repetitively at rela-
tively short ISIs during the course of a single vocalization.
The secondary objective was to determine the number of
trials needed to yield reliable averaged responses. A by-
product of both objectives was to determine if studies of the
pitch-shift reflex could be conducted such that the time re-
quired for testing each subject could be reduced and thereby
minimize potential fatiguing factors. It was reasoned that re-
duction of vocal fatigue would produce less variability in
voice F0 and hence more reliable data.

Determination of the optimal ISI for the study of event-
related potentials is important for two reasons. The first is
that studying the effects of ISI on response measures can
provide indirect evidence of response processing duration.
The second is that knowing the optimal ISI allows experi-

ments to be conducted more rapidly than if an ISI is too long.
Interstimulus intervals that are longer than the response pro-
cessing time do not affect response measures, but increase
the amount of experimentation time. Interstimulus intervals
that are too short in duration may cause a reduction in re-
sponse magnitude~Nelson and Lassman, 1968; Wikstro¨m
et al., 1996! regardless of the faster experimentation time. In
the present study, reduction of the ISI from 5.0 to 0.5 s had
no statistically significant effect on latency, peak time, or
magnitude of the response, and thus we believe that the cen-
tral processing mechanisms of this reflex are less than 0.5 s
in duration. However, we could not assess the nature of the
pitch-shift reflex with an ISI of less than 0.5 s because of
limitations inherent in our averaging technique. Specifically,
a prestimulus baseline period of 0.2 s is needed to obtain a
stable baseline F0 ~approximately 20–50 vocal cycles!. Fur-
ther, a 0.5-s poststimulus window is needed to verify that the
pitch-shift response returns to the baseline F0 level. Never-
theless, our findings indicate the audio-vocal system ad-
equately compensates for pitch fluctuations every 0.5 s dur-
ing a sustained vocalization, which corresponds to corrective
control at a rate of at least 2 Hz.

Even though the response measures were not affected by
the reduction in the ISI, the shortest ISI~0.5 s! did elicit a
greater percentage of ‘‘non-responses’’ and ‘‘following’’ re-
sponses~Tables I and II!. We speculate that the decrease in
response prevalence may have been caused by an overlap
between the refractory period of one response and the pre-
stimulus baseline of the next response. To illustrate this point
for one set of data from a representative subject~Fig. 4!, the
poststimulus averaging window was extended to 1.0 s to en-
compass two sequential responses. Here it can be seen that
the termination of the first reflex occurred at the same time as
the prestimulus baseline period of the next reflex. The de-
creased magnitude of the second response suggests there was
not a sufficient recovery period between successive stimuli
presented with an ISI of 0.5 s. Thus, the overlap between the
refractory period following one response and the prestimulus
baseline of the next response may have lead to an increase in
overall variability and a subsequent decrease in response
prevalence in the average waveform. These data suggest that
the ISI should be longer than 0.5 s so as to minimize poten-
tial response degradation.

The other goal of the present study was to determine the

TABLE II. Percentage~%! of ‘‘following’’ ~FOLL!, opposing~OPP!, and
‘‘non-responses’’~NR! across number of averages.

No. of
averages 10 15 20 30 Total

FOLL 3 3 6 5 4
OPP 80 84 82 84 83
NR 17 13 12 11 13

TABLE III. Response prevalence displayed as a percentage~%! of valid responses per cell~total number of
opposing plus following responses divided by the total number of possible responses! across number of aver-
ages and ISI conditions. Weighted row and column means are based on raw data.

ISI

No. of averages

Weighted
row mean

10
% Response

15
% Response

20
% Response

30
% Response

1.0 90 90 100 90 93
2.5 81 94 90 94 90
1.0 84 87 90 94 89
0.5 81 81 81 81 81

Weighted
column
mean

84 87 88 89
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optimal number of trials needed to yield reliable and consis-
tent averaged responses. Statistical analysis showed no dif-
ference in response latency or peak time regardless of the
number of trials included in the averaged response. However,
we observed larger magnitude responses and greater in-
stances of ‘‘non-responses’’ when only 10 responses were
averaged compared to 15, 20, or 30. It is difficult to explain
why responses should have been larger with an average of
only ten trials. However, one possibility is that with rela-
tively few responses comprising the average waveform, there
was larger variability in the background noise level that
added to the average response waveform yielding a larger
response magnitude@Fig. 2~c!#. With a greater number of
averages, a greater amount of noise cancellation occurs, and
the measured response magnitude may be a more accurate
estimate of the actual response as it regresses to the mean.
Pursuing this logic, the greater incidence of ‘‘non-responses’’
with ten averages is most likely due to the fact that the
‘‘noise’’ in the background signal was not adequately aver-
aged out. In other words, the response was no larger than the
noise~variability! in the averaged signal. For these reasons,
we conclude that at least 15 responses should be averaged
per condition. Although our results did not show increased
improvement with averages of 20 or 30 responses, it may be
suggested that in some cases of extreme noise a greater num-
ber of averages would be warranted to reduce variability.

Previous studies in our lab using the pitch-shift para-
digm have presented stimuli at an ISI of 5.0 s~Burnettet al.,
1998; Hain et al., 2001; Kiran and Larson, 2001; Larson
et al., 2000! or once per vocalization. Subjects were in-
structed to vocalize at least 15–20 times per experimental
condition to obtain an averaged response comprised of
15–20 trials. The response measures~latency, peak time, and
magnitude! from the present study are very similar to those
previously obtained. Therefore, it is suggested that similar
data could have been obtained using only three vocalizations
~five stimuli per vocalization!. Although the median response
magnitude~;14 cents! measured in the present study was
less than values reported in the above studies, response mag-

nitude is in part dependent on stimulus duration. The dura-
tion in this study~0.1 s! was substantially less than in most
of the above studies, and thus leads to smaller magnitude
responses than those previously reported. It must be empha-
sized, however, that if longer stimulus durations are used, the
ISI would have to be increased to accommodate a longer
response duration, and this could in turn reduce the number
of stimuli per each vocalization, with a further increase in the
number of vocalizations required per condition. Although
short stimulus durations with short ISIs and repetitive trials
per vocalization are appropriate for investigating reflexive
properties of the audio-vocal system~Burnett et al., 1998;
Kiran and Larson, 2001; Larsonet al., 2000!, longer dura-
tions with a single stimulus per vocalization are still prefer-
able for other studies interested in more voluntary mecha-
nisms of audio-vocal control~Hain et al., 2001, 2000!, or
possibly studies of speech and prosody~Donathet al., 2002;
Natke and Kalveram, 2001!.

V. CONCLUSION

Measuring physiologic responses to unanticipated per-
turbations in sensory feedback provides important informa-
tion about neural control mechanisms for a particular motor
task. Inferences regarding the neural mechanisms of motor
planning, initiation, and corrective control can be made
based on the timing, magnitude, and form of responses to
perturbed sensory feedback in various tasks. Using this tech-
nique for the study of voice, it has been shown that auditory
feedback is used to help stabilize voice F0 around an in-
tended level. In order to more fully appreciate the role of
auditory feedback on voice control, a detailed understanding
of interactions between stimulus variables and vocal re-
sponses is necessary. The present study has shown that the
audio-vocal system can respond to repetitive pitch perturba-
tions during a sustained vocalization. Furthermore, present-
ing pitch-shift stimuli with an ISI of at least 1.0 s and aver-
aging at least 15 trials yields measures of response latency,
peak time, magnitude, and prevalence comparable to those
obtained at longer ISI and with greater number of averaged
stimuli. Shorter ISIs and lower number of averages elicit
more ‘‘non-responses’’ due to potential increased variability
and overlap of successive averaging windows. Thus a five-
fold reduction in subject participation time compared to pre-
vious studies in our lab may be obtained by reducing the ISI
from 5.0 to 1.0 s. This reduction has the benefit of decreasing
the total number of vocalizations, and thus reduces con-
founding effects from subject fatigue, boredom, lapse of at-
tention, and voice F0 variability across vocalizations.
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FIG. 4. Event-related average for a representative subject displaying an
overlap of successive pitch-shift reflex responses due to the short ISI at 0.5
s. Black lines represent the overall average voice F0 and arrows denote
response onset. Duration of the post-stimulus averaging window was ex-
tended to 1.0 s. Shaded boxes represent pitch-shift stimulus onset and dura-
tion ~0.1 s! beginning at time 0.0 and 0.6 s.
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The effect of diminished auditory feedback on monophthong and diphthong production was
examined in postlingually deafened Australian-English speaking adults. The participants were 4
female and 3 male speakers with severe to profound hearing loss, who were compared to 11 age-
and accent-matched normally hearing speakers. The test materials were 5 repetitions of hVd words
containing 18 vowels. Acoustic measures that were studied includedF1, F2, discrete cosine
transform coefficients~DCTs!, and vowel duration information. The durational analyses revealed
increased total vowel durations with a maintenance of the tense/lax vowel distinctions in the
deafened speakers. The deafened speakers preserved a differentiated vowel space, although there
were some gender-specific differences seen. For example, there was a retraction ofF2 in the front
vowels for the female speakers that did not occur in the males. However, all deafened speakers
showed a close correspondence between the monophthong and diphthong formant movements that
did occur. Gaussian classification highlighted vowel confusions resulting from changes in the
deafened vowel space. The results support the view that postlingually deafened speakers maintain
reasonably good speech intelligibility, in part by employing production strategies designed to bolster
auditory feedback. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1593059#

PACS numbers: 43.70.Dn@AL #

I. INTRODUCTION

This study was designed to investigate the effects of
severe to profound postlingual deafness on monophthong
and diphthong vowel production. Postlingual deafness is a
hearing deficit that has occurred after language has been
firmly established, usually after age 5, and can also be re-
ferred to as adventitious or acquired deafness. Speakers who
have postlingual deafness can be called deafened. When the
hearing deficit has occurred early enough to have a major
effect on language acquisition, the speakers are termed~con-
genitally! deaf. Numerous studies have investigated vowel
production in deaf speakers~e.g., Bakkumet al., 1993; Ert-
mer et al., 1997; Fourakiset al., 1993; McCaffrey and Sus-
sman, 1994; Monsen, 1976!. The majority of these research-
ers have studied vowels in children and adolescents and
report reduced vowels spaces, overlap between vowel cat-
egories, a reduction inF1 –F2 range, tense–lax substitution,
diphthongization, and neutralization. However, there is a vast
difference between investigating how vowel production has
developed in the absence of hearing, and establishing what
happens to production when hearing is lost or distorted over
a prolonged period of time.

The investigation of vowel production in severe to pro-
found deafness can assist in an understanding of the long-
term role of auditory feedback in speech production.
Monophthongs and diphthongs represent a valuable field of
investigation as they rely less on tactile feedback than on

motor-kinesthetic feedback that may be more vulnerable to
the effects of long-term hearing deprivation. Waldstein
~1990! noted that vowel production was affected by acquired
deafness, stating that ‘‘postlingual deafness affects the pro-
duction of all classes of speech sounds, suggesting that au-
ditory feedback is implicated in regulating the phonetic pre-
cision of consonants,@and# vowels’’ ~p. 2099!. Although
researchers are in agreement about the importance of audi-
tory feedback in the acquisition of speech production skills
~Tobey, 1993!, there has been considerable debate in the lit-
erature regarding its role in speech maintenance. Clarifica-
tion of the role of auditory feedback in speech maintenance
is important for the construction of a comprehensive theory
of the speech production system~Perkellet al., 1992!.

Studies examining the role of auditory feedback can be
divided into several categories. The first investigates the ef-
fect of altering feedback in normally hearing adults, thus
providing evidence regarding the short-term effects of feed-
back deprivation. For example, effects such as increased in-
tensity, segment duration, and spectral changes have been
shown to occur when speaking in increased background
noise ~Lane and Tranel, 1971; van Summerset al., 1988!.
Compensatory production mechanisms have been shown to
result from alterations in the auditory feedback frequencies
~Natke and Kalverum, 2001; Houde and Jordan, 1998, 2002!.
Similar studies have been carried out in deaf and deafened
speakers by observing the changes in speech production that
occur as a consequence of removal of auditory aids for short
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periods, or that occur pre- and postimplantation of cochlear
implants ~e.g., Economouet al., 1992; Laneet al., 2001;
Kishon-Rabinet al., 1999; Perkellet al., 1992!. By illustrat-
ing the long-term effects of feedback deprivation after skilled
speech has been acquired, studies of the differential deterio-
ration in the speech production skills of adults with profound
acquired deafness~deafened speakers! ‘‘can illuminate the
underlying control mechanism of speech’’~Lane and Web-
ster, 1991; p. 860!. In addition, research into the effects of
acquired profound deafness in early childhood and adoles-
cence provides additional information about the develop-
mental role of auditory feedback.

The results of investigations into the role of auditory
feedback have led to a number of theories regarding the na-
ture of the speech production system. Older theories advo-
cated that speech production is a closed-loop system, relying
on auditory feedback for continuous monitoring of output to
prevent production errors~Fairbanks, 1954; Siegel and Pick,
1974!. However, Perkellet al. ~2000! argue that ‘‘it is un-
likely that auditory feedback is used for closed-loop error
correction in the intra-segmental control of individual articu-
latory movements, because the feedback delay is too large’’
~p. 238!. Rather, speech motor control is predominantly an
open-loop system, where auditory feedback, in conjunction
with proprioceptive and visual feedback, enables the learning
of a robust internal model that is hypothesized to be a neural
representation of spatial, kinematic, tactile and/or proprio-
ceptive features of movements used to predict a desired
acoustic consequence. Once speech has been acquired there
is less need for peripheral feedback, and the role of auditory
feedback is more in tuning the settings of this robust internal
model~Perkellet al., 1992!. However, recent studies of fun-
damental frequency perturbation have shown that auditory
feedback can be used in a closed-loop fashion in conjunction
with internal representations~Donath et al., 2002; Larson
et al., 2000! leading to suggestions that the mechanisms in-
volved in suprasegmental control may be more labile than
those involved in segmental control~Laneet al., 1997; Per-
kell et al., 2000; Svirskyet al., 1992!.

The evidence for a robust mapping of vocal gestures to
their acoustic consequences can be seen in maintenance of
reasonably good intelligibility in the speech of people who
have been deafened for a number of years~Lane and Web-
ster, 1991!. While discernible changes in suprasegmental fea-
tures of deafened speech have been reported~Cowie and
Douglas-Cowie, 1992; Leder and Spitzer, 1993!, the segmen-
tal features appear to be less affected by the reduction of
auditory feedback. However, alterations in vowel production
with a reduction in auditory feedback have been shown to
occur in acoustic studies of deafened speakers. The results
show a pattern of distortion from normal production that
varies between and within studies, often as a consequence of
differences in auditory capability between speakers. Several
studies have shown some reduction of vowel space either
along theF1 and/orF2 dimensions~Economouet al., 1992;
Smythet al., 1991; Waldstein, 1990!, although this effect is
not always present~Tartter et al., 1989; Laneet al., 2001!.
For example, while Svirsky and Tobey~1991! reported no
significant changes for the American English point vowels /i,

a, u/, Langereiset al. ~1999! found small changes to these
vowels, and Barker~1995! and Cowie and Douglas-Cowie
~1992! reported the centralization of /i/. Richardsonet al.
~1993! found that two of the five Australian English~AE!
speakers they studied showed reduction in /(/ and /}/, while
F1 change varied according to speaker. Langereiset al.
~1999! and Waters~1986! reported that monophthongs were
replaced with diphthongs, while Plant and Hammarberg
~1983! found that diphthongs were reduced to monoph-
thongs. Both Waldstein~1990! and Economouet al. ~1992!
noted that their deafened speakers maintained tense lax
vowel distinctions, as did two of the three speakers in the
study by Svirsky and Tobey~1991!. Waldstein~1990! also
showed that her deafened speakers showed increased within-
speaker variability, particularly in the increased standard de-
viations forF2 of vowel means.

Vowel production has a complex dependency on audi-
tion: speakers need to use auditory feedback to achieve
vowel contrasts that are perceptible by a listener. Little tac-
tile feedback is available in vowel production, as, with the
exception of high vowels~Fitzpatrick and Ni Chasaide,
2002!, the tongue does not generally make direct contact
with other articulators. However, other proprioceptive infor-
mation is available: for example, cutaneous receptors in the
vocal tract, sensors transmitting information about joint lo-
cation and sensors in the muscles providing information on
force and movement of articulators~Gracco, 1995!. McCaf-
frey and Sussman~1994! felt that the important question was
whether severely and profoundly deaf speakers can produce
vowels with significant discriminability and with critical dis-
tances between formants for contrasting vowel height and
place. Deafened speakers have diminished audibility despite
the assistance of clarification~via hearing aids or cochlear
implants!. For speakers with significant losses, the funda-
mental frequency (F0) and vowelF1 are most likely to be
audible as they are lower in frequency~less than 2 kHz! than
F2 and F3. ‘‘Thus, the resulting vowel inventory may
achieve contrast in auditory space along fewer formant di-
mensions than those employed by speakers with normal
hearing~McCaffrey and Sussman, 1994; p. 939!.

The aim of this study is to look at vowel production in
deafened speakers. In contrast to the majority of research on
deafened speech that generally focuses on monophthongs,
we shall be extending our acoustic studies to look in depth at
diphthong production, on the premise that the moving for-
mant tracks of diphthongs may be harder to produce in deaf-
ened speakers due to the absence of much tactile feedback.
In addition, we shall look at male and female speakers sepa-
rately given the influence of gender on formant frequency
ranges coupled with the relatively restricted range of audible
sounds in deafened speakers. The acoustic measures to be
examined are vowel duration, target timing, formant posi-
tion, and formant trajectories. In the discussion of our results
we shall interpret our findings in the light of the various
auditory feedback issues that have been raised in other
research.

1056 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Palethorpe et al.: Vowel production in acquired hearing loss



II. METHOD

All participants were native Australian English speakers,
who used speech as their main means of communication.
Seven deafened adults~four females and three males! and 11
normally hearing~NH! adults ~six females and five males!
took part in the study. All of the seven deafened~DF! speak-
ers were deafened postlingually. Duration of deafness ranged
from 6 to 48 years. All of the deafened speakers were clas-
sified as severely to profoundly deaf~three-frequency pure-
tone average minimum of 80 dB HL in better ear!. Table I
provides more detailed information on the deafened speak-
ers. All deafened speakers used hearing aids during the task,
except one male speaker who was awaiting a cochlear im-
plant; however, this speaker’s vowel space was not signifi-
cantly different from that of the other male speakers. All NH
speakers were aged from 32 to 68 years and satisfied our
criteria for normal hearing~passing an unaided three-
frequency pure-tone average of 25 dB HL or less bilaterally!.

It was important to select NH speakers who matched the
age range and accent characteristics of the deafened speaker.
Australian English has traditionally been described as having
three accent types~‘‘broad,’’ ‘‘general,’’ and ‘‘cultivated’’!
based on the pronunciation of certain vowels~Bernard,
1970a; Harringtonet al., 1997!. Although it is convenient to
refer to these three varieties as separate entities, there is con-
siderable phonetic overlap between them, and they are per-
haps better described as socio-phonetic variation along a
broadness continuum. In addition, accent changes over the
last 30 years in Australian English have been documented
~Cox, 1999!, particularly in the monophthongs /,/, /u/, /"/,
and /// and the second targets of /Ç*/ and /~*/, and also seen
in the monopthongisation of the diphthongs /(./ and /|./.
Two trained phoneticians listened to the data from all speak-
ers to determine accent type in order to appropriately match

speakers between the deafened and normally hearing groups.
In addition, to ensure that the vowel space of the nor-

mally hearing speakers was representative of a larger popu-
lation of Australian speakers, all the monophthong tokens
were checked acoustically against appropriate tokens from
the Australian National Database of Spoken English~AN-
DOSL! ~Millar et al., 1994!. This database contains both ci-
tation form and sentence material from over 250 speakers of
ages ranging from 18 to 451, representing the Australian
accent continuum from broad to cultivated. The tokens of the
normally hearing speakers were found to fall within the
95%-confidence intervals of the means of the citation form
vowel tokens from the ANDOSL database.

The speech material consisted of five repetitions of 18
monophthongs and diphthongs presented in a citation-form
/hVd/ context~Table II!. The IPA representation of the Aus-
tralian English vowels is phonemic~Mitchell and Delbridge,
1965!. The stimulus words were presented in a different ran-
domized order for each of the five repetitions. All speakers
were recorded in the Macquarie University Speech Pathol-
ogy Clinic. The acoustic profile of these rooms conforms to
the Australian Hearing Services~AHS! requirements for

TABLE I. Deafened speaker characteristics.

Speaker
number Sex Age Accent type

Type of
hearing loss

Severity~3-
frequency

average loss in
better ear -dB!

Duration of
deafness
~years!

Hearing aid use
at time of
recording

1 M 71 General Acquired—
gradual loss

83 40 Bilateral

2 M 72 General Acquired—
gradual loss

80 32 Left ear

3 M 60 Broad Acquired—
gradual then
viral
infection

1051 18 None—awaiting
cochlear implant

4 F 52 Upper
General

Sudden onset
~viral! then
gradual
deterioration

103 26 Bilateral

5 F 65 General Acquired—
gradual loss

85 28 Bilateral

6 F 61 General Sudden onset
~viral and
drug
reaction!

83 48 Bilateral

7 F 50 General Acquired—
gradual then
sudden

90 4 Bilateral

TABLE II. Target words and IPA symbols.

Word IPA Word IPA

HEED /i/ WHO’D /u/
HID /(/ HERD ///
HEAD /e/ HAYED /~(/
HAD /,/ HIDE /|(/
HARD /a/ HOID /Å(/
HUD /#/ HOED /Ç*/
HOD /"/ HOWED /~*/
HOARD /Å/ HEARED /(./
HOOD /*/ HARED /|./
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sound sensitive spaces. The recordings were made onto digi-
tal audio tape~DAT! using a Sennheiser ME80 condenser
microphone placed at approximately 45 cm from the speak-
er’s face. The majority of the speakers also wore a Nasom-
eter mask during the recording, as data were also being col-
lected for another experiment; however, speech samples used
from four of the male normally hearing speakers were re-
corded without a Nasometer mask. In order to test whether
the mask compromised articulatory movement, in particular
jaw movement, a comparison was made between the vowel
formant data from two NH speakers~one male and one fe-
male! recorded both with and without the Nasometer mask.
Statistical analysis showed no significant difference in the
first two formant values at the targets of all relevant vowels.

The speech data were digitized at 20 kHz with a 16-bit
resolution, and the first two formants and their bandwidths
were automatically tracked usingESPS/WAVES ~12th-order
LPC analysis, cosine window, 49-ms frame size, 5-ms frame
shift!. All automatically tracked formants were checked for
accuracy and, where the formant tracking was unreliable due
to discontinuities, the formants were smoothed interactively
using the spectrogram and DFT spectrum. All the labeling
was done in EMU, a hierarchical speech data management
system ~Harrington and Cassidy, 1999!. Using both the
speech waveform and spectrogram as guides, the acoustic
onset of the vowel was marked at the first complete pitch
period and the offset marked at the closure for the /d/~see
Fig. 1!. A single acoustic vowel target was marked in the
monophthongs and two targets were marked in the diph-
thongs. The targets of the monophthongs and the first targets
of the diphthongs were marked at a point where there was
the least movement in the formant tracks. For the high vow-
els, this point occurred whereF2 reached a peak~see Fig. 1
showing the target placement for the vowel /i/!; for open
vowels the target was marked whereF1 was at a maximum;
for back vowels the target was marked whereF2 reached a
trough. If none of the above criteria was satisfied for a given
vowel, the target was marked at the point of maximum am-

plitude in the waveform. The second target of the rising and
falling diphthongs was marked according to the same criteria
as the first target. The second target of the centring diph-
thongs was marked at the right boundary of the vowel be-
cause a second target cannot be measured reliably.

The formant frequencies of the vowels were normalized
using the Lobanov method~Lobanov, 1971!. This was done
to reduce speaker-specific aspects of the acoustic signal in
order to examine more effectively the group characteristics
of the deafened and normally hearing speakers, in particular,
the size of the vowel space. In addition, as vowel classifica-
tion studies will be carried out, normalization is useful in
lowering classification errors by reducing intervowel vari-
ability while maintaining the appropriate distances between
the vowel centroids~Disner, 1980!. The normalization was
carried out separately for each of the four populations of
speakers~NH male/female and DF male/female!. For each
speaker, the Lobanov normalization of a vowel target for-
mant frequency was carried out by subtracting the mean of
the five tokens from each target point and dividing the result
by the standard deviation, using the formula

F i5~F i2F̄ i!/SDi,

whereF i is a given formant,F̄ i is the mean ofF across all
vowels, and SDi is the standard deviation ofF̄ i about its
mean for all vowels. In order to present the data graphically
in Hz values comparable to unnormalized values, the data
were rescaled using the mean and standard deviation~Disner,
1980; p. 260!.

The time-varying nature of the formant tracks was mod-
eled with the coefficients of the discrete cosine transform
~DCT! ~Zahorian and Jaghardi, 1993; for the mathematical
modeling equations, see Watson and Harrington, 1999!. Pilot
vowel classification studies were carried out on the present
vowel data to see which DCT coefficients should be used to
encode the formant tracks. As in Watson and Harrington
~1999!, we found that only the first and second DCT coeffi-
cients played a significant role in separating the vowels: the
first coefficient is proportional to the mean of the original
formant track; the second models both the direction and tilt
of the original formant track. Therefore, in the results re-
ported herein, we have represented the first two formant
tracks with the first two discrete cosine transformation
~DCT! coefficients.

Statistical analysis was carried out inSPSSusing two-
way analyses of variance~ANOVA ! with vowel type ~VT!
and hearing type~HT! as main factors using ap value of
0.05. Due to the inherent nature of the individual vowels
studied, VT was always a significant main effect and will not
be mentioned further except when there is a significant
VT–HT interaction.Post hoctwo-samplet-test analyses had
a significance level of 0.01. In carrying out these statistical
tests, we recognize that while there is generally thought to be
less homogeneity in the speech parameters of deafened
speakers, it is important to establish group patterns of behav-
ior. In general, the group statistics reported reflect the perfor-
mance of the individual members of the group; however, if
statistical results were to be biased by a part of the group of
speakers, it would be noted in the text.

FIG. 1. The display window of the EMU labeler showing a spectrogram of
the vowel /i/ with formant tracks superimposed.
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III. RESULTS

A. Timing

For the monophthongs, analysis of variance shows a sig-
nificant main effect for deafness in female speakers
@F(1,21)548.23,p50.000] and, in male speakers, a signifi-
cant two-way interaction between HT and VT@F(10,21)
52.51, p50.006]: post hoc t-tests show a significantly
longer duration for all DF monophthongs except /"/, where
the p value ~0.013! is slightly above the 0.01 cutoff limit.
The total mean durations~standard deviations! averaged over
all vowels for female speakers are: NH: 262~96! ms.; DF:
285 ~101! ms.; those for male speakers are: NH: 221~83!
ms; DF: 278~106! ms, bearing in mind that the duration for
/"/ is longer for DF compared to NH speakers, but not sig-
nificantly so.

In addition, for all speakers the tense vowels are always
longer than the lax vowels, and there is little difference in the
lax/tense duration ratio between NH and DF speakers@fe-
male: NH~0.53!, DF~0.52!; male: NH~0.52!, DF~0.52!#. This
value is very similar to other tense/lax ratios of vowels in
similar phonetic contexts found in Australian English: 0.56
in a study of male adolescents~Bernard, 1970b!, and 0.53
~females! and 0.55 ~males! from the ANDOSL database
~Millar et al., 1994!. Therefore, the tense/lax distinction is
preserved in the deafened speakers, as was found by Wald-
stein ~1990!. The preservation of the tense/lax distinction is
important for phonemic contrast in Australian English. Aus-
tralian English has two tense/lax pairs /a/ and /#/, and /i/ and
/(/ ~although the former can also be distinguished by an
onglide! ~Harringtonet al., 1997!.

In order to examine whether there are differences be-
tween NH and DF speakers in the time to attain a monoph-
thong vowel target, the more accurate onset-target timing
information provided by the /i/ on-glide that is generally
present in Australian English was examined. We calculated
the ratio of the duration between the vowel onset and vowel
target to the total vowel duration and then arc-sine trans-
formed the result. However, there was no significant differ-
ence between DF and NH male and female speakers for this
target-time duration.

In examining the total duration of the diphthongs, analy-
sis of variance shows a significant main effect for deafness
with no significant interaction@female:F(1,13)556.896,p
50.000; male:F(1,13)579.601,p50.000]. The mean total
duration averaged over all diphthongs is longer for the deaf-
ened speakers compared with the NH speakers for females
@NH: 370 ~56! ms.; DF: 410~51! ms# and males@NH: 315
~56! ms.; DF: 377~59! ms#. To investigate whether the DF
speakers took longer to reach the second target, we looked at
the arc-sined ratio of the time between the first and second
targets to the total duration; however, no consistent signifi-
cant differences between the NH and DF speakers are seen.

The gender difference noted here in total vowel dura-
tion, where female speakers generally have longer duration
than male speakers, has been commented on previously~Hil-
lenbrandet al., 1995; Simpson, 2001, 2002!. To test the sig-
nificance of such a difference, analyses of variance were car-
ried out on each population of NH and DF speaker

separately. For monophthong total durations, there was no
significant gender difference for the DF speakers and a sig-
nificant gender/vowel interaction for the NH speakers
@F(10,583)52.404,p50.008]:post hoc t-tests showed that
the total duration for female speakers’ monophthong produc-
tions was longer than that for males’, but not significantly so
for /"/ and /*/. The lack of a significant gender difference for
the deafened speakers was due primarily to the increased
duration of some of the tense monophthongs in one male
speaker. The total duration for diphthongs was significantly
longer for females than for males in both groups of speakers
@NH: F(1,371)5102.283, p50.000; DF: F(1,231)
524.324,p50.000].

Waldstein~1990! observed an increase in the standard
deviations for total duration and formant frequencies in her
study of monophthongs in deafened speakers, but did not
carry out any statistical analyses of these differences in vari-
ability. In order to see whether this increased variability was
also found in the present data, we examined the variability in
total duration values across all vowels for male and female
DF and NH speakers using a Levene’s test for equality of
variance~Levene, 1960!. Contrary to expectations, there are
no consistently significant increases in total duration vari-
ability for the deafened speakers for either monophthongs or
for diphthongs.

B. Formants

1. Monophthongs

Table III shows the means and standard deviations of the
first two formant values for the male and female speakers.
Figure 2~a! shows theF1 and F2 centroids at the vowel
targets for each of the monophthongs from the female speak-
ers: the individual deafened speakers are superimposed on
the average for the NH speakers. For both formants in the
female data there are significant two-way VT–HT interac-
tions @formant 1: F(10,21)510.17, p50.000; formant 2:
F(10,21)520.50, p50.000]. Post hoc t-tests show signifi-
cantly lower formant values in the deafened speakers for the
F1 of /a/ and /#/ ~there is a trend only (p50.017) in /}/ due
to the loweredF1 in three speakers only!. There is also
significantly retractedF2 in /i/, /(/, /}/, /,/, /u/, and ///. This
retraction can be seen in Fig. 2~a!, where the deafened vowel
space is retracted in theF2 plane for the front vowels, and
reduced in theF1 mainly in the open vowels. Figure 2~b!
shows the data for the deafened male speakers and the aver-
aged normally hearing speakers. Analysis of variance shows
a significant VT–HT interaction for both@formant 1:
F(10,21)55.49, p50.000; formant 2:F(10,21)52.91, p
50.002].Post hoc t-tests reveal a significant decrease inF1
of the vowels /a/, /#/, and /"/ and retraction inF2 of /,/ for
the deafened speakers: resulting in a reduction in vowel
space due to a raising of the open vowels and retraction of
/,/ with no change in the other front vowels.

We investigated the possibility of an increase of variabil-
ity around the vowel mean in the deafened speakers as might
be expected if there was instability in vowel production.
Three different methods were used: Levene’s test for homo-
geneity of variance~Levene, 1960!, coefficient of variation
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~standard deviation/mean!, and the ratio of within to between
vowel variability per speaker. In general, there is no consis-
tent increase in variability for eitherF1 or F2 in the deaf-
ened population, and in some cases the variability in the
formants of the normally hearing speakers is greater.

Previous research has suggested a relationship between
distortion of segmental parameters~including the vowel
space! and age of deafness onset~Cowie et al., 1982; Plant
and Hammarberg, 1983; Waldstein, 1990!. In order to test
this, the degree ofF2 retraction of the front vowels in the
female deafened speakers was examined because this was the
most significant change noted in the deafened speakers’
vowel space. The distances from each token of the front
vowels /i/, /(/, /}/, /,/ from the deafened speakers was com-
pared with theF1/F2 centroids of the corresponding vowels
for the NH speakers using a Bayesian distance metric~Har-
rington and Cassidy, 1999; pp. 247–254!. No consistent re-
lationship between the calculated distances and duration of
deafness was found in these particular deafened speakers.

2. Diphthongs

The diphthong formant track data are shown for both
male and female speakers in Figs. 3~a! and ~b!. The figures
depict the movement of the formant tracks from vowel onset
to offset. Each formant track has been time normalized to 20
equidistant values; then, each of these 20 values is frequency
normalized as described in Sec. II~Method!. The normally
hearing data are a solid line and each deafened speakers a
dashed line. Although overall theF1 andF2 formant tracks
for the NH and DF speakers are fairly similar, there are dif-
ferences nonetheless. In particular, when theF2 tracks are
above about 2 kHz in the NH speakers, they are noticeable
lower in the DF speakers.

Table IV gives the means and standard deviations forF1
andF2 at the first and second target for the normally hearing
and deafened female speakers and Table V show the equiva-
lent information for the male speakers. Analysis of variance
reveals that there is a significant VT–HT interaction forF1
and F2 of target one in the female speakers
@T1F1:F(6,13)54.86, p50.000; T1F2:F(6,13)524.82,
p50.000]. The results ofpost hoc t-tests indicate that for

target one,F1 is significantly reduced for the deafened fe-
male speakers for /|(/, /~(/, /Ç(/, /Ç*/, and /~*/, and F2 is
significantly retracted in /|(/, /Ç(/, /(./, and /|./. There is also
a significant VT–HT interaction for the first and second for-
mants of target one in the male data@T1F1:F(6,13)
53.11, p50.006; T1F2:F(6,13)54.57, p50.000]. Post
hoc t-tests show thatF1 at target one is significantly reduced
for /~(/, andF2 is significantly reduced for /|(/ and /~(/.

There is a significant VT–HT interaction forF2 of tar-
get two in the female data@F(6,13)515.56,p50.000]:post
hoc t-tests show that all words spoken by the deafened group
except for /~*/ have a significantly lowerF2 than the nor-
mally hearing group. There is a similar significant interaction
for the second targetF2 in the male data@F(6,13)53.02,
p50.007], andpost hoc t-tests reveal that only for /|(/ and
/Ç(/ is there a significantly lowerF2 in the deafened com-
pared with the normally hearing group.

Figures 3~a! and~b! also suggest that for the NH and DF
there may be differences between the slope of the formant
track between T1 and T2. In order to investigate any differ-
ences between the deafened and normally hearing speakers
in the dynamic nature of the diphthongs, we calculated the
DCT coefficients of the formant tracks. We modeled the for-
mant track slope with the second coefficient of the DCT as it
models both the direction and tilt of the original trajectory.
The second coefficient indicated that the slopes of the for-
mant trajectories for the NH and DF speakers were in the
same direction, as can be seen in Figs. 3~a! and~b!: however,
there were some differences in the degree of slope. Analyses
of variance were carried out on values of DCTs of theF1
andF2 formant tracks for each of the diphthongs for the NH
and DF speakers. In the male speakers there is no significant
difference in the slope of the formant tracks between the DF
and NH speakers. In the female speakers there are significant
interactions both forF1 and F2 @F1:F(6,13)52.84, p
50.010; F2:F(6,13)56.99, p50.000]. Post hocanalyses
show that in the DF speakers there is significantly less slope
for theF1 of /|(/, /Ç(/, /Ç*/, and /~*/ due to a lowerF1 at the
first target; there is also a significantly reduced slope for the
F2 of /|(/, /Ç(/, /Ç*/, with a similar trend for /~(/ and /~*/
(p50.013), caused by a retraction ofF2 at the second tar-

TABLE III. Average monophthongF1 andF2 values in Hz~standard deviation! for female~left! and male
~right! normally hearing~NH! and deafened~DF! speakers.

Female Male

Formant one Formant two Formant one Formant two

NH DF NH DF NH DF NH DF

HEED 314~41! 321~32! 2850~105! 2512~138! 288~25! 306~27! 2282~58! 2247~55!
HID 367~42! 377~29! 2777~92! 2417~133! 324~22! 332~22! 2163~46! 2158~67!
HEAD 476~64! 435~47! 2623~76! 2212~215! 409~32! 412~34! 2020~51! 1982~96!
HAD 789~112! 817~55! 2118~229! 1750~112! 667~59! 635~73! 1726~61! 1649~81!
HARD 1044~67! 869~70! 1533~85! 1465~91! 764~42! 711~53! 1287~67! 1301~63!
HUD 1015~96! 918~43! 1565~86! 1544~72! 770~51! 721~40! 1317~41! 1344~87!
HOD 742~84! 712~85! 1125~98! 1092~87! 633~56! 579~52! 991~46! 991~52!
HOARD 426~56! 414~47! 792~90! 758~66! 382~26! 401~42! 765~61! 808~43!
HOOD 383~68! 387~53! 869~90! 798~100! 352~25! 366~27! 922~129! 914~49!
WHO’D 351~42! 330~24! 1946~169! 1796~122! 310~23! 328~22! 1566~72! 1656~240!
HERD 454~47! 424~57! 1800~102! 1650~79! 433~34! 434~45! 1493~80! 1517~53!

1060 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Palethorpe et al.: Vowel production in acquired hearing loss



get. For the centering diphthong /(./, post hocanalysis shows
that there is a significantly greaterF2 slope.

The above results are not unexpected. Since the
monophthongal space of the DF speakers is reduced com-
pared to the NH speakers, we would also expect the absolute
formant trajectory difference between T1 and T2 to be re-
duced. The increasedF2 slope in /(./ is also compatible with
this viewpoint in that the result is a more centralized second
target. Other studies on normally hearing speakers have sug-
gested the monophthong vowel space is strongly linked to
the position of the first and second vowel targets for the
diphthongs, a vowel shift in the monophthongs space results
in a vowel shift in the diphthongs~Cox, 1996; Cox and
Palethorpe, 2001!.

The strong link between the monophthongs and diph-
thongs for the NH and DF speakers can be observed in Figs.
4 and 5. These figures show the movement of the time- and
frequency-normalized formant tracks from T1 to T2 in the
F1/F2 plane, henceforth termed the formant trajectory. The
trajectories for the deafened speakers~dashed line! and nor-
mally hearing speakers~solid line! have been superimposed
on the outline of the normalized monophthongal vowel space
of the NH speakers and the DF speakers. The results for the
female speakers are shown in Fig. 4~a! ~the vowels /|(/, /~(/,
and /Ç(/! and Fig. 4~b! ~the vowels /Ç*/, /~*/, /(./, and /|./!.
Figures 5~a! and ~b! present the equivalent information for
the male speakers. It can be seen that for both the female and
male speakers, the difference in the monophthongal vowel
space for both normal-hearing and deafened speakers is also
reflected in the altered trajectories of the diphthongs from the
two speaker groups. For the female speakers there is both a
retraction of the targets in the front region of the vowel space
and a reduction for targets in the open region. However, for
the male speakers the change is mainly in the reduction of
the F1 at target one in the more open vowels.

These results reflect an inter-relationship between the
realizations of monophthongs and diphthongs within the
vowel space. The position of the first targets for all the diph-
thongs relative to the closest monophthong is very similar
regardless of whether it is the deafened or normally hearing
data~e.g., the first target of /(./ with /i/ and the first target of
/~(/ with /a/!; this relationship can also be seen in the second
targets. These results are also reflected in the statistical
analysis. In the front region of the vowel space there are far
more significant differences between the female deafened
and normally hearing speakers than for the male speakers in
terms ofF2 values for either vowel target.

C. Classification experiments

In the first part of this study we established ways in
which the deafened speech differed acoustically from the
speech of normally hearing. There were differences in dura-
tion, and formant values at the vowel target, and conse-
quently in the curvature of the formant tracks. The next ques-
tion is whether these differences are sufficient to cause
problems in perceiving the correct vowels.

Zahorian and Jagharghi~1993! found there is a high
correlation between vowel confusions using formant-based
automatic classifiers and perceptual experiments. In addition,
other acoustic classification studies have found that vowels
of different quality are more effectively distinguished when
the acoustic parameters are based on spectral information
sampled at multiple time points rather than from just at the
vowel target ~Harrington and Cassidy, 1994; Hillenbrand
et al., 1995; Watson and Harrington, 1999!.

In this final experiment to investigate the types of vowel
confusions that potentially may be made on the deafened
data by a normally hearing speaker we performed an auto-
matic Gaussian classification based on modeling the formant
tracks of F1 and F2 with the coefficients of the discrete
cosine transform~DCT!, as described in the Methods sec-
tion. Vowel duration was also used as a classification param-
eter because it is known to be an essential feature in the

FIG. 2. ~a! FemaleF1 –F2 vowel space in Hz for the individual deafened
speakers~dashed line! superimposed on the average for the normally hear-
ing speakers~solid line!. The label ‘‘n’’ for /// indicates normally hearing
speaker mean.~b! Male F1 –F2 vowel space in Hz for the individual deaf-
ened speakers~dashed line! superimposed on the average for the normally
hearing speakers~solid line!. The label ‘‘n’’ for /// indicates normally hear-
ing speaker mean.
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separation of Australian English vowels~Cox, 1996; Watson
and Harrington, 1999!. In the Gaussian classification, the
centroid and covariance matrix of the training set~the tokens
of the normally hearing speakers! were estimated for each
vowel class. Tokens from the test set~those of the deafened
speakers! were then classified based on their Bayesian dis-
tances to each of the training class centroids. A ‘‘round-
robin’’ procedure was used whereby the tokens for each deaf-
ened speaker were used in turn as a test set. This resulted in
a classification score for each deafened speaker, and the
overall classification score was a summation of the indi-
vidual results.

Vowel classification was carried out on the monoph-

thongs and diphthongs together. The purpose of using the
dynamic information contained in the formant track for clas-
sification of monophthongs is that, among other studies, a
previous study of Australian English~Watson and Har-
rington, 1999! showed a differential between lax and tense
monophthongs in the timing from vowel onset to target. This
suggests that the shape of the formant contour may be dif-
ferent in these pairs of vowels and that this difference can be
encoded by the DCT information and used to separate the
vowel pairs in classification studies. This is relevant in the
case of the Australian high vowels, particularly /i/, which in
many speakers is realized with a delayed target~see Fig. 1!.
In addition, for many speakers of Australian English the

FIG. 3. ~a! FemaleF1 andF2 tracks time aligned to vowel target one for normally hearing~solid line! and deafened~dashed line! speakers.~b! Male F1 and
F2 tracks time aligned to vowel target one for normally hearing~solid line! and deafened~dashed line! speakers.
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diphthongs /(./ and /|./ are realized as monophthongonized
variants when preceding /d/~Cox, 1999!.

The confusion matrix from the female data is given in
Table VI, and that for the male data is given in Table VII. For
the deafened female data overall 70% were correctly classi-
fied, and for the male data 71.5% were correctly classified.
Watson and Harrington~1999! performed a similar vowel
classification of monophthongs and diphthongs together us-
ing only normally hearing speakers from the ANDOSL data-
base, speakers who were different from the normally hearing
speakers in the present research. They found 90% of the
female vowels and 94.3% of the male vowels were correctly
identified. These values are clearly a lot higher than those
from the deafened speakers, suggesting that normally hear-
ing speakers might have more trouble differentiating certain
vowels spoken by a deafened speaker compared with those
spoken by a normally hearing speaker.

The confusions occurred generally either as a result of
increased vowel duration or a retracted vowel space. For the
females there is some confusion between the high front vow-
els due to a combination of retractedF2 and slightly lowered
F1. Also, both /~(/ and /|(/ were misclassified as /Ç*/; this
result is not unexpected in that there would be a tendency in
reduced vowel space in these female deafened speakers for
these more peripheral diphthongs to be identified as the more
central /Ç*/. In the male speakers, no /#/ vowel was correctly
classified; it was confused with /a/, /,/, and /"/: in Australian
English /#/ and /a/ are distinguished by length so an in-
creased duration for /#/ will produce more confusion with /a/;
the confusion with the other two vowels was due presumably
to a lowerF1 in /#/. There was some confusion between /(./

and some monophthongs. This is not an unexpected result
given the changing nature of /(./ in Australian English,
where it can be heard in some speakers as a lengthened
monophthong~Cox, 1999!. However, most incorrectly clas-
sified deafened monophthongs were classified as another
monophthong, and most incorrectly classified diphthongs
were classified as another diphthong.

When we separated the data from the deafened speakers
into either a diphthong or monophthong group and repeated
the classification experiment, we got 93.6% accuracy in the
separation of diphthongs and monophthongs for the deafened
female speakers and 90% accuracy for the males. In their
study using normally hearing speakers from the ANDOSL
database, Watson and Harrington~1999! also separated the
vowels into monophthong and diphthong groups, and carried
out a vowel classification using these two parameters. They
found a similar high accuracy of separation between
monophthongs and diphthongs of 94.3% and 93.2% for fe-
male and male data, respectively.

In order to further clarify the effect of the retraction of
F2 on the classification scores of the deafened female speak-
ers, the vowel classification was repeated for both males and
females using just the monophthong data, separated into two
vowel sets: A front set containing the vowels /i/, /I/, /}/, and
/,/, and a central/back set containing the vowels /a/, /#/, /"/,
/Å/, /*/, /u/, and ///. The correct classification scores for the
deafened male speakers were 90% for the front and 80% for
the back sets. In contrast, the correct score for the deafened
female speakers was 87% for the back set, and only 59% for
the front set of vowels.

TABLE IV. Average diphthongF1 andF2 for target one~left! and target two~right! in Hz ~standard deviation!
for normally hearing~NH! and deafened~DF! female speakers.

Target one Target two

Formant one Formant two Formant one Formant two

NH DF NH DF NH DF NH DF

HAYED 929~86! 829~68! 1837~135! 1710~85! 376~34! 365~52! 2739~89! 2351~238!
HIDE 1016~71! 899~76! 1422~111! 1384~131! 459~59! 456~66! 2336~140! 2063~242!
HOID 488~62! 376~69! 934~80! 843~107! 372~32! 390~61! 2592~122! 2187~112!
HOED 867~115! 727~85! 1615~121! 1577~84! 373~39! 342~87! 1987~173! 1807~108!
HOWED 1021~97! 912~66! 1733~121! 1660~128! 603~81! 664~140! 1236~146! 1223~163!
HEARED 352~70! 333~46! 2754~98! 2496~113! 389~44! 389~78! 2320~160! 1849~162!
HARED 457~44! 438~65! 2614~75! 2098~242! 408~49! 381~62! 2344~101! 1845~160!

TABLE V. Average diphthongF1 andF2 for target one~left! and target two~right! in Hz ~standard deviation!
for normally hearing~NH! and deafened~DF! male speakers.

Target one Target two

Formant one Formant two Formant one Formant two

NH DF NH DF NH DF NH DF

HAYED 715~83! 696~62! 1604~155! 1448~174! 337~27! 374~51! 2160~68! 2178~162!
HIDE 769~45! 688~65! 1157~49! 1102~50! 441~50! 445~52! 1790~87! 1718~108!
HOID 422~39! 441~54! 896~44! 874~71! 340~16! 339~30! 2025~84! 1922~91!
HOED 677~53! 668~87! 1405~55! 1414~69! 367~45! 387~27! 1513~121! 1568~136!
HOWED 749~59! 718~67! 1561~110! 1598~141! 571~66! 566~54! 1051~72! 1042~98!
HEARED 303~29! 308~28! 2199~52! 2229~64! 571~66! 345~49! 1730~103! 1754~101!
HARED 406~43! 395~127! 2015~56! 1949~181! 378~53! 384~44! 1740~78! 1691~113!
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IV. DISCUSSION

The results of this study show that the deafened speakers
generally preserve a differentiated vowel space for Austra-
lian English. However, there are some patterns in the vowel
changes that do occur that are gender specific. The deafened
females demonstrate a vowel space retraction in theF2
plane for the front monophthongs and a reduction inF1 for
the open monophthongs. By contrast, the deafened males
demonstrate a lowering ofF1 for the open monophthongs
and a retraction of /,/, but no change for the other front
monophthongs. The average values ofF2 for the front vow-
els ~/i/, /(/, /}/, and /,/! for the normally hearing female
speakers were all much greater than 2 kHz, whereas for the
normally hearing male only /i/ had anF2 greater than 2 kHz.

Since the deafened speakers have some hearing loss over 2
kHz, the differences in the vowel spaces between the female
and male deafened speakers suggest that the pattern of front
vowel retraction in the female speakers may be due to an
attempt to bring these vowels into a more perceptible range.
This change is less necessary for the deafened males, as the
F2 of front vowels for males is generally lower than that of
female speakers. A similar pattern of reduction in vowel
space can be seen in the data of Waldstein~1990!. She com-
ments that her deafened speakers had a reducedF1 andF2
range, and it can be seen in her data that the reduction forF2
occurs mainly in the front vowels where the frequency value
tends to be reduced in the male and female deafened speak-
ers to approximately 2 kHz. The deafened female speaker in

FIG. 4. ~a! Female diphthong trajectories of vowels /|(/, /~(/, /Ç(/ for nor-
mally hearing~dashed line! and deafened~solid line! speakers superimposed
on monophthong NH and DF vowel spaces. The trajectory is drawn from T1
to T2 with the diphthong label placed near T1.~b! Female diphthong trajec-
tories of vowels /Ç*/, /~*/, /(./, /|./ for normally hearing~dashed line! and
deafened~solid line! speakers superimposed on monophthong NH and DF
vowel spaces. The trajectory is drawn from T1 to T2 with the diphthong
label placed near T1.

FIG. 5. ~a! Male diphthong trajectories of vowels /|(/, /~(/, /Ç(/ for normally
hearing~dashed line! and deafened~solid line! speakers superimposed on
monophthong NH and DF vowel spaces. The trajectory is drawn from T1 to
T2 with the diphthong label placed near T1.~b! Male diphthong trajectories
of vowels /Ç*/, /~*/, /(./, /|./ for normally hearing~dashed line! and deaf-
ened~solid line! speakers superimposed on monophthong NH and DF vowel
spaces. The trajectory is drawn from T1 to T2 with the diphthong label
placed near T1.
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a study by Plant and Hammarberg~1983! also had a reduced
F2 range where the reduction was mainly in the front vowels
to about 2 kHz. It is also interesting to note that while
changes in the point vowels /i/ and /a/ have been seen in our
deafened data and that of Waldstein~1990!, the high back
vowel /Å/ in our data, and the /u/ in Waldstein’s American
English deafened data remain relatively unchanged. There-
fore, it may not be all the point vowels that remain stable

under changes auditory conditions, as suggested by Svirsky
and Tobey~1991!, but the high back vowels that are more
stable due to their stronger orosensory attribution.

The deafened speakers’ production of the diphthongs
showed the same relationship to monophthongs as for the
normally hearing speakers. The position inF1/F2 space of
the first target for all the diphthongs relative to the nearest
monophthong is similar regardless of hearing type~cf. /a/

TABLE VI. Classification experiment confusion matrix for female speakers. Diagonal shows numbers correct
out of 20.

TABLE VII. Classification experiment confusion matrix for male speakers. Diagonal shows numbers correct
out of 15.
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compared to the first target of /~(/ in Figs. 4 and 5!. The
changes in the deafened monophthong space were also ob-
served in the diphthong space. The most noticeable was a
retractedF2 for both the front monophthongs and the diph-
thong targets which fell in the front region of the vowel
space of the deafened females. These results suggest the
deafened speakers have a built-in model of the vowel space,
and that their ability to relate diphthongs to monophthongs is
not lost despite a reduction in auditory feedback. Further,
that for deafened speakers, a loss of formant movement in
diphthongs is not necessarily a tendency towards steady
state, as suggested by Plant and Hammarberg~1983!, but
rather it maybe a consequence of the smaller difference be-
tween the first and second target due to a reduced monoph-
thong space.

We found no consistent relationship between the degree
of retraction of the front vowels and degree or duration of
deafness in the deafened female speakers, although this has
been reported elsewhere~Cowieet al., 1982; Plant and Ham-
marberg, 1983; Waldstein, 1990!. Much research in this area
has shown idiosyncratic speaker responses to a reduction of
auditory feedback and this may be the case here. For ex-
ample, the female speaker who had been deafened for the
longest time had a position involving some public speaking
and this may have played a role in the maintenance of her
speech intelligibility.

We found no reliable increases in the formant frequency
variability around the vowel mean in the deafened speakers
compared to normally hearing speakers, contrary to other
studies~Langereiset al., 1997; Waldstein, 1990!. This result
may be due to more careful speech on the part of the deaf-
ened subjects, particularly as the total durations for the vow-
els of the deafened speakers showed no greater increase in
variability compared with those of the normally hearing
speakers. In addition, the consistency in the pattern of vowel
space change in our deafened speakers is unusual when com-
pared with other studies on deafened speech. However, most
of these studies were concerned with the pre- and postco-
chlear implantation effects on the vowel formant space. Their
results have shown that speakers with a disordered vowel
space respond differently to the reintroduction of hearing
~Economouet al., 1992; Kishon-Rabinet al., 1999; Perkell
et al., 1992; Laneet al., 2001!, although this variability may
be, in part, a consequence of differing acoustic cues pre-
sented to the speakers by the particular speech processors
used.

The variability in the mean formant frequencies of some
vowels between the NH speakers merits further comment.
Languages do undergo vowel change: in particular, Austra-
lian English has been known to have undergone a vowel
change over the last 30 years~Cox, 1999!. For example, note
the large standard deviation in theF1 andF2 of /,/ for the
normally hearing female speakers seen in Table III; this
vowel is unstable in Australian English as a consequence
both of accent difference along the broad-general-cultivated
continuum and of an observed change in the /,/ vowel,
which has become a more open retracted vowel in the last 30
years~Cox, 1999!. The /u/ vowel is also unstable in Austra-
lian English and the fronting of this vowel in recent years has

been noted in Australian as well as other English dialects
~e.g., Cox and Palethorpe, 2001; Harringtonet al., 2000;
Watson et al., 1998!. Therefore, it could well be that the
increasedF2 range for this vowel in the deafened male
speakers may be a consequence of vowel shift rather than of
hearing impairment, with two speakers showing fronting and
one a retraction compared with the normally hearing speak-
ers. These results highlight the need to have an accurate pic-
ture of the speech of a normally hearing population that has
been recorded at a similar time to that of the target popula-
tion in order to remove, as far as possible, the confounding
effects of accent change.

Two aspects of timing in vowel production for deafened
speakers were investigated in this study; total duration and
the timing of the vowel target. We found that durations for
both monophthongs and diphthongs for the deafened speak-
ers were significantly longer than for the normally hearing,
with the exception of /"/ in the male speakers. This increased
duration is likely to reflect a more careful and precise vowel
production in the deafened speakers. It may be an attempt to
get more orosensory feedback or to enhance intelligibility, as
increased duration has been shown by many studies to occur
in clear speech that is more intelligible~see Hargus-Ferguson
and Kewley-Port, 2002, for a summary!. Also, the deafened
speakers do preserve the duration distinctions between tense
and lax vowels, as was also found by Economouet al.
~1992! and Waldstein~1990!. There were no significant dif-
ferences in the time taken from the first to the second targets
in diphthongs. However, since the formant space of the diph-
thong is reduced, the result may be in fact a slower transition
between targets since the formant distance between the first
and second targets will be less. In the present data, the gen-
der differences in duration were compatible with gender dif-
ferences found in normally hearing data~Simpson, 2001,
2002!.

The classification experiment suggested that although
the vowel quadrilateral remains intact, the reduced deafened
vowel space would have an effect on vowel intelligibility in
these speakers. The confusions mainly occur between neigh-
boring vowels and can generally be predicted by the change
in vowel space. However, unlike the intelligibility results in
Plant ~1984!, the deafened speakers do preserve the
monophthong/diphthong distinction. Further research is nec-
essary to see if a listener panel can confirm these results.

Many of our monophthong findings are very similar to
that of Waldstein~1990!. In that study she argues that the
errors produced by the deafened speakers are consistent with
the claim that the speech production system is under some
form of closed-loop feedback control. However, Perkell
et al. ~2000!, among others, suggest that due to a long feed-
back delay, it is unlikely the auditory signal provides imme-
diate feedback for the control of segmental features in
speech.

Perkell et al. ~2000! have developed a speech motor
control theory that states that speech movements are pro-
gramed to achieve auditory/acoustic goals. The programming
of articulatory movements to achieve auditory goals uses an
internal mapping of the relationship between articulatory
profiles and their acoustic consequences. The auditory/
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acoustic targets of vowels, in particular, are described as de-
pending on the consequences of economy of effort and suf-
ficient perceptual contrast~cf. Lindblom and Engstrand,
1989!. Once the internal model is acquired, it is maintained
through auditory feedback. However, it is not closed-loop
auditory feedback, for there is no need for continuous direct
auditory feedback with an internal model. With the matura-
tion of the speaker, the model becomes robust and peripheral
feedback is only used intermittently. As a consequence, they
propose, deafened speakers should have reasonably good in-
telligibility many years after the onset of profound deafness,
in spite of a reduction in auditory feedback.

The findings in this study would also lend some support
to this speech motor control model. Overall, the deafened
speakers maintain relatively differentiated vowels in spite of
some changes in the vowel space, together with a clear sepa-
ration in the classification of monophthongs and diphthongs,
and a tense/lax distinction between vowels. They are able to
achieve this distinction after a long time with reduced and/or
distorted auditory feedback, suggesting they have a reason-
ably robust internal mapping between articulatory configura-
tions and their acoustic consequences. Perkellet al. ~2000!
argue that auditory feedback is used to refine the internal
model parameters. It is feasible then that a reduction in au-
ditory feedback may result in some adaptation of the
acoustic/auditory goals of the internal model to bolster the
effectiveness of the remaining auditory feedback.

Given the interesting findings in the current study, we
are continuing research in this area of deafened speech. The
relatively small sample of deafened speakers needs to be
expanded to include speakers with a wider degree and dura-
tion of deafness. We are interested in studying segmental
changes in deafened speakers on a long-term basis, paying
particular attention to inter- and intraspeaker variability and
using both acoustic and articulatory measures. We also ac-
knowledge the need to document more audiological informa-
tion about the speakers. Information on hearing loss above 2
kHz would seem to be especially important, given the
present results. This research topic is relevant as it not only
can give descriptions of segmental distortions in postlingual
deafness that can be related to possible audiological reme-
diation, but also for the opportunity it provides for studying
control strategies in speech production.
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Speech production in noise with and without hearing
protectiona)
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People working in noisy environments often complain of difficulty communicating when they wear
hearing protection. It was hypothesized that part of the workers’ communication difficulties stem
from changes in speech production that occur when hearing protectors are worn. To address this
possibility, overall and one-third-octave-band SPL measurements were obtained for 16 men and 16
women as they produced connected speech while wearing foam, flange, or no earplugs~open ears!
in quiet and in pink noise at 60, 70, 80, 90, and 100 dB SPL. The attenuation and the occlusion effect
produced by the earplugs were measured. The Speech Intelligibility Index~SII! was also calculated
for each condition. The talkers produced lower overall speech levels, speech-to-noise ratios, and SII
values, and less high-frequency speech energy, when they wore earplugs compared with the
open-ear condition. Small differences in the speech measures between the talkers wearing foam and
flange earplugs were observed. Overall, the results of the study indicate that talkers wearing
earplugs~and consequently their listeners! are at a disadvantage when communicating in noise.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1592165#

PACS numbers: 43.70.Gr, 43.50.Hg, 43.66.Vt@DKW#

I. INTRODUCTION

Among the many hazards that workers face on their
jobs, exposure to excessive noise is one of the most perva-
sive. An estimated 30 million American workers are exposed
to hazardous noise levels on their jobs~NIOSH, 1996! and
are at risk for developing noise-induced hearing loss. Hear-
ing protection devices~HPDs!, such as earplugs or earmuffs,
can reduce the danger of incurring noise-induced hearing
loss if worn correctly and consistently. Wearing HPDs does
not impair the ability of normal-hearing people to understand
speech in noise levels above 85 dBA~Berger, 1980; Abel
et al., 1982; Nixon and Berger, 1991!, and may even im-
prove it ~Kryter, 1946; Chung and Gannon, 1979; Rink,
1979!. However, workers often resist the use of HPDs be-
cause they claim that they have difficulty understanding
speech while wearing them~Royster and Holder, 1982;
Helmkamp, 1986; Suter, 1992!. A possible reason for this
contradiction is that some workers may have pre-existing
hearing loss, which, when combined with the attenuation of
their HPDs, may make parts of the speech signal inaudible.
In fact, speech understanding when wearing HPDs is often
degraded for people with sensorineural hearing loss~Linde-
man, 1976; Chung and Gannon, 1979; Abelet al., 1982;
Bauman and Marston, 1986!.

Another possible reason is that speech may be less in-
telligible if the talker is wearing HPDs, because wearing
HPDs tends to induce changes in speech production~Kryter,

1946; Howell and Martin, 1975; Martin, Howell, and Lower,
1976!. Kryter ~1946! reported that the intelligibility of male
talkers reading monosyllabic word lists in a background of
simulated engine room noise at levels of 75 to 105 dB SPL
was slightly lower when they wore earplugs, compared with
an open-ear condition. Further, the talkers lowered the level
of their speech by 1 to 2 dB in all of the noise levels when
they wore earplugs.

Howell and Martin~1975! measured the intelligibility of
four male talkers reading monosyllabic word lists in a back-
ground of broadband noise at levels of 93 and 54 dB SPL
while wearing earmuffs, earplugs, or no HPDs. In noise at 93
dB SPL, the percentage of phonemes correctly heard by lis-
teners was 56% when the talkers were not wearing HPDs.
This percentage decreased by 15% when the talkers wore
earmuffs and by 26% when the talkers wore earplugs. In
addition, the talkers lowered their speech levels by an aver-
age of 2.7 dB when they wore earmuffs and 4.2 dB when
they wore earplugs. In noise at 54 dB SPL, all of the intel-
ligibility scores approached 100%, although they were
slightly lower when the talkers wore earplugs. At this noise
level, the difference in the talkers’ speech levels was negli-
gible ~0.3 dB! when the talkers wore earmuffs and was 1.8
dB lower with earplugs, compared with the no-HPD condi-
tion.

In a follow-up study, Martinet al. ~1976! recorded over-
all and octave-band speech levels and measured the intelli-
gibility of eight male talkers reading monosyllabic word lists
while wearing earplugs, earmuffs, or no HPDs in a back-
ground of broadband noise presented at 67, 77, 87, and 95
dBA. They found that the percentage of phonemes correctly
understood by listeners decreased when the talkers wore
HPDs, particularly if the listeners also wore HPDs. Further,
the overall speech level of the talkers was 2 to 3 dB lower

a!Portions of this work were presented at the annual meeting of the National
Hearing Conservation Association, Dallas, TX, February 2002, and at the
annual meeting of the American Academy of Audiology, Philadelphia, PA,
April 2002.

b!Current affiliation: Army Audiology & Speech Center, Walter Reed Army
Medical Center, 6900 Georgia Ave. NW, Washington, DC 20307-5001.
Electronic mail: jennifer.tufts@na.amedd.army.mil
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when they wore HPDs compared with the open-ear condi-
tion. The octave-band analysis revealed no significant
changes in the talkers’ speech spectra when wearing HPDs
other than would be expected from the change in their
speech level. Martinet al. ~1976! surmised that when the
talkers wore HPDs, changes in their voice quality might have
occurred that were not reflected in the octave-band speech
spectrum but that might have been detrimental to intelligibil-
ity. To evaluate this possibility, the recordings of the eight
male talkers reading the word lists with and without earplugs
in the background noise at 87 dBA were mixed with noise at
a 13-dB speech-to-noise ratio~SNR! and presented to four
male listeners at approximately 70 dB SPL. Any differences
in intelligibility between speech produced with and without
HPDs would therefore be due to factors other than speech
level and SNR of the presentation. For seven of the eight
talkers, no differences were observed in the intelligibility of
their speech. Thus, the difference in intelligibility between
talkers wearing and not wearing HPDs largely disappeared
when speech level and SNR were controlled.

Previous studies, including those just described, have
shown that talkers lower the level of their voices in noise by
1 to 6 dB on average when they wear HPDs compared with
an open-ear condition~Kryter, 1946; Howell and Martin,
1975; Martin et al., 1976; Hormannet al., 1984; Casali,
Horylev, and Grenell, 1987!. Two of these studies~Kryter,
1946; Casaliet al., 1987! also reported that talkers raise their
voices by approximately 4 dB when they speak in quiet
while wearing HPDs, perhaps to compensate for the attenu-
ation of the air-conduction component of their speech.

Two explanations have been offered as to why people
speak more softly when wearing HPDs in noise. First, com-
plete occlusion of the ear canal improves bone-conduction
hearing at frequencies below 2000 Hz. Due to the occlusion
effect created by wearing HPDs, talkers’ voices will seem
louder to them, and they may lower the level of their voices
in response~Howell and Martin, 1975; Martinet al., 1976;
Casaliet al., 1987; Suter, 1992!. Second, since HPDs attenu-
ate ambient noise, talkers wearing HPDs may lower their
voices in response to the decrease in the perceived ambient
noise level~Kryter, 1946; Lindeman, 1976; Foreshaw and
Cruchley, 1982!.

Aside from the changes in overall level, little is known
about the speech of talkers wearing HPDs. In general, when
speech is produced in a background of noise, without HPDs,
several of its acoustic and prosodic characteristics~e.g.,
overall level, fundamental frequency, formant frequencies,
and spectral composition! change relative to speech pro-
duced at a normal conversational level in quiet. For example,
for every 10-dB increase in the background noise level, talk-
ers raise their voices by 1 to 6 dB, a phenomenon known as
the Lombard effect~Lane and Tranel, 1971!. In addition,
talkers produce higher fundamental frequencies when they
speak in a background of noise~Summerset al., 1988; Bond,
Moore, and Gable, 1989; Junqua, 1993; Letowski, Frank,
and Caravella, 1993!. The frequencies of the first two for-
mants also change, but in less consistent ways.~Summers
et al., 1988; Bondet al., 1989; Junqua, 1993; Tartter, Go-
mes, and Litwin, 1993!. In general, relatively more high-

frequency energy is contained in speech that is produced in
noise versus speech that is produced in quiet~Webster and
Klumpp, 1962; Summerset al., 1988; Junqua, 1993; Tartter
et al., 1993; Pittman and Wiley, 2001!. The spectral and pro-
sodic differences that occur when talkers produce speech in
noise and when they produce speech at greater vocal efforts
in quiet are similar~Bond et al., 1989!. However, Letowski
et al. ~1993! found that speech produced in noise contains
more high-frequency energy than loud speech produced in
quiet.

Perhaps due in part to these changes, several investiga-
tors have found that speech produced in noise is more intel-
ligible than speech produced in quiet, when both types of
speech are presented in noise at the same SNR~Dreher and
O’Neill, 1957; Summerset al., 1988; Pittman and Wiley,
2001!. Summerset al. ~1988! also reported that the relative
improvement in the intelligibility of speech produced in
noise increases as the SNR decreases.

Most of the research concerning the speech of talkers
wearing HPDs in noise has been limited to measurements of
the overall SPLs, as described previously. Further, these
studies were typically carried out in background noise levels
that were restricted in either the number of discrete levels
presented or the range they encompassed. In most cases, the
speech stimuli were monosyllabic words, which are not rep-
resentative of most communication situations. Further infor-
mation about the speech of talkers wearing HPDs in noise
may provide a basis for evaluating the validity of workers’
complaints and for selecting HPDs for particular work envi-
ronments.

The main purpose of the present study was to obtain
overall and one-third-octave-band SPL measurements of
connected speech produced by men and women wearing two
types of earplugs and wearing no earplugs~open ears!. Mea-
surements were made in quiet and in several noise levels.
Differences between the two types of earplugs in terms of
their effect on speech production were also assessed. Addi-
tionally, the Speech Intelligibility Index~SII! ~ANSI, 1997!
was used to determine if the amount of speech information
available to a hypothetical listener changed as a function of
background noise level and whether or not the talkers were
wearing earplugs. The SII is especially useful for evaluating
communication systems when it is not practical to use actual
listeners for that purpose, and it has previously been used as
a means of ranking HPDs for maximum speech communica-
tion ability in noise~Williams and Michael, 1991!.

II. METHOD

A. Subjects, HPDs, and test environment

Thirty-two subjects~16 males, 16 females! ranging in
age from 19 to 35 years~mean525.4 years, s.d.54.9 years!
were enrolled in the study and received $20.00 for their par-
ticipation. Each subject was a fluent speaker of American
English, and had normal air-conduction thresholds~<20 dB
HL from 0.25 to 8 kHzre: ANSI S3.6-1996! and a normal
tympanogram~Margolis and Heller, 1987! in each ear. For
part of the test session, each subject wore one of two types of
insert HPDs commonly used in industry. One type was a
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user-molded foam earplug@EAR Classic# and the other was a
premolded triple flange earplug@Bilsom 556#. All testing was
conducted in an 1831836-ft. sound-treated room having
ambient noise levels suitable for ears-open testing from
0.125 to 8 kHz~re: ANSI S3.1-1991!.

B. Stimulus characteristics

1. Speech passages

During the test session, each subject was required to
read twelve speech passages from the Speech Intelligibility
Rating ~SIR! test ~McDaniel and Cox, 1992!. The 12 pas-
sages were chosen from the 20 passages of the SIR test by
measuring the average one-third-octave-band spectra of the
commercially available CD recordings of all 20 passages,
computing the slopes of regression lines fitted to the spectra,
and then selecting those passages whose slopes fell within 1
standard deviation of the mean. Each passage consisted of
approximately 110 words on a familiar topic, and all were
equated on the basis of reading level, vocabulary, and sen-
tence structure.

2. Background noise

Background noise was presented to the subjects via
TDH-49 earphones mounted in circumaural enclosures as
they read the speech passages. The background noise was a
CD recording of pink noise having equal power within each
one-third-octave band, as measured in an IEC 318 artificial
ear@Bruel & Kjaer, 4153#. Pink noise was chosen because its
spectral level decreases with increasing frequency, similar to
many industrial noises.

To create a flat one-third octave-band spectrum~i.e.,
pink noise! as measured in the artificial ear, the following
steps were taken. Initially, a CD recording of pink noise was
created by looping a pink-noise wave file and writing the
wave file to a CD using an editing program@SOUND FORGE,
v4.5#. The pink-noise CD was then played from a CD player
@Optimus, CD-1850# to the right channel input of an audi-
ometer@Madsen, OB 822#. The audiometer output was split
and directed to two TDH-49 earphones, located in the test
booth. Each TDH-49 earphone was mounted in a circumau-
ral enclosure having an oval cushion@David Clark, H10–
40#. Next, each earphone was placed on a flat plate adaptor
@Bruel & Kjaer type 1, DB0843# and loaded with a static
force of 10 N. The flat plate adaptor was seated on the IEC
318 artificial ear, which was equipped with a12-in. micro-
phone@GRAS, 40AF# and preamplifier@01 dB, PRE 12H#
that was connected to a real-time spectrum analyzer@01 dB
Symphonie#. The audiometer output was adjusted to 100 dB
SPL as measured in the IEC 318 coupler. Once this was
done, the one-third-octave-band spectrum of the pink noise
was averaged over a 1-min period, with samples taken once
every 10 ms. Using the measured spectrum as a guide, the
spectrum of the original pink-noise wave file was modified
using the one-third-octave-band graphic equalizer in the
SOUND FORGEediting program, and then rerecorded onto a
new CD. This procedure was repeated until the one-third-
octave-band spectrum measured in the coupler was essen-
tially flat ~61 dB from 0.16 to 2.5 kHz;63 dB from 3.15 to

5 kHz; 61 dB from 6.3 to 8 kHz!. During data collection, the
flat-spectrum pink-noise CD was played from the CD player
to the audiometer and then to the circumaural earphones at
60, 70, 80, 90, and 100 dB SPL as measured in the IEC 318
coupler. The coupler SPLs remained stable throughout data
collection ~60.5 dB!, as did the linearity of the audiometer
output from 60 to 100 dB SPL~60.5 dB!. The difference in
the coupler output between the two earphones was,1 dB at
each one-third-octave-band from 0.16 to 8 kHz.

C. Measurements

1. Speech

As each subject read the SIR test passages, his or her
overall and one-third-octave-band speech levels were mea-
sured with a type 1 sound-level meter~SLM! @Casella CEL,
593# mounted on an adjustable tripod and equipped with a
1
2-in. omnidirectional sound-field microphone@Casella CE,
3122# having a flat response~61 dB! from 0.05 to 12 kHz.
The SLM was interfaced with a laboratory computer@Dell,
Dimension 4100# in an adjacent control room. A commercial
software program@Casella CEL, 6695# was used for re-
motely controlling the SLM and for downloading and storing
each subject’s speech measurements. The SLM was pro-
grammed to average each subject’s overall and one-third-
octave-band speech levels from 0.08 to 20 kHz, using a fast
response time~0.125 ms!, a sampling rate of 75.6 kHz, and a
dynamic range of 25–100 dB SPL. The SLM was calibrated
with an acoustical calibrator@Casella CEL, 284/2# and re-
mained stable throughout data collection~60.1 dB!.

2. Earplug attenuation

The attenuation provided by the earplugs was measured
with a Fitcheck measurement system@Michael & Associates,
700# consisting of both hardware and software. The hard-
ware consisted of a 40-dB fixed attenuator and a 70-dB vari-
able attenuator, a subject response switch, and circumaural
earphones, which were the same earphones used to transduce
the pink noise. The software was used to control the attenu-
ator settings and the test signals, record the subject’s re-
sponses, and perform calculations. The Fitcheck unit was
connected to the laboratory computer located in the control
room, while the response switch and the circumaural ear-
phones were located in the test booth. The software in-
structed the sound card of the computer to generate one-
third-octave-bands of noise centered at 0.25, 0.5, 1, 2, and 4
kHz, which were directed to the Fitcheck unit and then to the
circumaural earphones. The software also determined the sta-
tus of the response switch, increasing the attenuation of the
one-third-octave-band noise test signals when the response
switch was pressed, and decreasing the attenuation when the
response switch was released. The variable attenuator had a
step size of 1.5 dB and an attenuation rate of 3 dB/second.

Each subject’s one-third-octave-band noise~1/3 OBN!
thresholds were obtained for each center frequency while he
or she wore the circumaural earphones without the earplugs
~open-ear 1/3-OBN thresholds! and with the earplugs
~closed-ear 1/3-OBN thresholds! using the Fitcheck auto-
mated threshold-tracing procedure, which was controlled by
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the software. This was done by having the subject continu-
ously press the response switch whenever the 1/3-OBN test
signal was audible and release the switch whenever the sig-
nal was inaudible. For each 1/3-OBN test signal, eight
threshold reversals~four peaks and four valleys! were ob-
tained. The subject’s threshold for each 1/3-OBN test signal
was calculated automatically by the software as the midpoint
between the average of the peaks and the average of the
valleys, with the first two reversals ignored.

The output of the Fitcheck measurement system was
calibrated by adjusting its variable attenuator to an arbitrary
level at each 1/3-OBN center frequency, and measuring the
output voltage at the earphone terminals~with the earphones
in line! using a Hewlett-Packard 400GL voltmeter. The out-
put voltage remained stable~61.3 dB! throughout data col-
lection.

3. Occlusion effect

Pure-tone bone-conduction thresholds~BCTs! at fre-
quencies of 0.25, 0.5, and 1 kHz were obtained for each
subject. The BCTs were measured using forehead placement
of a Radioear B-71 bone vibrator. The pure tones were gen-
erated by the audiometer@Madsen, OB 822# and directed to a
20-dB fixed-pad attenuator in the test booth and then to the
bone vibrator. The bone vibrator was fitted in the center of
each subject’s forehead and held in place with a headband
adjusted to produce.300 grams of force as measured by a
strain gauge@Abbott, 4580#.

The output of the bone vibrator was calibrated by setting
the audiometer output to an arbitrary level at each test fre-
quency, and measuring the output voltage at the terminal of
the bone vibrator~with the bone vibrator in line! using a
Hewlett-Packard 400 GL voltmeter. The output voltage re-
mained stable~60.7 dB! throughout data collection.

During the test session, BCTs were measured in several
conditions: with no earplugs or earphones worn, with the
earphones only, with the earplugs only, and with the earplugs
and earphones worn. This was done to determine the magni-
tude of the occlusion effect due to the earphones alone, the
earplugs alone, the earplugs and earphones together, and the
earplugs and earphones relative to the earphone-only condi-
tion. Of particular interest was the latter measurement. Since
the subjects were wearing earphones in the control condition
and earplugs and earphones in the experimental condition,
the difference between the BCTs at each test frequency in
these two conditions represented the magnitude of the occlu-
sion effect experienced by the subjects when they wore ear-
plugs relative to the control condition.

D. Procedure

Sixteen subjects were tested with the foam earplugs and
16 subjects were tested with the flange earplugs. Within each
earplug group~foam or flange!, speech measurements were
obtained for eight subjects~four males, four females! first
while wearing the earplugs and then without the earplugs.
The other eight subjects~four males, four females! were
tested first without the earplugs and then while wearing the
earplugs. Each subject received a randomized order for the

12 reading passages, a randomized order for the six noise
conditions~quiet, 60, 70, 80, 90, and 100 dB SPL! for testing
with the earplugs, and a different randomized order for the
six noise conditions for testing without the earplugs. Prior to
the start of each subject’s test session, the subject was seated
in the test booth and the microphone of the SLM was ad-
justed to be level with and 1 m away from his or her mouth
at 0° azimuth. The face of the microphone was positioned at
90° relative to the subject’s lips so that his or her voice
reached the microphone with a grazing incidence.

The procedures carried out during data collection are
described below. The order in which they are listed corre-
sponds to the order of procedures for the 16 subjects who
were tested first with no earplugs, then with earplugs.

~1! Without earplugs, speech in quiet and in five levels of
pink noise: The subject was required to read several of
the speech passages while different levels of noise~60,
70, 80, 90, or 100 dB SPL!, or quiet, were presented
over the circumaural earphones. One noise level or quiet
was presented per passage. The subject was instructed to
read each passage in such a way that a conversation part-
ner listening in noise at the same level would be able to
understand what was said. Further, the subject was in-
structed to read continuously until told to stop, even if he
or she made a mistake or had to begin reading the pas-
sage again. Once told to stop, the subject was instructed
to turn to the next reading passage and wait for the next
noise level to be presented. The subject was allowed to
look over each new passage and, if necessary, take a
drink of water before continuing.
For each speech passage, the investigator adjusted the
audiometer to provide the appropriate level of pink
noise, or quiet, according to the randomized order for
that subject. As soon as the subject began reading each
passage, the SLM was activated to record his or her
overall and one-third-octave-band speech levels for a pe-
riod of 45 s. This procedure was repeated until all of the
noise level conditions were completed.

~2! Open-ear 1/3-OBN thresholds: The subject’s binaural
open-ear 1/3-OBN thresholds were measured with the
Fitcheck system at the center frequencies of 0.25, 0.5, 1,
2, and 4 kHz, in ascending order by frequency.

~3! Insertion of the earplugs: Following a demonstration by
the investigator, the subject inserted the earplugs. If the
earplugs appeared to be poorly inserted~e.g., most of the
earplug was visible outside the ear canal!, the investiga-
tor asked the subject to remove and reinsert them.

~4! With earplugs, speech in quiet and in five levels of pink
noise: The instructions for reading the speech passages
were repeated. The speech measurements were obtained
in quiet and in noise levels of 60, 70, 80, 90, and 100 dB,
with the subject wearing the earplugs in addition to the
circumaural earphones.

~5! Closed-ear 1/3-OBN thresholds: The subject’s closed-ear
1/3-OBN thresholds were obtained with the Fitcheck
system.

~6! BCTs: The subject’s BCTs were measured at 1, 0.5, and
0.25 kHz, in descending order by frequency. Threshold
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at each test frequency was defined as the mean of four
ascending thresholds using a 2-dB step. The BCTs were
measured in four conditions: while wearing both the cir-
cumaural earphones and earplugs, while wearing the ear-
plugs without the earphones, while wearing neither the
earplugs nor the earphones, and while wearing the ear-
phones only.

The order of procedures was reversed for the 16 subjects
who were tested first with earplugs, then without earplugs,
except that this group of subjects inserted the earplugs half-
way through the first procedure~i.e., step 6!.

1. Dependent measures

Three types of dependent measures were obtained or
calculated for each talker in each background noise level and
in each ear condition~with versus without earplugs!. These
included~1! two measures of speech level;~2! one measure
that described the speech spectrum; and~3! one measure of
predicted intelligibility.

The first measure of speech level was the overall speech
level ~in dB SPL!. The second was the speech-to-noise ratio
~SNR; in dB!. The SNR was defined as the overall speech
level minus the overall noise level presented to the subject.
Since the speech and the noise were measured under differ-
ent conditions~i.e., the speech was measured in the sound
field, and the noise was measured in an IEC 318 artificial
ear!, the difference between the two is not, strictly speaking,
a true SNR. However, due to the necessity of measuring the
speech without contamination by the background noise, the
SNR was calculated in this way.

The measure that described the speech spectrum was the
spectral center of gravity~SCoG; in Hz!. This was defined as
the center frequency of the one-third-octave-band between
0.16 and 8 kHz, inclusive, containing the frequency above
and below which there were equal amounts of power in the
speech signal. The SCoG was determined by successively
adding the power in each consecutive one-third-octave-
band, in order of increasing center frequency, and then
choosing the one-third octave band whose addition caused
the running sum to first exceed one-half of the total power in
the signal. Last, the SII was calculated assuming a hypotheti-
cal listener with open ears~i.e., without HPDs! and normal
hearing threshold levels, and using the one-third-octave-band
procedure and the frequency importance function for con-
tinuous discourse described in ANSI S3.5-1997. In essence,
an SNR was calculated in each one-third-octave-band and
then weighted by the frequency importance function for con-
tinuous discourse. These weighted SNRs were summed to
produce a number giving the proportion of speech informa-
tion available to a hypothetical listener. The SII ranges from
a minimum of 0.0 to a maximum of 1.0.

III. RESULTS

Three separate analyses were conducted on the data. The
first analysis was done to examine the differences between
the ear conditions~with versus without earplugs!. For this
analysis, the data were collapsed over earplug type~foam
and flange!. A four-way mixed-factors ANOVA was con-

ducted on each dependent measure, with background noise
level and ear condition as within-subjects factors, and testing
order and sex as between-subjects factors. The Huynh–Feldt
epsilon was used to correct the probabilities for the main
effect of background noise level and its interaction with ear
condition, due to the violation of the sphericity assumption
~Huynh and Feldt, 1976!.

The second analysis examined the differences between
the earplug groups~foam versus flange!. Using only the data
obtained when the earplugs were worn, a four-way mixed-
factors ANOVA was conducted on each dependent measure,
with background noise level as the within-subjects factor,
and earplug group, testing order, and sex as the between-
subjects factors. As before and where applicable, the prob-
abilities were corrected for the violation of sphericity using
the Huynh–Feldt epsilon.

The third analysis was conducted to ensure that the two
earplug groups were similar with respect to the dependent
measures when the earplugs were not worn. For each depen-
dent measure, a four-way mixed-factors ANOVA was con-
ducted on the data obtained in the open-ear condition. For
each ANOVA, the main effect of earplug group and all of its
interactions were nonsignificant (p.0.05). Thus, any differ-
ences between the earplug groups when the earplugs were
worn could be attributed to the earplug type.

A. Overall speech level and SNR

Figures 1 and 2 illustrate the mean overall speech levels
and SNRs, respectively, and their standard errors, for the
talkers with and without earplugs in quiet~overall speech
level only! and in each background noise level. In quiet, the
mean overall speech levels were very similar between ear
conditions~67.5 dB SPL without earplugs versus 66.6 and
67.2 dB SPL for the foam and flange earplug groups, respec-
tively!. In the presence of background noise, the talkers
raised the level of their voices. However, the increase in the
overall speech level did not match the increase in the back-
ground noise level. That is, although the background noise
level increased 40 dB from 60 to 100 dB SPL, the overall

FIG. 1. Mean overall speech levels~in dB SPL! and standard errors as a
function of noise level, with open ears and with foam and flange earplugs.
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speech level only increased by 5 to 13 dB, depending on the
ear condition. Therefore, the SNR decreased as the back-
ground noise level increased.

When the talkers wore earplugs, the mean overall speech
level and SNR were consistently lower in each background
noise level compared with the open-ear condition. In fact, the
mean differences in both the overall speech levels and the
SNRs between the two ear conditions increased from 4 to 11
dB as the background noise level increased from 60 to 100
dB. In background noise at 100 dB SPL, the overall speech
levels were 84.4 dB for the talkers with open ears, and 71.9
and 74.3 dB for the foam and flange earplug groups, respec-
tively. The corresponding SNRs were215.6, 228.1, and
225.7 dB.

For the first analysis on the overall speech level~with
versus without earplugs!, the main effects of background
noise level and ear condition, and their interaction, were sta-
tistically significant @noise level: F(5,140)5326.517, p
,0.001; ear condition:F(1,28)5226.956,p,0.001; inter-
action:F(5,140)5106.826,p,0.001]. In addition, the inter-
action of background noise level and testing order was sig-
nificant @F(5,140)54.327, p50.015]. For the second
analysis~foam versus flange earplug groups!, the main ef-
fects of background noise level and earplug group, and their
interaction, were significant @noise level: F(5,120)
5119.726, p,0.001; earplug group:F(1,24)510.757, p
50.003; interaction:F(5,120)54.389, p50.008]. The in-
teraction of background noise level and testing order was
also significant@F(5,120)57.398,p,0.001].

Similarly, for the first analysis on the SNR, the main
effects of background noise level and ear condition, and their
interaction, were significant @noise level: F(4,112)
53041.646,p,0.001; ear condition:F(1,28)54965.188,
p,0.001; interaction:F(4,112)560.568, p,0.001]. Fur-
ther, the three-way interaction of background noise level, ear
condition, and sex was significant@F(4,112)52.776, p
50.034]. For the second analysis, the main effects of back-
ground noise level and earplug group, and their interaction,
were significant @noise level: F(4,96)53478.527, p
,0.001; earplug group:F(1,24)511.620,p50.002; inter-

action:F(4,96)53.642,p50.023]. In addition, the interac-
tion of background noise level and testing order was signifi-
cant @F(4,96)55.487,p50.003].

These results indicate that the level of a talker’s voice
~and consequently the SNR! is significantly lower on average
when earplugs are worn in the presence of background noise
compared with an open-ear condition. In addition, the foam
earplug group had slightly lower overall speech levels and
SNRs than the flange earplug group. However, it should be
noted that the increases in overall speech level in the pres-
ence of background noise were not sufficient to maintain a
favorable SNR either with or without earplugs.

B. Spectral center of gravity

Figure 3 illustrates the mean frequencies of the spectral
center of gravity~SCoG! and their standard errors, for the
talkers with and without earplugs, in quiet and in each back-
ground noise level. In quiet, the SCoGs were very similar
between ear conditions~475 Hz for the talkers without ear-
plugs versus 414 and 491 Hz for the talkers with foam and
flange earplugs, respectively!. In the presence of background
noise, the SCoG increased in frequency. However, the fre-
quency of the SCoG was consistently lower in each back-
ground noise level when the talkers wore earplugs. The dif-
ferences between the two ear conditions increased as the
noise level increased. In background noise at 100 dB SPL,
the mean SCoGs were 972 Hz for the talkers without ear-
plugs and 624 and 756 Hz for the talkers with foam and
flange earplugs, respectively.

The effect on the frequency spectrum of an increase in
the SCoG is shown more clearly in Fig. 4, which illustrates
the one-third-octave-band speech spectra for~A! men and
~B! women, respectively, in quiet and in background noise at
100 dB SPL, with and without earplugs. Inspection of Figs.
4~A! and ~B! reveals that the speech spectra in quiet were
very similar in level and shape between ear conditions. In
background noise at 100 dB SPL, the speech spectra changed
in both level and shape, reflecting the increase in the overall
speech level as well as the shift of speech energy to the

FIG. 2. Mean SNRs~in dB! and standard errors as a function of noise level,
with open ears and with foam and flange earplugs.

FIG. 3. Mean spectral centers of gravity~in Hz! and standard errors as a
function of noise level, with open ears and with foam and flange earplugs.
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higher frequencies. However, these changes were very dif-
ferent in magnitude between the ear conditions. For both
men and women, the average speech spectrum of the talkers
without earplugs was higher in level and showed a greater
shift of energy to the higher frequencies than the average
speech spectrum obtained when the talkers wore earplugs.

In general, women had more high-frequency energy in
their speech than men. For example, the SCoGs in quiet,
without earplugs, were 520 Hz for the women and 430 Hz
for the men. In background noise at 100 dB SPL, without
earplugs, the corresponding SCoGs were 1200 and 743 Hz.
This finding was not unexpected, given that women have
generally higher fundamental and formant frequencies than
men.

For the first data analysis~with versus without earplugs!,
the main effects on the SCoG of background noise level and
ear condition, and their interaction, were significant@noise
level: F(5,140)573.438,p,0.001; ear condition:F(1,28)
564.652, p,0.001; interaction: F(5,140)59.407, p
,0.001]. The main effect of sex and its interaction with

background noise level were also significant@sex: F(1,28)
551.221, p,0.001; interaction: F(5,140)511.156, p
,0.001]. For the second analysis~foam versus flange ear-
plug groups!, the main effects of background noise level and
earplug group were significant@noise level: F(5,120)
533.853, p,0.001; earplug group:F(1,24)517.866, p
,0.001]. In addition, the main effect of sex, its two-way
interaction with background noise level, and its three-way
interaction with background noise level and earplug group
were significant@F(1,24)544.994,p,0.001; two-way in-
teraction: F(5,120)56.006, p,0.001; three-way interac-
tion: F(5,120)52.370,p50.043]. The two-way interaction
of background noise level and testing order was also signifi-
cant @F(5,120)54.746,p50.001].

These results indicate that the talkers produced relatively
more high-frequency energy in their speech as the back-
ground noise level increased. However, the increase in high-
frequency energy was not as pronounced when the talkers
wore earplugs, particularly for the foam earplug group. In

FIG. 4. The one-third-octave-band speech spectra of
~A! male and~B! female talkers with and without ear-
plugs in quiet and in background noise at 100 dB SPL.
The parameter is background noise level.
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quiet and in background noise, women produced more high-
frequency energy in their speech than men.

C. Speech Intelligibility Index „SII…

Figure 5 shows the mean SII values and standard errors
for the talkers with and without earplugs, in quiet and in each
background noise level. In quiet, the talkers achieved a mean
SII of 1.00 both with and without earplugs~0.99 and 1.00 for
the talkers in the foam and flange earplug groups, respec-
tively!. The SII decreased to nearly zero in the higher back-
ground noise levels both with and without earplugs. In the
background noise levels of 60, 70, 80, and 90 dB, the SII
was consistently lower when the talkers wore earplugs.

Because the SII data were less variable at each end of
their range than in the middle, an arcsin transformation was
applied before the analyses were conducted. For the first
analysis~with versus without earplugs!, the main effects of
background noise level and ear condition, and their interac-
tion, were significant@noise level:F(5,140)52546.759,p
,0.001; ear condition:F(1,28)5212.351,p,0.001; inter-
action: F(5,140)591.338,p,0.001]. In addition, the two-
way interaction of background noise level and sex was sig-
nificant @F(5,140)53.966; p50.002], as well as the three-
way interaction of background noise level, ear condition, and
testing order@F(5,140)52.776, p50.029]. For the second
analysis~foam versus flange earplug groups!, the main ef-
fects of background noise level and earplug group were sig-
nificant @noise level:F(5,120)51945.291,p,0.001; ear-
plug group: F(1,24)510.690, p50.003]. The two-way
interactions of background noise level with testing order and
with sex were also significant@noise level and testing order:
F(5,120)53.822, p50.004; noise level and sex:F(5,120)
53.626,p50.006].

These results indicate that less and less speech informa-
tion was available from the talkers as the background noise
level increased. Further, when the talkers wore earplugs, the
amount of available speech information was reduced relative
to the open-ear condition, particularly in moderate to high

background noise levels~60 to 90 dB SPL!. The SII was
consistently lower in each background noise level for the
foam earplug group compared with the flange earplug group,
particularly in moderate background noise levels~60 to 80
dB SPL!.

The differences in the SII values between the ear condi-
tions and between the earplug groups were smaller in the
higher background noise levels than in the more moderate
background noise levels. This occurred because in the calcu-
lation of the SII, it is assumed that no speech information is
received by a listener in a particular frequency band if the
SNR in that band is less than215 dB. Thus, in the higher
background noise levels, where the SNRs were extremely
poor, the differences between the groups were effectively
ignored.

D. Attenuation and occlusion effect

Figure 6 shows the mean attenuation values and their
standard errors at each one-third-octave-band center fre-
quency for the two earplug types. The mean attenuation char-
acteristics of the two earplug types were typical of passive
insert-type HPDs, with greater attenuation of the higher fre-
quencies~.2 kHz! than of the lower frequencies~,1 kHz!.
Also shown in the figure is the mean Personal Attenuation
Rating ~PAR; Michael, 1999! of each earplug type and the
associated standard errors. The PAR is a single-number rat-
ing of the attenuation of HPDs similar in derivation to the
Noise Reduction Rating~NRR!. The mean PARs were 22.7
dB for the flange earplugs and 29.8 dB for the foam earplugs.
~The published NRRs for these earplugs are 27 and 29 dB,
respectively.!

Collapsed over earplug type, the mean values of the oc-
clusion effect experienced by the subjects when they wore
earplugs relative to the control~earphone-only! condition at
0.25, 0.5, and 1 kHz were 2.8, 7.4, and 4.6 dB, respectively.1

The magnitude of the occlusion effect was similar between
the two earplug types~<1.5-dB mean difference at each test
frequency!.

FIG. 5. Mean Speech Intelligibility Index values and standard errors as a
function of noise level, with open ears and with foam and flange earplugs.
Note that the three symbols overlap in the ‘‘quiet’’ condition.

FIG. 6. Mean attenuation values~in dB! and standard errors as a function of
one-third octave-band center frequency for the foam and flange earplugs.
The mean PAR is also shown for each earplug type.
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IV. DISCUSSION

A. The effects of wearing earplugs on speech
production

Speech communication is a two-way process involving a
talker and a listener. To understand how HPDs affect that
process, it is important to assess their effects on both the
talker and the listener. However, much of the research to date
on the effects of HPDs on speech communication has fo-
cused on the listener. These studies have generally involved a
comparison of the ability to understand speech in a back-
ground of noise with open ears and with ears occluded by
HPDs. In contrast, the purpose of this study was to assess the
effects of HPDs on speech production,viz., the overall level
and spectral characteristics of speech. Several speech mea-
sures were obtained for talkers with and without earplugs in
quiet and in a background of pink noise presented at several
levels.

In quiet, occluding the talkers’ ear canals with earplugs
resulted in a slight decrease of 0.6 dB in the mean overall
speech level. Navarro~1996! reported a similar decrease of
0.7 dB for talkers wearing EAR foam earplugs in quiet.
These two findings suggest that talkers do not significantly
alter the level of their voices when they wear earplugs in
quiet. This conclusion contrasts with that reached by Kryter
~1946! and Casaliet al. ~1987!, who reported that talkers
raise the level of their voices by approximately 4 dB when
they wear HPDs in quiet. It is possible that, for the talkers in
this study@and perhaps the Navarro~1996! study#, the effects
of the attenuation of the air-conduction component and the
enhancement of the bone-conduction component of their
speech offset one another. This may have occurred if the
earplugs provided an acoustic seal but were not deeply
inserted.2

In the presence of background noise, the talkers raised
the level of their voices. However, depending on the noise
level, the mean overall speech levels of the talkers in back-
ground noise were 4 to 11 dB lower when they wore earplugs
compared with the open-ear condition. These differences
were generally larger than the differences of 1 to 6 dB re-
ported in previous research~Kryter, 1946; Howell and Mar-
tin, 1975; Martinet al., 1976; Hormannet al., 1984; Casali
et al., 1987!. The variation across studies may be due to
different amounts of HPD attenuation, different test room
conditions ~e.g., reverberant vs anechoic!, and different
methods of measuring the speech level. Differences in the
background noises presented to talkers may have also af-
fected the speech levels. Casaliet al. ~1987! showed that
talkers wearing earmuffs in background noise having a high-
frequency bias produced lower speech levels than talkers in
background noise having a low-frequency bias. This may
have occurred because the earmuffs attenuated the high-
frequency noise to a greater extent than the low-frequency
noise, and/or because the high-frequency noise provided less
masking of the speech signal. The pink noise used in this
study likely resulted in speech measures more representative
of an environment with low-frequency, steady-state noise
than other kinds of noise~e.g., intermittent noise or noise
with a high-frequency emphasis!. Despite the methodologi-

cal variations, the talkers in this and previous studies reliably
lowered the level of their voices while wearing HPDs in
noise, although the magnitude of the effect varied across
studies.

As the background noise level increased, the amount of
high-frequency energy in the talkers’ speech increased, as
evidenced by the upward shift in the SCoG. This spectral
change is consistent with previous research on speech pro-
duced in noise~Webster and Klumpp, 1962; Summerset al.,
1988; Junqua, 1993; Tartteret al., 1993; Pittman and Wiley,
2001! and speech produced with greater vocal effort in quiet
~Lazarus, 1990; Traunmu¨ller and Eriksson, 2000!. Further,
the SCoGs of the male talkers were lower in frequency than
those of the female talkers in quiet and in each background
noise level, both with and without earplugs. This finding was
expected, given that men produce more low-frequency
speech energy on average due to their lower fundamental
frequencies. No other consistent differences between men
and women were found for any other speech measure. When
the talkers wore earplugs, the mean SCoG decreased in fre-
quency by 147 to 327 Hz compared with the open-ear con-
dition, depending on the background noise level. Thus, in a
given background noise level, the talkers produced less high-
frequency speech energy when they wore earplugs.

In general, the increase in high-frequency energy that
occurs when speech is produced in a background of noise
may be beneficial for~normal-hearing! listeners. Several in-
vestigators have found that speech produced in noise is more
intelligible than speech produced in quiet, when both types
of speech are mixed with noise at the same SNR~Dreher and
O’Neill, 1957; Summerset al., 1988; Pittman and Wiley,
2001!. Apparently, the changes that occur in the frequency
spectrum serve to increase the intelligibility of speech pro-
duced in noise relative to speech produced in quiet, when
level and SNR are controlled. Thus, talkers wearing earplugs
~and consequently their listeners! may be at an additional
disadvantage, since the shift of speech energy to the higher
frequencies is not as pronounced for them.

Although the talkers in this study raised the level of their
voices and produced more high-frequency speech energy in
background noise, any benefit to intelligibility that might
have occurred as a result of these changes was more than
offset by the decrease in the SNR. This conclusion is sup-
ported by the marked decrease in the SII as the background
noise level increased. Further, these effects were even more
pronounced when the talkers wore earplugs. Since the SNR
and SII are important predictors of intelligibility~Bradley,
1986!, these data suggest that the intelligibility of the talkers
would decrease as the background noise level increased, and
that intelligibility would be further compromised when the
talkers wore earplugs. Indeed, previous research has shown
that talkers wearing HPDs are less intelligible in noise than
talkers without HPDs~Kryter, 1946; Howell and Martin,
1975; Martinet al., 1976!.

Despite the differences in the speech spectra between
talkers with and without earplugs in the same background
noise level, the shape of a talker’s speech spectrum does not
appear to depend on whether the talker is wearing earplugs,
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but on the level of the talker’s voice. As an illustration, the
talkers without earplugs in background noise at 70 dB SPL
and the talkers with earplugs in background noise at 100 dB
SPL had overall speech levels of 73.8 and 73.1 dB SPL,
respectively, and corresponding SCoGs of 675 and 690 Hz.
These measures were similar despite the fact that they were
obtained in different ear conditions. Previously, Martinet al.
~1976! found no differences in the octave-band speech spec-
tra of talkers with and without HPDs~V51-R earplugs and
Amplivox Sonogard earmuffs!. These data suggest that ear-
plug attenuation and the occlusion effect, in and of them-
selves, do not cause a talker to alter his or her speech spec-
trum. Instead, the changes in the speech spectrum are driven
by the changes in the overall level of the talker’s voice.

Thus, talkers with and without earplugs should be
equally intelligible in background noise, provided their over-
all speech levels are the same. Unfortunately, the desired
effect of wearing earplugs, the attenuation of ambient noise,
creates an undesirable effect, the reduction of overall speech
levels. This lowers the SNR and reduces the potentially ben-
eficial changes in spectral shape that occur with an increase
in the overall speech level. As a result, talkers wearing ear-
plugs in background noise provide less speech information to
listeners than talkers without earplugs.

Small but consistent differences in the speech measures
were observed between the earplug groups. The mean overall
speech levels, SNRs, SCoGs, and SII values of the foam
earplug group were slightly lower than those of the flange
earplug group. These data suggest that, within the constraints
of this study, talkers wearing foam earplugs may be slightly
less intelligible than talkers wearing flange earplugs. How-
ever, the small differences between the earplug groups in this
study would probably be of little or no consequence in a
real-world setting, in which many other variables impact the
communication process.

Although it was not a significant main effect in any of
the analyses that were conducted, the factor of testing order
appeared in a small number of significant interactions with
the factor of background noise level. Because its appearance
was not consistent across dependent measures, and because
the pattern of each dependent measure across background
noise levels was very similar for both testing orders, it did
not affect the interpretation of the results. The interactions
involving the factor of sex for the SII were unexpected.
However, the largest differences between the SII values for
men and women, which occurred in the background noise
levels of 60, 70, and 80 dB, were on the order of several
hundredths and thus are not predictive of substantial differ-
ences in intelligibility between men and women. The signifi-
cant main effect of sex and its interactions for the SCoG
were expected due to the inherent differences in the speech
spectra of men and women.

The relationship between the attenuation and occlusion
effect caused by HPDs on the one hand, and speech produc-
tion on the other, is often mentioned in passing in the litera-
ture. In order to examine this relationship more thoroughly,
the speech measurements were reanalyzed with attenuation
and occlusion effect included as covariates. If, after the ef-
fects of attenuation and occlusion were removed, the main

effect of ear condition, its interaction with background noise
level, or both were no longer significant, this indicated that
one or both of the covariates accounted for the differences in
the dependent measures between the ear conditions. In that
case, follow-up ANOVAs were then conducted with each
covariate separately. This reanalysis revealed that the combi-
nation of the earplug attenuation and occlusion effect medi-
ated the differences in the overall speech levels, SNRs, and
SII values between the ear conditions. Earplug attenuation
alone mediated the differences in the SCoG between the ear
conditions. However, these results do not imply a causal re-
lationship. Instead, it is reasonable to assume that the earplug
attenuation and the occlusion effect changed the talkers’ per-
ception of the ambient noise level, and perhaps the loudness
of their own voices relative to the ambient noise level. As a
result, the talkers adjusted the level of their voices, which in
turn drove the differences in the SNR, SCoG, and SII be-
tween the ear conditions.

Previously, it was shown that the mean overall speech
levels, SNRs, SCoGs, and SII values of the talkers wearing
foam earplugs were slightly lower than those of the talkers
wearing flange earplugs. It is tempting to ascribe these dif-
ferences to the greater attenuation provided on average by
the foam earplugs. However, a similar reanalysis of the data
between the earplug groups revealed that neither the earplug
attenuation nor the occlusion effect accounted for the differ-
ences in any of the speech measures between the foam and
flange earplug groups. It is not clear whether other factors
were responsible for the differences in the speech measures
between the earplug groups, or if perhaps the PAR was not a
sensitive enough measure to account for the differences. Fur-
ther research is necessary to evaluate the effects of attenua-
tion and the occlusion effect on the overall level of talkers’
speech when HPDs are worn.

B. Communication in the workplace

Communicating in a noisy environment can be frustrat-
ing even for people with normal hearing who are not wearing
HPDs. One of the greatest challenges in hearing conservation
is to protect workers’ hearing without further impacting their
ability to communicate. Unfortunately, these two goals
sometimes appear to be at odds.

The results of this study suggest that talkers wearing
earplugs alter their speech in ways that are deleterious to
intelligibility. However, several variables in addition to those
manipulated in this study may also contribute to the success
or failure of speech communication in a given situation. For
this reason, several caveats should be kept in mind. First, the
SII was calculated under the assumption that potential listen-
ers would have normal hearing and would not be wearing
HPDs. In a noisy work environment, listeners may have
noise-induced hearing loss and/or may wear HPDs. The
combined effects of cochlear distortion and audibility loss in
a listener would probably further reduce the intelligibility of
the talker. Second, the contributions of talker motivation,
feedback from a conversation partner, and visual and contex-
tual cues, were not assessed in this study. However, these
factors would probably improve the intelligibility of talkers
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in a real-world setting. Third, the speech measures obtained
from talkers producing connected speech while wearing
foam or flange earplugs may not be generalizable to studies
using other types of speech, such as single words or short
phrases, or to other types of HPDs, such as earmuffs or flat-
attenuation earplugs. In addition, the speech measures may
have been affected by the characteristics of the background
noise presented to the talkers, the size and absorptive char-
acteristics of the test room, and the talker–listener distance
implied by the distance of the microphone from the talker.
Further research is necessary to evaluate the effects of these
additional variables on speech production. Therefore, in gen-
eralizing the results of this study to the real world, the speech
measures are best viewed in terms of the trends they reveal
across background noise levels and ear conditions, not in
terms of their absolute values.

A thorough assessment of communication problems in
the workplace should consider not only the listener, but also
the talker. One way to improve workplace communication
may be to train workers to raise their voices when wearing
HPDs. However, because changes in one’s speech level oc-
cur unconsciously in response to changes in the perceived
ambient noise level, this would be very difficult~Casali
et al., 1987!. HPDs that provide different attenuation charac-
teristics may offer another solution. For example, in environ-
ments with sufficiently low noise levels, the use of HPDs
having minimal attenuation may induce talkers to raise their
voices while also eliminating the need to remove the HPDs
to hear what others are saying. More generally, a research
strategy that combines qualitative and quantitative method-
ologies may be the best way to pinpoint and evaluate work-
place communication problems. Examining the conditions in
particular work environments~e.g., noise characteristics,
HPD types, talker–listener distance, available visual cues,
etc.! could lead to the development of unique strategies for
improving communication in these settings.

V. CONCLUSIONS

In quiet, the talkers’ mean overall speech levels, SCoGs,
and SII values were very similar with and without earplugs.
In the presence of background noise, talkers automatically
raised the level of their voices, as expected. Further, the rela-
tive amount of high-frequency energy in their speech in-
creased, as evidenced by the upward shift of the SCoG.
However, the mean SNR and SII decreased markedly, indi-
cating that less and less speech information was available to
a potential listener as the background noise level increased.
These trends occurred regardless of whether or not the talk-
ers were wearing earplugs, and are consistent with previous
research on the effects of noise on speech production and
intelligibility.

Although the trends in the speech measures were similar
with and without earplugs, the differences that were ob-
served would be of potential significance for communication.
The overall speech levels and SNRs were 4 to 11 dB lower
when the talkers wore earplugs, compared with the open-ear
condition. In addition, the upward shift of the SCoG was
much smaller. Finally, in moderate to high background noise
levels~60 to 90 dB SPL!, less speech information was avail-

able from the talkers when they wore earplugs, as quantified
by the SII. The differences that were observed in the speech
measures between the foam and flange earplug groups were
statistically significant, but small in magnitude and probably
of little real-world significance. No consistent differences in
the speech measures were noted between men and women
with the exception of the SCoG.

The results of the study indicate that talkers wearing
earplugs~and consequently their listeners! are at a disadvan-
tage when communicating in noise. The challenge to hearing
conservationists is to reconcile the twin goals of protecting
workers’ hearing and preserving their ability to communi-
cate.
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1The mean values of the occlusion effect created by the earphones at 0.25,
0.5, and 1 kHz were 20.2, 4.2, and 2.1 dB, respectively. At the same test
frequencies, the mean values of the occlusion effect created when the ear-
plugs were worn without the earphones were 22, 10.8, and 6.9 dB, respec-
tively ~collapsed over earplug type!. When both earplugs and earphones
were worn, the mean values of the occlusion effect were 23.2, 11.8, and 6.6
dB, respectively. The occlusion effect created by wearing both earphones
and earplugs was similar in magnitude to the occlusion effect created by the
earplugs alone. Each of the occlusion effects mentioned above was calcu-
lated relative to a completely unoccluded ear canal, with no earplugs or
earphones worn. However, the occlusion effect of interest here was that
created by wearing the earphones and earplugs together relative to the
earphone-only condition. These values, reported in the text, were obtained
by subtracting, at each test frequency, the BCT with earplugs and earphones
from the BCT with earphones only. Alternatively, these values could be
obtained by subtracting, at each test frequency, the occlusion effect due to
the earphones alone from the occlusion effect due to wearing the earplugs
and earphones~with very minor corrections for rounding errors!. Additional
measurements of the talkers’ speech in quiet were made to assess the im-
pact of the occlusion effect due to the earphones themselves on the overall
speech levels. These measurements were made while the talkers wore nei-
ther the earplugs nor the earphones, and while they wore the earplugs
without the earphones. The mean overall speech level when neither ear-
plugs nor earphones were worn was 66.4 dB, compared with a mean overall
speech level of 67.5 when earphones only were worn. When the earplugs
were worn, the mean overall speech levels were 66.9 and 67.0 dB with and
without earphones, respectively. The fact that the talkers were wearing
earphones during the test session appears to have had minimal to no impact
on their overall speech levels.

2This explanation was suggested by Elliott Berger, E-A-R/Aearo Company,
Indianapolis, IN.
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Based on two well-known auditory models, it is investigated whether the squared error between an
original signal and a phase-distorted signal is a perceptually relevant measure for distortions in the
Fourier phase spectrum of periodic signals obtained from speech. Both the performance of phase
vector quantizers and the direct relationship between the squared error and two perceptual distortion
measures are studied. The results indicate that for small values the squared error correlates well to
the perceptual measures. However, for large errors, an increase in squared error does not, on
average, lead to an increase in the perceptual measures. Empirical rate-perceptual distortion curves
and listening tests confirm that, for low to medium codebook sizes, the average perceived distortion
does not decrease with increasing codebook size when the squared error is used as encoding
criterion. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1594190#

PACS numbers: 43.72.Gy, 43.66.Nm, 43.71.Es@DOS#

I. INTRODUCTION

This article addresses issues related to the encoding of
the Fourier phase spectrum of periodic signals obtained from
speech. In particular, the objective is to

~i! Specify how well squared errors predict perceived
distortion caused by phase modifications.

~ii ! Evaluate and explain the perceptual performance of
phase vector quantizers described in the literature,
e.g., Gottesman~1999!; Jiang and Cuperman~1995!;
Thomson~1988!.

For a discrete time signals@n#, the Fourier coefficients
describing a short-time Fourier spectrum at framev are

Sv~v!5 (
n52`

`

u@n2vn0#s@n#e2 j vn, ~1!

where u@n# is a window, andn0 is the frame advance in
samples. Equation~1! is commonly referred to as the short-
time Fourier transform~STFT!. In the present context, a rect-
angular window with a support ofN samples is used, where
N coincides with the pitch period of the signal. The ampli-
tude spectrumav(v) and the phase spectrumfv(v) are de-
fined by the relationSv(v)5av(v)ej fv(v). The phase
fv(v) can be split into linear phase and dispersion phase
~Gottesman, 1999; Jiang and Cuperman, 1995!. Linear phase
represents the circular shift of a signal segment with respect
to a reference, and dispersion phase is what remains after
subtracting the linear phase. For a periodic signal linear
phase corresponds to the window position, while dispersion
phase is independent of the window position.

For nearly periodic signals, such as voiced speech, the
Fourier domain provides a sparse representation since rela-

tively few coefficients,Sv(v), are needed to describe the
periodic component. As a result, it is common to use a se-
quence of short-time Fourier spectra as a basis for encoding
speech and audio signals. Such a Fourier spectrum-based
representation is used in, e.g., sinusoidal coders~McAulay
and Quatieri, 1986b; Quatieri and McAulay, 1986!, wave-
form interpolation~WI! coders~Burnett and Bradley, 1995;
Jiang and Cuperman, 1995; Kleijn and Haagen, 1995!, and
audio coders~Purnhagen, 1999; Purnhagen and Meine,
2000!. For STFTs with a window size of one pitch period the
amplitude spectrum is generally considered to be perceptu-
ally more important than the phase spectrum~Kim, 2001; Ma
and O’Shaughnessy, 1994; Moriya and Honda, 1986; Plomp
and Steeneken, 1969!.

Research on the perceptual relevance of the Fourier
phase spectrum started in the 19th century. The first refer-
ence usually named is von Helmholtz~1859!. In their histori-
cal review Plomp and Steeneken~1969! argue that the equip-
ment used in early experiments, e.g., Hermann~1894!;
König ~1881!; Lindig ~1903! was not sufficiently precise to
study phase. Chapin and Firestone~1934! among others as-
sociate the audibility of phase distortions with nonlinear
overtone effects in the auditory system. Later experiments,
e.g., Goldstein~1967!; Licklider ~1957!; Maths and Miller
~1947!; Patterson~1987!; Plomp and Steeneken~1969!, leave
little doubt that the auditory system is sensitive to phase
itself.

From their comprehensive investigation to quantify the
effects of phase distortion on the timbre of periodic complex
signals, Plomp and Steeneken~1969! conclude that low-pitch
signals suffer more from phase distortion than high-pitch sig-
nals, that the significance of phase differs between subjects,
and that the effect of phase distortion is only weakly depen-
dent on sound-pressure levels. They also conclude that the
perceived distortion stemming from phase can be as strong
as the difference between perceptually close vowel sounds,
but phase distortions do not change the sounds such that one
vowel is mistaken for another.

a!Part of this work has been published in ‘‘Squared Error as a Measure of
Phase Distortion,’’ Proceedings Eurospeech, Aalborg, Denmark, September
2001.

b!Electronic mail: harald.pobloth@s3.kth.se
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To address issues related to phase spectrum encoding, it
is important to understand the structure of the relevant cod-
ers. In sinusoidal coding, the reconstructed signal in framev
is modeled as~Quatieri and McAulay, 1989!

ŝv~ t !5(
m

av~v@m#,t !cos~wv~v@m#,t !!, ~2!

whereav(v@m#,t) denotes a time-dependent amplitude and
wv(v@m#,t) is a time-dependent phase. In early sinusoidal
coding, wv(v@m#,t) often was represented using a cubic
polynomial that fit the conditions at frame boundaries
~McAulay and Quatieri, 1986b!. To facilitate modeling and
coding, the phasewv is commonly split intowv(v@m#,t)
5mvv(t2t0)1cv@m#, e.g., Quatieri and McAulay~1989!
wherevv is the estimated pitch frequency,t0 is a time offset,
andcv@m# is the so-called phase offset. The time offset re-
sults in the linear phase2mvvt0 , chosen to align the pitch
pulses in voiced speech, andcv@m# is the remaining disper-
sion phase.

For coding it is most efficient if the transmission of
phase information can be avoided by approximating the
structure of the phase spectrum with a model. Quatieri and
McAulay ~1989! use a simple model withcv@m#50 for the
voiced speech component and randomcv@m# for the un-
voiced speech component. Following Makhoulet al. ~1978!
the voiced and unvoiced components are disjoint in fre-
quency, with the signal component above an encoded cutoff
frequency being unvoiced and below that voiced. McAulay
et al. ~1990! argue that the coherence of the voiced compo-
nent’s phase spectrum removes the reverberation for voiced
speech sounds, which was commonly observed in early sinu-
soidal coders. However, using zero phase results in an in-
crease in so-called buzziness. This deleterious effect is re-
duced by replacing the zero-phase model for the voiced
component by a minimum-phase model~McAulay and
Quatieri, 1991!, a phase structure that also can be obtained
using linear prediction. The speech quality associated with
minimum-phase models is generally considered to be suffi-
cient for low-rate coders.

It is fair to state that no sinusoidal-modeling-based
speech coders exist that provide transparent speech quality
without the use of explicit information about the STFT phase
spectrum. Some authors have argued that phase is a major
source of perceived distortion~Hedelin, 1988; Thomson,
1988! in speech coders. This has led to coding systems that
encode the phase spectrum, e.g., Gottesman~1999!; Jiang
and Cuperman~1995!; Marqueset al. ~1990!; McAulay and
Quatieri ~1986a!; Thomson~1988!; Trancosoet al. ~1988!.
These systems generally use squared errors as fidelity mea-
sures for encoding.

The squared error has the well-known advantages that it
is easy to compute, and easy to handle in optimization prob-
lems, such as vector-quantizer training. This study considers
three different squared errors. The first two are the speech
squared error, and the linear-prediction~LP! residual squared
error, which are commonly used. The third is the perceptu-
ally weighted squared error~Gottesman, 1999!. All three are
measured between the original and phase-distorted~coded!
signals and not directly between the phase spectra.

We study artificial vowels. These were generated by re-
peating one original or one distorted pitch cycle. The reason
for studying these vowels is that they are close to voiced
speech while avoiding the problems that occur when voiced
speech is used. Voiced speech changes from one pitch cycle
to the next. These changes are difficult to handle in experi-
ments since: First, dispersion phase becomes dependent on
the window position. Second, for a given window position a
change of only the phase spectrum results in a distortion of
the signal waveform that for a different window position
requires a change of amplitude- and phase spectra. In addi-
tion, it is hard to find perceptual distortion measures as the
ones in Sec. III for continuous speech.

Kubin et al. ~1993! show that the LP residual phase
spectrum, which is considered throughout this article, is ir-
relevant for unvoiced speech. This is supported by observa-
tions of McAulay et al. ~1990!, who note that the voiced
component suffers from audible distortion when zero phase
is used, while for unvoiced components no audible distortion
is reported when random phase is used. Similarly, for WI
coders it is observed that phase is perceptually most impor-
tant for the so-called slowly evolving waveform. For ex-
ample, in Gottesman~1999!, phase encoding is only consid-
ered for the slowly evolving waveform. The slowly evolving
waveform can be seen as the nearly periodic component of
the speech.

In summary, the artificial vowels are used to overcome
practical problems that arise from the random fluctuations in
real speech. It can be argued that they correspond to the part
of the speech signal for which phase is most relevant. This
notion is supported by the fact that our results coincide with
commonly observed behavior in phase vector quantization
for speech. Similar signals were used in Plomp and
Steeneken~1969!; Polset al. ~1969!.

The main question this article tries to address is whether
the various flavors of squared error predict the perceived
distortion caused by phase distortions. If this prediction is
poor, the usage of a perceptually more relevant measure than
the squared error may be useful. To determine the relation
between squared error and perceived distortion, we need a
quantitative measure of perceived distortion. The most reli-
able and least objectionable method to obtain such a measure
is to perform listening tests. Since our experiments involved
several million signal pairs, this procedure is impractical.
Instead, we utilized two well-known auditory models, both
designed to capture temporal effects, to find objective dis-
tance measures. The accuracy of the measures was validated
by the listening tests of Sec. III C. The models are the audi-
tory image model~AIM ! ~Pattersonet al., 1995!, and the
quantitative model of the ‘‘effective’’ signal processing in the
auditory system~Dau et al., 1996a!. Two models were used
to show that the results obtained are not an artifact of the
particular model used.

Section IV B shows that increasing SNR does not nec-
essarily correspond to less perceived distortion. In general,
less distortion is perceived when encoding phase for high-
pitch signals, a commonly observed phenomenon, e.g., Lick-
lider ~1957!; Plomp and Steeneken~1969!; Skoglundet al.
~1997!. The results in Sec. IV C provide a relation between
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perceived distortion and required bit allocation for phase
vector quantization. For low-to-medium rate quantizers~0 to
7 bit!, the average perceived distortion does not decrease
with increasing rate when squared errors are used in the en-
coding system for low-pitch signals. This result is verified by
a listening test in Sec. IV D, and in Sec. V we indicate that
differences between the squared error and the perceptual dis-
tortion measures in their reaction to time shifts within one
auditory channel might be the reason for the observed behav-
ior.

II. FRAMEWORK

A. Signals

As argued in the Introduction, it is reasonable to exam-
ine periodic artificial vowels to study phase. To obtain a
number of artificial vowels, two databases were built. Both
contain voiced pitch cycles; one of low pitch the other of
high pitch. The periodic artificial vowelsk

c was then formed
by repeating thekth pitch-cycle’s waveformsk . For the au-
ditory models of Sec. III it was sufficient to havesk

c of 400
ms length to reach a stable internal representation. For the
listening tests in Secs. III C 1 and IV D,sk

c was chosen
slightly longer. The two databases were obtained from
TIMIT ~Darpa, 1990! sampled at 8-kHz sampling frequency.
The speech signals were divided into segments of one pitch
cycle length using the algorithm proposed by Eriksson and
Kleijn ~1999!. The algorithm contains a preprocessing that
introduced some inaudible changes to the signal but allowed
for a segmentation with minimum edge effects. The voiced
segments were identified using a correlation criterion operat-
ing on the linear prediction~LP! residuals and stored in an
intermediate database. To simplify the vector quantization
used throughout this article, the pitch cycles from this inter-
mediate database lying in a certain pitch range were normal-
ized to a fixed pitch by means of interpolation~zero padding
or truncating in the Fourier domain!. The truncation removes
some of the phase samples from the database. Otherwise, this
interpolation did not change the effective distribution of the
phase. The zero-padded components are not effective as they
have zero amplitude.

In this manner two databases were obtained. The first
contains normalized pitch cycles in the range between 80 and
120 Hz normalized to 100 Hz. The second contains pitch
cycles in the range between 180 and 220 Hz normalized to
200 Hz. All pitch cycles in these databases were made zero
mean and were energy normalized such that 1/N(n50

N21sk
2@n#

51, wheresk is thekth pitch cycle in the database andN is
the number of samples in one pitch cycle.

The waveform ofsk can be written as a function of the
amplitude spectrumak and the phase spectrumfk

sk@n#5 (
m50

N21

ak@m#ej fk@m#ej 2p~nm/N!, nP@0,N21#.

~3!

A phase-distorted pitch cycleŝk@n# had identical amplitude
spectrum, but its phase spectrum was changed tof̂k , which
introduced a phase distortion

Dfk5fk2f̂k . ~4!

The phase-distorted vowelŝk
c@n# was then formed by repeat-

ing the pitch-cycle waveformŝk@n#.

B. Squared error

The squared errors used measure the distortion between
the original and the phase-distorted signals~not between the
original and the distorted phase spectra!. We considered three
different squared errors, measuring the error in the speech
domain, in the linear-prediction~LP! residual domain, and in
a weighted domain~Gottesman, 1999!, respectively. All three
were found as

h~ak ,Dfk!5 (
m50

N21

wk@m#uSk@m#2Ŝk@m#u2, ~5!

whereSk@m# and Ŝk@m# are the Fourier coefficients of the
original and distorted pitch cycle, respectively.

The weighting functionwk@m# distinguishes the three
different errors. For the speech squared errorhs , wk@m#
51. For the residual errorh r , wk(z)5uAk(z)u2, where
Ak(z) is the tenth-order LP analysis filter1 found for sk

c via
the autocorrelation method, e.g., Makhoul~1975!. For the
weighted squared errorhw ~Gottesman, 1999!

wk~z!5UAk~z/g1!

Ak~z/g2!
U2

, ~6!

whereg150.9 andg250.7 were selected. The subscript ofh
indicates which weighting is used. Relations valid for all
three squared errors are described usingh without subscript.

Since ŝk@n# only differs in its phase spectrum, Eq.~5!
can be rewritten as

h~ak ,Dfk!5 (
m50

N21

wk@m#ak
2@m#uej fk@m#2ej f̂k@m#u2

54 (
m50

N21

wk@m#ak
2@m#sin2S Dfk@m#

2 D . ~7!

Considering the symmetry of the Fourier coefficients and
assuming that the phases of the DC component (m50) and
at half the sampling frequency (m5N/2, for evenN! are
undistorted,2 Eq. ~7! becomes

h~ak ,Dfk!58 (
m51

dN/2e21

wk@m#ak
2@m#sin2S Dfk@m#

2 D , ~8!

wheredxe is the closest integer greater or equalx.
We decompose the phase distortionDfk into Dfk5f l

1fd . The linear phasef l is a measure for the cyclic time
shift of the signal, and the dispersion-phase distortionfd is
what remains after this time shift is removed. It is reasonable
to transmit the linear phase minimizingh separately since it
can be represented by a scalar. The optimal linear phase for
sk andDfk is

f l k
opt5arg min

f lPF l

h~ak ,Dfk2f l !, ~9!

whereF l is the set of all linear phase vectorsf l
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F l5$f l :f l@m#5lm12pc

and ~10!

f l@N2m#52f l@m#%,

with lPR, cPZ, mP@0,dN/2e21#, whereR denotes the
set of real numbers andZ denotes the set of integer numbers.
We restricted linear phase to represent integer samples delay
of the signal which helped to facilitate methods based on
cross correlation~Jiang and Cuperman, 1995! to find f l k

opt.

Throughout this work, the phase-distorted signals were
generated by replacing the original phase with entries from
phase codebooks. All codebooks contain LP residual phase
vectors. Thus, the coded phasef̂k,i which appears whensk is
encoded with codebook entryf i

CB is

f̂k,i5f i
CB2fAk

1f l k,i
, ~11!

where fAk
is the phase spectrum of the LP analysis filter

Ak(z), and f l k,i
is the linear phase. The dispersion phase

distortion whenfk is encoded withf i
CB is

Dfk,i5fk2f̂k,i . ~12!

III. AUDITORY MODELS AND PERCEPTUAL
DISTANCE MEASURES

To evaluate if the squared error is capable of represent-
ing the perceived distortion introduced by phase alterations,
the perceived distortion itself had to be measured. The most
accurate way of doing that is by means of listening tests. For
the results in Sec. IV, the perceived distortion for several
million cases had to be found. Consequently, listening tests
are not a feasible solution; instead, perceptual distance mea-
sures based on the signal representation of two auditory
models were used as depicted in Fig. 1. One is the auditory
image model~AIM ! ~Pattersonet al., 1995! and the other is
the quantitative model of the ‘‘effective’’ signal processing in
the auditory system~Dauet al., 1996a!. Consistent with, e.g.,
Kasperet al. ~1997! and Tchorzet al. ~1997!, we refer to the
latter model as PEMO~perception model!. In Fig. 1 the
original signal is the concatenation ofsk@n# with amplitude
ak and phasefk , and the distorted signal is the concatena-
tion of ŝk with amplitudeak and phasef̂k .

Both auditory models use a linear filterbank. Even
though suggestions towards filters that give a better descrip-
tion of the phase response of the basilar membrane have been
published recently, e.g., Oxenham and Dau~2001!, we used
the simpler linear filters. This is motivated by the successful

prediction of the effect of time-domain changes in a signal
and of the effect of target phase in a noise masker~Dau
et al., 1996b!.

The distance measures used were chosen from a set of
candidate measures as the ones that gave the best fit to a
series of preliminary listening tests. This led to different dis-
tance measures for the AIM and PEMO. In Sec. III C we
describe a listening test evaluating the performance of the
selected candidates. It should be stressed that it was not in-
tended to investigate which of the two models is better suited
to predict phase distortions. We used two models solely to
show that the results in Sec. IV are independent of the model
used.

A. Auditory image model „AIM…

This section describes how we found the distance mea-
surezA between an original signalsk

c and a distorted signal
ŝk

c using the AIM ~Pattersonet al., 1995!. First, the autocor-
relation within the neural activity pattern~NAP! was found
for both sk

c and ŝk
c . The NAP represents the activity in re-

gions of the inner hair cells along the basilar membrane and
was generated using the software described by Patterson
et al. ~1995!. Except for the gamma-tone filter parameters,
which had to be adapted for the sampling frequency of 8
kHz, the default parameters were used. The gamma-tone fil-
ter parameters shown in Table I closely resemble the setup
used in Patterson~1987!.

Pattersonet al. ~1995! suggest two alternative methods
to model the higher level~brain! processing of the signal.
One is strobed temporal integration and the other is autocor-
relation leading to correlograms. We used the latter since
correlograms are insensitive to cyclic shifts of the input sig-
nal. This renders the distance measure insensitive to time
delays betweensk

c and ŝk
c ~i.e., it is insensitive to linear

phase!. The autocorrelation of the NAPs in each of the 24
channels was found and normalized such that it is 1 at zero
delay in each channel. Since the signals were periodic, the
autocorrelation was similar throughout the entire NAP. Thus,
we chose the autocorrelation for anN sample period in the
center of the 400-ms NAP representation to calculatezA ,
whereN is the pitch period. The set of all NAP autocorrela-
tion functions in the 24 channels is called a correlogram.

The perceptual distortion measurezA is

FIG. 1. Block diagram for the calculation of the perceptual distance mea-
sures using an auditory model.

TABLE I. Parameters for the AIM function gennap~left! and the PEMO
~right!. The second and third row represent the minimum and maximum
center frequencies of the gamma-tone filterbanks, respectively. The fourth
row gives the number of channels used for the AIM, and the fifth row gives
the filter spacing in the PEMO in ERB. MaxLevel controls to which level in
dB SPL the maximum input sample is normalized.

AIM parameter PEMO parameter

Name Value Name Value

samplerate 8000 Sampling frequency 8000
mincfIafb 96 MinCF 30
maxcfIafb 3696 MaxCF 3800
channelsIafb 24

BW 1.0
MaxLevel 80 dB SPL
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zA~ak ,fk ,f̂k!5
1

N (
i53

24 S (
n50

N21

~ck,i@n#2 ĉk,i@n# !4D 1/4

.

~13!

zA is the L4 distance between the original NAP correlation in
channeli, ck,i@n#, and the distorted NAP correlation in chan-
nel i, ĉk,i@n# summed over channel 3 to 24.

Due to the time dependency of the adaptive thresholding
done in the NAP algorithm, the NAP of channels 1 and 2
could have a period that corresponds to double the pitch.
Thus, it can happen that for the original signal a different
half of the 2N sample period of the NAP is considered when
finding the autocorrelationck,i than for the distorted signal
when findingĉk,i . This type of misalignment led to an in-
crease inzA where it was not appropriate. Instead of aligning
the NAPs in these channels, we omitted the first two chan-
nels. This did neither show any influence on the measurezA

nor on the correlation betweenzA and the listening test in
Sec. III C but is computationally more efficient than the
alignment. This notion is confirmed by Kim~2001!, who
describes and proves that the phase of low-frequency com-
ponents is irrelevant for the perception of periodic signals.

B. Perception model „PEMO…

The PEMO measurezP was found frompk,i@n# and
p̂k,i@n#, the internal representation of the PEMO~Dauet al.,
1996a! in channeli of the original signal and the distorted
signal, respectively. The PEMO was realized using software
provided by Universita¨t Oldenburg. Using the parameters
~shown in Table I! suggested by the authors of this software,
the internal representation consists of 26 auditory channels.
It was not down-sampled after the final low-pass filtering.zP

is defined as

zP~ak ,fk ,f̂k!5262(
i51

26

max
l

~rk,i@ l # !, 0< l ,N.

~14!

With Nm5 d2/3Nte andNt the number of samples in the arti-
ficial vowel, rk,i@ l # is the Pearson correlation between
(pk,i@Nm#,pk,i@Nm11#,...,pk,i@Nm1N21#)T and (p̂k,i@Nm

1 l #,...,p̂k,i@Nm1 l 1N21#)T.
Since the delayl can be different for each channel, the

measure explicitly follows the common assumption, e.g.,
Kim ~2000!; Patterson~1987! that within-channel distortions
are of higher importance than across-channel distortions. In
fact, we neglect that strong across-channel distortions may
contribute to the perceived distortion~Patterson, 1987,
1988!. zP is, aszA , not sensitive to linear phase.

The similarity measure introduced in Hansen and Koll-
meier ~2000! is based on correlation as well. However, due
to its operation on a block-by-block basis, it requires pre-
alignment even for the periodic signals used here. WithzP no
prealignment is necessary for the periodic signals. In addi-
tion, zP gives better performance for the preliminary tests as
well as for the listening test in Sec. III C than the measure in
Hansen and Kollmeier~2000!.

C. Evaluation

1. Listening test

To evaluate how well the perceptual measureszA andzP

perform in predicting the perceived distortion for phase-
distorted artificial vowels, a listening test was performed. A
method-of-constants test~Levitt, 1971! was performed
double blind with an AXB forced-choice procedure. The
probabilities of positive response found are plotted as a func-
tion of the perceptual measures.

A triplet of signals A, X, B was presented to the listener,
where A and X were random choices of either the original or
the distorted signal, and B was the distorted signal if A was
the original and vice versa. The listeners were forced to
choose A5X or X5B. The signals were generated on a stan-
dard PC with a Creative AWE 64-GOLD sound card con-
nected digitally to a digital audio tape~DAT! deck serving as
A/D converter. The analog signal was then presented mon-
aurally via Sennheiser HD 250 linear II headphones. The
level for all listening tests was 79 dB SPL measured using an
artificial ear~IEC 60318!. The sound intervals A, X, and B
were of 700 ms duration, separated by 1 s of silence.

The original signals were artificial vowelssk
c generated

by repeating randomly selectedsk . One pitch cycle with
high pitch ~211 Hz! and one with low pitch~94 Hz! were
selected. They are from the databases of Sec. II A before
pitch normalization was performed. The distortedŝk had an
additive distortion phaseDf andŝk

c was generated by repeat-
ing ŝk . The distortion was composed asDf5ad, where the
factor a>0 controlled the distortion level, andd is a unit
norm phase vector with random elements.

We define a run as all responses gathered for one origi-
nal vowel with oned. The test consisted of three runs for the
selected high-pitch vowel and two for the selected low-pitch
vowel. Each run involved seven listeners. Two listeners were
the same expert listeners throughout all runs. They acquired
their expertise by performing a long series of preliminary
tests. The other listeners were mainly employees at the de-
partment with no particular training for this type of distor-
tion. Each of the inexperienced listeners was only used for
one run of the test.

Each listener started with a short training sequence of
five AXB triplets during which the listener was informed if
his/her decision was correct. This was followed by a 1up–
1down ~Levitt, 1971! method. The results of the up–down
method are not used in this work. Then, the method of con-
stants with five predefined distortion levelsa was started.
During pilot tests performed by one of the experienced lis-
teners,amin andamax that are likely to cover the entire range
of possible correct-response probabilities from 50% to 100%
were determined for eachd. The triplet AXB for eachad
was repeatedNtrial524 times in random order.

For a run involvingL listeners, each correct response
contributed withDp51/(NtrialL) to the approximated prob-
ability of positive responsep̄. Figure 2 shows the probability
of positive responsep̄ for all seven listeners from one run for
the 94-Hz vowel. The vertical bars are the intervals at 95%
confidence level as described in Srednicki~1988!. Individual
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listeners’ intervals are aboutAL larger than the intervals
across all listeners shown in the figure.

The experienced listeners gave more consistent re-
sponses than the inexperienced ones for the 211-Hz vowel,
as seen in Fig. 3, a trend observed for all runs with the
211-Hz vowel. For all runs with the 211-Hz vowel, thep̄
from the group of experienced listeners is higher than thep̄
for the group of inexperienced listeners, and in 67% of all
cases the confidence intervals of the two groups do not over-
lap. For the 94-Hz vowels experienced and inexperienced
listeners were more consistent. Plomp and Steeneken~1969!
used mainly high-pitch signals~292.4 Hz! and note that sen-
sitivity to phase distortion varied among subjects. The differ-
ence in our results between untrained and trained subjects
suggests that this variation can be reduced and a high sensi-
tivity to phase distortions can be achieved by training. Nel-
son~1994! also reports increasing ability to detect phase dis-
tortions with training.

2. Predicting listening tests from perceptual distance
measures

To compare the subjective results of the listening tests to
the two perceptual measureszA andzP , the probabilities of
positive responsep̄ are plotted as a function of the perceptual
measures in Figs. 4 and 5. Since the difference due to expe-
rience observed in Sec. III C 1 leads to different dependen-

cies betweenz and p̄, the correlation betweenz and p̄ is
examined for experienced and inexperienced listeners sepa-
rately.

In addition, we observed that the relation betweenz and
p̄ differs between high-pitch and low-pitch vowels. Since the
perceptual measures are used with either high-pitch or low-
pitch vowels within one experiment in Sec. IV, the experi-
ments in Sec. IV do not require consistency of the measures
between different pitch values. Thus, the sensitivity of the
measures to pitch is not an obstacle in the framework of this
article. It should be noted that this sensitivity is not neces-
sarily a shortcoming of the PEMO or AIM; we can only
conclude that the described combination of auditory models
and perceptual distance measures is sensitive to pitch.

Accordingly, we split the data of the listening test into
four parts: low pitch with inexperienced subjects, high pitch
with inexperienced subjects, low pitch with experienced sub-
jects, and high pitch with experienced subjects. This leads to
eight plots~shown in Figs. 4 and 5! since each of the four
parts is related to the AIM measure and the PEMO measure
separately.

In practice, the difference between the original and dis-
torted signal can become sufficiently audible to be detected
with 100% certainty, but still different strengths of distor-
tions are perceived. Thus,p̄ saturates at 1, whilez can in-
crease further. The further analysis only takes pairss of

FIG. 3. p̄ for the 211-Hz vowel for individual listeners. Solid lines: the two
expert listeners; dashed lines: the five inexperienced listeners.

FIG. 2. p̄ averaged over listeners as a function of distortion strengtha for
one run of the listening test with the 94-Hz vowel. The bars show the
intervals at 95%-confidence level.

FIG. 4. Probability of positive responsep̄ for inexperienced listeners as a function of the AIM measurezA ~left! and the PEMO measurezP ~right!. Upper
graphs low-pitch vowels, lower graphs high-pitch vowels.rS is the Spearman rank correlation coefficient.rw( p̂,p̄) denotes the weighted correlation
coefficient with weights as in Eq.~17!. z t gives the threshold for whichp̂(z)50.95 @Eq. ~15!#.
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original and distorted signals into account for whichp̄s

,1.0, wherep̄s is p̄ for pair s.
Given the saturation ofp̄ at 100%, a logarithmic relation

is assumed betweenp̄ andz and the predictionp̂s of p̄s is

p̂s5a1b log~zs!, ~15!

wherea and b are regression coefficients, andzs is the au-
ditory measure for signal pairs.

Figures 4 and 5 show the logarithmic regressions mini-
mizing the error

Jw5(
s51

Ns

~ p̄s2 p̂s!
2ws , ~16!

whereNs is the number of pairs in one of the four parts of
the listening test for whichp̄s,1.0. The weightsws are the
square of the inverse lengthl s of the intervals at 95% confi-
dence level onp̄ found as in Srednicki~1988!

ws5
1

l s
2

. ~17!

To check how well the results of the listening test can be
predicted from the perceptual measures, Figs. 4 and 5 show
the Spearman rank correlation coefficients betweenzs andp̄s

and the weighted correlation coefficient betweenp and p̂.
The weighted correlation coefficient is found as

rw5
C~ p̄,p̂!

AC~ p̄,p̄!C~ p̂,p̂!
,

~18!

C~ p̄,p̂!5
(s51

Ns ~ws~ p̄s2 p̃!~ p̂s2 p̃̂!!

(s51
Ns ws

,

where p̃5((s51
Ns wsp̄s)/((s51

Ns ws). p̃̂ is found asp̃, with p̄s

replaced byp̂s .
The correlations betweenp̄ and p̂ for the two auditory

models are very similar. In general, the correlation between

p̄ and p̂ is higher for low-pitch vowels than it is for high-
pitch vowels, especially for the inexperienced listeners. This
is consistent with the behavior of human subjects. Their de-
cisions for high-pitch vowels were more random, especially
for the inexperienced subjects.

To compare predictions from the two models and to
compare the performance of experienced and inexperienced
subjects, we arbitrarily choose 95% probability of positive
response as threshold. In Figs. 4 and 5zA and zP at p̂
595%, are given. For high-pitch vowels and inexperienced
listeners this common reference point of 95% probability of
positive response is not reached by any observedp̄s or pre-
dicted p̂s . Thus, we extrapolatedp̂(z) to 95%. The exact
value of the extrapolated threshold might be unreliable since
it is remote from the highestzs observed and the variation
among subjects is large.

The 95% thresholds for high-pitch vowels are higher
than the threshold for the low-pitch vowels. They differ by a
factor of 1.4 ~both AIM and PEMO! for the experienced
listeners and by factors of 5~AIM ! and 13.8~PEMO! for the
inexperienced listeners. Even though the exact factors for the
inexperienced listeners are as unreliable as the extrapolation
used to obtain them, there is a clear indication that inexperi-
enced listeners have more difficulties to detect phase distor-
tion in high-pitch signals. For low-pitch signals the threshold
for experienced and inexperienced listeners is almost identi-
cal. For experienced subjects the difference between high
pitch and low pitch is less for the monaural listening tests
used here than what was reported earlier for binaural listen-
ing ~Pobloth and Kleijn, 1999, 2001!.

IV. EXPERIMENTS

In this section, the perceptual distortion measureszA of
Eq. ~13! andzP of Eq. ~14! are used to investigate the rela-
tion between the squared error of Eq.~8! and the perceived

FIG. 5. Probability of positive responsep̄ for experienced listeners as a function of the AIM measurezA ~left! and the PEMO measurezP ~right!. Upper graphs
low-pitch vowels, lower graphs high-pitch vowels.rS is the Spearman rank correlation coefficient.rw( p̂,p̄) denotes the weighted correlation coefficient with
weights as in Eq.~17!. z t gives the threshold for whichp̂(z)50.95 @Eq. ~15!#.
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distortion. If the perceived distortion can be determined from
the squared error, it is not necessary to use computationally
expensive perceptual measures.

In Sec. IV B the average perceptual measures are shown
as a function of the squared error. In Sec. IV C, the percep-
tual performance of phase vector quantizers~VQs! similar to
the ones used in Gottesman~1999!; Jiang and Cuperman
~1995!; Thomson~1988!; Trancosoet al. ~1988! is shown as
a function of bit rate. The perceptual performance of VQs
trained to minimize, respectively, the squared error and the
perceptual measures is evaluated. Some of these results are
verified by a listening test in Sec. IV D.

A. Codebook training

Since all experiments in Secs. IV B through IV D require
trained codebooks, this section explains the training of
dispersion-phase codebooks. It was possible to use a modi-
fied version of the generalized Lloyd algorithm~GLA!
~Linde et al., 1980! since constrained resolution VQs were
used. Modifications are necessary since the error minimized
is not the squared error between the phase vectorsf, but an
error between the signalssk and ŝk .

The aim is to find a codebookC containing a set of
NCB52B LP residual dispersion-phase vectorsfCB, that
minimizes the mean error between the original speech and
the encoded speech given a set of training dataS. The error
can be either one of the squared errors (hs ,h r ,hw) or one of
the perceptual distance measures (zA ,zP). A codebook con-
taining 2B vectors is referred to asB-bit codebook.

The standard GLA iterates through two steps. It first
associates each vector in the training setS to one codebook
vectorf i

CB . All training vectors associated tof i
CB build the

cell Si . In the second step the codebook vectorf i
CB mini-

mizing the error contribution of each cellSi is found. The
difference between the GLA used here and the conventional
GLA ~Linde et al., 1980! is in the expression for the optimal
codebook vectorf i

CB .

1. Codebook training for the squared error

This section gives an expression for the codebook vector
minimizing the squared error in cellSi . The elements of the
optimal codebook vector are

f i
CB@m#5arg min

w@m#
(

kP$k:skPSi %
h~ak@m#,Dfk,i@m# !,

~19!

with Dfk,i@m#5f r k
@m#2w@m#2f l k,i

@m#, wheref l k,i
@m#

is the linear phase found to be optimal in the partitioning step
of the GLA. f r k

@m# is the LP residual phase for pitch cycle
sk . The contribution of the phase distortion in dimensionm
to the squared error is

h~ak@m#,Dfk,i@m# !

5wk@m#ak
2@m#sin2S f r k

@m#2w@m#2f l k,i
@m#

2
D . ~20!

The sum over allsk in Si :(kP$k:skPSi %
h(ak@m#,Dfk,i@m#)

has extrema at

tan~w@m# !5Bi@m#, ~21!

with

Bi@m#5
(kP$k:skPSi %

wk@m#ak
2@m#sin~f r k

@m#2f l k,i
@m# !

(kP$k:skPSi %
wk@m#ak

2@m#cos~f r k
@m#2f l k,i

@m# !
.

For a givenBi@m# Eq. ~21! has two solutions

w1@m#5arctan~Bi@m# !

w2@m#5H arctan~Bi@m# !1p for arctan~Bi@m# !,0

arctan~Bi@m# !2p for arctan~Bi@m# !>0
.

Thus,f i
CB@m# is selected as eitherw1@m# or w2@m#, which-

ever leads to the minimum in Eq.~19!.
The modified GLA converges due to the same reason as

the original GLA. After both finding the cellsSi for given
codebook vectors, and the optimal codebook vectorsf i

CB for
given cells, the average squared error between the encoded
signals and the original signals is either reduced or remains
unchanged. When it remains unchanged the algorithm has
converged.

The size of the training sets S was Nt

5max(6400,100NCB). Codebooks of sizes 0–10 bit were
trained for each of the three squared errors and for 100-Hz
and 200-Hz pitch cycles, giving a total of 66 codebooks.

2. Codebook training for the perceptual distance
measures

The two iterative steps of the GLA were used to train
resolution-constrained codebooks minimizing perceptual dis-
tance measureszA or zP . In the perceptual case, there is no
analytical expression for the optimal codebook vector given
a cell Si . Instead, the Powell numerical minimization
method as described in Presset al. ~1992! was used to find
the codebook vectorf i

CB5argminw (kP$k:skPSi%
z(ak ,fk ,w

2fAk
), where fAk

is the linear-prediction analysis-filter
phase. EitherzA of Eq. ~13! or zP of Eq. ~14! can be used.

In the perceptual case the GLA approaches to minimize
the average perceptual distance

z̄5
1

Nt
(
kPS

z~ak ,fk ,f̂k,i ~k!!, ~22!

wheref̂k,i (k) is given in Eq.~11!. Here,i (k) is the codebook
index i minimizing z(ak ,fk ,f̂k,i). Thef l k,i

of Eq. ~11! can
be chosen to be an arbitrary linear phase since the perceptual
measures are insensitive to linear phase for the artificial vow-
els.Nt is the size of the training setS.

The convergence of the perceptual training is seen by
the same argument as the convergence of the squared-error
training. It should be noted however, that, due to numerical
minimization, the training algorithm for the perceptual dis-
tortion measures is more suboptimal than the squared-error
GLA since global and local minima cannot be distinguished
when findingf i

CB .
The perceptual measures and the numerical procedure

increase the complexity of the algorithm. Thus, the size ofS
was always chosen asNt5100NCB . For the same reason,
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perceptual codebooks of sizes 0 to 5 bit~instead of up to 10
bit! were trained for bothzA and zP and the 100-Hz and
200-Hz pitch cycles. This makes a total of 24 perceptual
codebooks.

B. Squared error versus perceptual distance

In this section, we investigate how the average of the
perceptual measureszA andzP evolves as a function of the
average of the squared errors. To find the perceptual mea-
sures and squared errors, we defined a set of original and sets
of distorted signals. For the original signalNp5200 random
pitch cyclessk were selected for each of the two pitch fre-
quencies. All of the original signals were distorted by replac-
ing their phase byf̂k,i according to Eq.~11! using allfCB

stored in squared-error trained codebooks. Then,
h(ak ,Dfk,i) @Eq. ~8!# and z(ak ,fk ,f̂k,i) @Eq. ~13! for the
AIM and Eq.~14! for the PEMO# were found for all resulting
signal pairs.

The codebooks were always used consistently. Thus,
when measuring, e.g., the residual squared-errorh r , only
codebooks trained for the residual squared error were used.
We used trained codebooks to investigate distortions which
appear during the exhaustive search in phase vector quanti-
zation. If h and z correlate well, it is likely that the same
phase vector in a codebook gives the minimum for bothh
andz during such a search; in this case encoders minimizing
a squared error and encoders minimizing a perceptual mea-
sure select the same codebook vector.

The size of the codebooks used was 0 to 7 bit. We ob-
served that the squared errors for these codebooks are almost

all in the saturated region of the graphs in Fig. 7. In this
region the average of the perceptual measures does not de-
crease with decreasing squared error. Even when using larger
codebooks~up to 10 bit! we observed most of the pairs in the
saturated region. Thus, instead of using larger codebooks, the
phase distortionsDf obtained when using the 7-bit code-
books were scaled by the six arbitrary factors
$0.5,0.3,0.2,0.1,0.05,0.03%. This resulted in a total ofNp(6
•271( i 50

7 2i)5204 600 signal pairs for 100 Hz and for 200
Hz, each. This number is a compromise between a high num-
ber of data points and computational complexity.

Both perceptual measures (zA , andzP) can be related to
any of the three squared errors (hs , h r , andhw). Figure 6
shows an example of ah, z scatter plot for 100-Hz pitch
cycles. Figure 6 suggests that the average perceptual measure
saturates for high squared errors. This was investigated by
finding the average perceptual measure as a function of the
squared error using the group average discussed in Ezekiel
and Fox~1959!. For the group average the set of all signal
pairs was sorted with increasingh and then partitioned into
groups withNg53500 signal pairs in each group. Then, the
averageh andz in each groupr is found ash̃@r # and z̃@r #.
The groups for highh do not contain pairs from allsk .
Finally, h̃ was normalized with

h05
1

Np
(

k
4Nak

Tak , ~23!

to be able to draw the results from all three different squared
errors in one graph.h0 normalizes the average of the maxi-
mum possible squared error, which appears forŝk52sk ,
to 1.

1. Discussion of the results

Figure 7 shows that the average perceptual distancez̃@r #
saturates in all cases; a further increase of the squared error
does not, on average, lead to a higher perceptual distance.
Thus, within codebooks providing vectors only in the satu-
rated range ofz̃@r # the vector minimizing the squared error
cannot be expected to be the perceptual optimal choice. This
was further investigated and confirmed in Sec. IV C.

To judge how audible the phase distortions from the
codebooks are on average, the approximate values of the

FIG. 6. Scatter plot of speech squared-errorhs and AIM distortion measure
zA using 100-Hz vowels. To make it possible to distinguish individual data
points, only 400 randomly chosen signal pairs out of 204 600 are shown.

FIG. 7. Group averagez̃@r # as a function ofh̃@r #/h0 . AIM results left, PEMO results right, 100-Hz upper graphs, and 200-Hz lower graphs.
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saturated average perceptual measures in Fig. 7 were related
to the thresholdz t for 95% correct responses found in Sec.
III C 2. Using the threshold for the experienced listeners
given in Figs. 4 and 5, it is seen that for 100 Hz the saturated
z̃/z t is 93% ~133%! for the AIM ~PEMO! measure, and for
200 Hz the saturatedz̃/z t is 86% ~81%! for the AIM
~PEMO!. Since the relation between the probability of posi-
tive response and the perceptual measures is nonlinear, and
differs for zA and zP , the observed differences when aver-
agingzA or zP are not unexpected. Still, the average audibil-
ity of phase distortions caused by the codebooks is slightly
higher for 100 Hz.

Finding the same relations for the inexperienced listen-
ers gives different results only for the 200-Hz signals, where
z̃A and z̃P saturate far below the thresholds. Here, the satu-
rated z̃/z t is 24.4%~9%! for the AIM ~PEMO!. The differ-
ences between AIM and PEMO are now due to both the
different nonlinear relations betweenp̄ and z, and the fact
that the extrapolation towards the threshold values is likely
to be imprecise. Still, the average perceptual distance for
200-Hz vowels is so far away from the threshold that the
phase distortions can be considered inaudible for the inexpe-
rienced listeners, while phase distortions in the 100-Hz sig-
nals are likely to be audible.

The standard deviation aroundz̃ in Fig. 7 saturates at
around 18%~30%! of z̃ for the AIM ~PEMO!. From the
results in this section, it is not obvious which of the squared-
error measures is more suitable to measure the perceived
distortion. The weighted squared error leads to higherh̃/h0

thanh r or hs , which should compensate for the fact that it
saturates at higherh̃/h0 .

C. Vector quantizers „VQs…

We evaluate the perceptual performance of phase VQs,
similar to the quantizers used in, e.g., Gottesman~1999!;
Jiang and Cuperman~1995!; Thomson~1988!. For the evalu-
ation we found empirical rate-perceptual distortion curves.
They show the average perceptual distance of Eq.~22! when
the dispersion phase of sets ofsk are encoded with code-

books of different size. The setsS consisted of pitch cycles
sk chosen randomly from the pitch-cycle databases of Sec.
II A and were disjoint from the ones used for training. They
were of sizeNt5max(6400;100NCB), where NCB is the
codebook size.

Using different codebook types we found how much im-
provement slow and difficult perceptual codebook~CB!
training gains compared to fast squared-error CB training
and compared to random codebooks. Two different random
codebooks were used, true random with phase vectors con-
taining independent uniformly distributed phase values be-
tween @2p,p!, and speech random with LP residual phase
vectorsf r k

from randomly selectedsk . The trained code-
books were trained for the three different squared errorshs ,
h r , and hw , and the perceptual measureszA and zP . All
codebooks contained phase vectors stored in the LP residual
domain.

By encoding using the perceptual measures as encoding
criterion or the squared error as encoding criterion, it was
found how suboptimal the one method is compared to the
other. The upper plots in Figs. 8 and 9 show the average
perceptual distance as a function of CB size whenf i

CB is
chosen to minimize the squared error~squared-error encod-
ing!. The measures (hs , h r , and hw) are chosen consis-
tently for the squared-error trained CBs, e.g., for the speech
squared-error trained CB the speech squared error is used as
encoding criterion. For the random, speech-random, and per-
ceptual CBs there is no consistent choice for the squared-
error encoding criteria; the curves which for most CB sizes
lead to the minimum average perceptual distance are shown.

The lower plots show the empirical rate-perceptual dis-
tortion when choosingf i

CB to minimize the perceptual mea-
sureszA or zP ~perceptual encoding!. The perceptual mea-
sures are used consistently, e.g., the PEMO measure trained
CB is only used in conjunction with the PEMO measure for
evaluation and/or encoding.

1. Discussion of results

For the 200-Hz pitch the average perceptual distancez̄
in Figs. 8 and 9 is always below the 95% thresholds found in

FIG. 8. Average AIM distance for 100-Hz vowels~left! and 200-Hz vowels~right!. Upper graph: squared-error encoding. The true random CB is encoded
usinghs , the speech-random CB usingh r , and the perceptual CB usingh r for 100 Hz andhs for 200 Hz. Lower graph: perceptual encoding.
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Sec. III C 2, while for 100 Hz it is close to the 95% threshold
~just below for the AIM and just above for the PEMO!. This
confirms the conclusion drawn in Sec. IV B that phase dis-
tortion caused by VQ is more audible for 100-Hz vowels
than for 200-Hz vowels.

In Sec. IV B, it was anticipated that squared-error encod-
ing cannot be used to select the perceptually optimal code-
book vectors. This is confirmed by the fact that empirical
rate-distortion curves for squared-error encoding are flat for
low to moderate rates. For low pitch~100 Hz!, z̄ for the AIM
~Fig. 8! as well as for the PEMO~Fig. 9! is almost constant
for rates up to 7–8 bit, and trained CBs. We verified this
behavior with the listening test described in Sec. IV D. For
200 Hz the empirical rate-distortion curves for squared-error
encoding show a decrease inz̄ with increasing rate already
for low rates. The earlier decrease ofz̄ for the 200-Hz vow-
els is reasonable since the bit/~component@m#! ratio is higher
than for 100-Hz vowels. However, relating the decrease ofz̄
to the 95% thresholds of Sec. III C 2, the improvement in the
investigated rate range is probably not audible. In summary,
increasing the size of phase VQ codebooks does not lead to
strongly audible improvements for squared-error encoding in
the range between 0 to 10 bit.

The difference between codebooks trained for different
measures, including the perceptual measures, is small in all
graphs of Figs. 8 and 9. The most significant improvement
gained from perceptual training compared to squared-error
training is observed in the upper right graph of Fig. 9
~squared-error encoding, PEMO measure evaluation, 200-Hz
pitch cycles!. However, considering the graphs of Figs. 4 and
5 and that the improvement is of the order of 0.2zP units, the
improvement is not likely to be perceivable. Thus, perceptual
training does not significantly improve the performance of
phase VQs for the artificial vowels.

Comparing squared-error encoding to perceptual encod-
ing in Figs. 8 and 9, we see that the latter always leads to
improved average perceptual distance with increasing rate.
The improvement compared to squared-error encoding is

small and generally will not justify the additional computa-
tional effort required. The fact that the structures of phase
spectra do not have an obvious connection to physiological
or psycho-acoustic properties is likely to be the reason for
this negligible improvement. In addition, the importance of
the phase at dimensionm is dependent on the amplitude
a@m#. Thus, the dispersion-phase CBs are a compromise for
all amplitude spectra, which makes them inefficient.

Random CBs perform worse than trained CBs for
100-Hz pitch cycles, both for the squared-error encoding and
for the perceptual encoding~Figs. 8 and 9!. Thus, training is
useful for the 100-Hz vowels, even though the advantage is
not large. For 200-Hz pitch cycles, the difference between
trained and untrained CBs is smaller.

D. Listening test

To verify that for low-pitch artificial vowels there is no
perceptual difference between squared-error encoding with
small and midsize dispersion-phase CBs, a listening test was
performed. In addition, we ensured that listeners perceive the
phase distortion introduced by quantization. If the distortion
is not perceived, it is obvious that there is no preference for
high-rate or low-rate encoding since they are both indistin-
guishable from the original.

The codebooks optimized for the speech squared error,
the residual squared error, and the weighted squared error
were used in separate tests. The listening tests were AOB
forced-choice tests and the signals were presented monau-
rally via Sennheiser HD 250 linear II headphones connected
to a SoundBlaster Live sound card in a standard PC. The
AOB signal triplets consisted of three artificial vowels, each
of 500 ms duration separated by 500 ms silence. A total of
seven untrained subjects was used.

Two tests were run simultaneously. The first was in-
tended to verify the results of Figs. 8 and 9. The signals AOB
were: A: random choice between an artificial vowel from a
random 100-Hzsk either encoded with a 1-bit or a 7-bit

FIG. 9. Average PEMO distance for 100-Hz vowels~left!, 200-Hz vowels~right!. Upper graph: squared-error encoding. The true random CB is encoded using
hs , the speech-random CB usingh r for 100 Hz andhw for 200 Hz, and the perceptual CB usingh r for 100 Hz andhs for 200 Hz. Lower graph: perceptual
encoding.
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codebook; O: vowel from the samesk with original phase;
and B: vowel from the 7-bit encodedsk if A was from the
1-bit encodedsk and vice versa. The codebooks used were
trained to minimize the squared error used as encoding cri-
terion. The listeners were forced to choose whether A was
closer to O or B was closer to O. Based on the results shown
in Figs. 8 and 9, one expects that there should be no prefer-
ence for either 1-bit or 7-bit encoding on average.3

The second test was to verify whether the distortion in-
troduced by the encoding is perceived at all. In this second
test, A was a random choice between an artificial vowel from
a randomsk with original or 1-bit encoded phase, O was the
vowel from sk with original phase, and B was the comple-
ment of A. The tests were run double blind such that subjects
were not aware if they were confronted with a triplet of the
first or the second test.

The discrimination of the original and the 1-bit encoded
signal did not exceed 60% for two of the subjects. Conse-
quently, these two subjects cannot be expected to be able to
judge whether the 1-bit or the 7-bit encoded signal is closer
to the original, since it is to be expected that these subjects
perceive both as equal to the original. Thus, the results of
these two subjects are not considered. It should be stressed
that this does not influence the results of the 1-bit vs 7-bit
listening tests in a way which helps to confirm Figs. 8 and 9.
It shows, however, that there are inexperienced subjects who
are not sensitive to 100-Hz phase distortion. This phenom-
enon was not observed throughout the listening tests in Sec.
III C 1.

For each of the three different squared errors, four out of
the five remaining listeners listened to 100 triplets for each
of the two test types. This makes 400 triplets for each test
type and for each of the three squared errors.

Table II shows the results of the tests. Columns two and
three show the percentage that the listeners judged the origi-
nal to be closer to the 1-bit or 7-bit encoded signal, respec-
tively. The fourth and fifth columns show the percentage that
the listeners judged the original or 1-bit encoded signal to be
closer to the original.

The results confirm that, in general, there was no pref-
erence for the 7-bit squared-error encoded signals over the
1-bit encoded signals, even though the results forhs indicate
a very minor preference for the 7-bit encodings. The detec-
tion of the encoded signal in the second test type was around
80% for all three squared errors. Even though the average
perceptual distance for the 1–7-bit encodings of 100-Hz
pitch cycles in Figs. 8 and 9 is close to the 95% thresholdz t ,
it is reasonable that the percentage of positive responses in

the fourth column of Table II is lower than 95%. Averaging
overz leads to different results than averaging over the prob-
ability of positive response, since the two are related nonlin-
early.

V. DISCUSSION

In this discussion we show that using a squared error
that is insensitive to time shifts in the individual auditory
channels gives similar results as the empirical rate-perceptual
distortion curves of Figs. 8 and 9. This suggests that the
difference between the perceptual measures and the squared
error in the sensitivity to time shifts is one of the main rea-
sons for the failure of the squared error to select the code-
book vectors that lead to the minimum perceived distortions.

The filterbanks of the auditory models split the signal
into auditory channels and the time shift minimizing the
squared error in the signal~found as described in Sec. II B! is
not necessarily equivalent to the time shifts minimizing the
squared error in each of the auditory channels individually.
When neglecting that the channels overlap, the squared error
for the signal is the sum of the squared errors in each chan-
nel. With this approximation, one difference between the
squared error and the perceptual measures becomes evident:
while the perceptual measures are insensitive to the shifts in
the individual channels (zA is found from autocorrelations,
which are not sensitive to shifts; forzP the l in Eq. ~14! is
found individually for each channel!, the squared error is
sensitive to these shifts. We refer to the time shifts in the
individual auditory channels as local shifts.

Figure 10 illustrates the difference between the squared
error and the perceptual measures. It depicts the waveform
after one single auditory filter, containing two spectral com-
ponents in this example. A phase distortion leading to a shift
of the signal in the auditory channel but preserving its wave-
form in this and all other auditory channels causes a local
time shift as illustrated by the dashed curve. The squared
error increases while the perceptual distortion measuresz
remain zero. In the third curve of Fig. 10 the squared error is
reduced by correctly encoding one phase component, while
the perceptual measures increase since the consistency be-
tween the two phases is destroyed.

Introducing a local-time-shift insensitive squared error
removes the above-mentioned inconsistency between
squared errors and perceptual measures. The local-time-shift
insensitive squared errorh l is found by first dividing the
spectra ofsk , and ŝk into discontinuous segments of one
equivalent rectangular bandwidth~ERB! found according to
Glasberg and Moore~1990!. Then, the circular shifts that

FIG. 10. Signal with two spectral components illustrating local time shift.

TABLE II. Percentage that listeners judged: The 1-bit or 7-bit encoded
signals to be closer to the original~second and third column!. The original or
1-bit encoded signals to be closer to the original~fourth and fifth column!.
Columns three and five include the interval at 95%-confidence level~Sred-
nicki, 1988!.

1-bit 7-bit Orig. 1-bit

hs 43.5 56.564.1 76.3 23.763.5
hw 50 5064.1 81.5 18.563.2
h r 52 4864.1 82.8 17.263.1

1092 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 H. Pobloth and W. B. Kleijn: Squared error1phase distortion



minimize the squared error are found in each ERB band in-
dividually. The squared error remaining in bandi, after the
circular shift, is h l i

. Thus, the local-time-shift insensitive
squared errorh l is the sum ofh l i

over all bandsi, h l

5(ih l i
.

Figure 11 shows the empirical rate-distortion curves of
the squared-error encodings for 100-Hz vowels with the av-
erageh l as distortion criterion on the ordinate previously
shown withz̄ on the ordinate in Figs. 8 and 9~the data sets
in both figures are equivalent!. Figure 11 shows thath l re-
mains almost unchanged with varying codebook size. Plot-
ting the same data with the average squared error on the
ordinate, we observed that the average squared error de-
creases with increasing rate. The behavior ofh l is consistent
with the average perceptual distance in Figs. 8 and 9. For the
200-Hz pitch cycles,h l is constant only between 0 and 2–3
bit and then shows a slight decrease with increasing rate,
which is consistent with the slight tilt of the upper graphs in
Figs. 8 and 9.

Given this result, one can speculate that the~compared
to the perceptual measures computationally simple! local-
time-shift insensitive error as encoding criterion might lead
to results similar to the empirical rate-perceptual distortion
curves shown for perceptual encoding in Figs. 8 and 9. Since
the perceptual encoding did not lead to strong improvements
with increasing rates, we did not investigate if this specula-
tion is true.

VI. CONCLUSIONS

The listening tests in Secs. III C 1 and IV D show that
dispersion-phase distortion introduced by vector quantizers
~VQs! is perceived for low-pitch vowels. In particular for
untrained subjects, phase distortion is easier perceived for
low-pitch frequencies than for high-pitch frequencies.

The relations between the squared errors and the percep-
tual measures found in Sec. IV B indicate that squared-error
based dispersion-phase VQs as used in Gottesman~1999!;
Jiang and Cuperman~1995!; Thomson~1988! do not always
lead to improved perceptual performance with increasing
rate for the periodic signals used. This is found to be true in
the empirical rate-distortion curves of Sec. IV C and is veri-
fied by the listening test in Sec. IV D. As explained in the
Introduction, it can be speculated that the results for the pe-
riodic signals carry over to natural speech. The discussion in
Sec. V suggests that the squared-error VQs do not gain per-
ceptual performance with increasing rate since their sensitiv-

ity to time shifts local to one auditory channel is not consis-
tent with the human auditory system.

Observing that the usage of perceptual measures in vec-
tor quantization only leads to minor improvements~Sec.
IV C! shows that phase spectra are difficult to encode. We
speculate that the reason is that the perceptual features phase
represents are not readily obtained from observing its struc-
ture. Further, the dependency of the weight of a phase at a
certain frequency on the amplitude at that frequency prohib-
its the full utilization of all vector-quantization advantages.

ACKNOWLEDGMENTS

The authors would like to thank V. Bidault for running
the listening tests of Sec. III C 1. We also are grateful to all
subjects participating in the tests of Secs. III C 1 and IV D. In
addition, we wish to thank the anonymous reviewers for their
detailed comments and suggestions, which helped to im-
prove the original manuscript significantly. This work was
supported by the Swedish Research Council~Fund 271-
2000-784!.
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pitch cyclessk are zero mean.

3One-bit codebooks are used instead of the 0-bit codebooks since the 0-bit
codebooks were not available at the time the tests were performed.
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Lindig, F. ~1903!. ‘‘Ü ber den Einfluß der Phasen auf die Klangfarbe,’’ Ann.
Phys.~Leipzig! 10, 242–269.

Ma, C., and O’Shaughnessy, D.~1994!. ‘‘A perceptual study of source cod-
ing of Fourier phase and amplitude of the linear predictive coding residual
of vowel sounds,’’ J. Acoust. Soc. Am.95~4!, 2231–2239.

Makhoul, J. ~1975!. ‘‘Linear prediction: A tutorial review,’’ Proc. IEEE
63~4!, 561–580.

Makhoul, J., Viswanathan, R., Schwartz, R., and Huggins, A.~1978!. ‘‘A
mixed-source model for speech compression and synthesis,’’ Proc. IEEE
Int. Conf. Acoust., Speech., and Sign. Process., Tulsa, pp. 163–176.

Marques, J. S., Trancoso, I. M., and Tribolet, J. M.~1990!. ‘‘Harmonic
coding at 4.8 kb/s,’’ Proc. IEEE Int. Conf. Acoust., Speech, and Sign.
Process., Albuquerque, pp. 17–20.

Maths, R. C., and Miller, R. L.~1947!. ‘‘Phase effects in monaural percep-
tion,’’ J. Acoust. Soc. Am.19, 780–797.

McAulay, R. J., Parks, T., Quatieri, T. F., and Sabin, M.~1990!. ‘‘Sine-Wave
Amplitude Coding at Low Data Rates,’’ inAdvances in Speech Coding
~Kluwer, Dordrecht, Netherlands!, pp. 203–213.

McAulay, R. J., and Quatieri, T. F.~1986a!. ‘‘Phase modeling and its appli-
cation to sinusoidal transform coding,’’ Proc. IEEE Int. Conf. Acoust.,
Speech, and Sign. Process., Tokyo, Japan, pp. 1713–1715.

McAulay, R. J., and Quatieri, T. F.~1986b!. ‘‘Speech analysis/synthesis
based on a sinusoidal representation,’’ IEEE Trans. Acoust., Speech, Sig-
nal Process.34, 744–754.

McAulay, R. J., and Quatieri, T. F.~1991!. ‘‘Sine-wave phase coding at low
data rates,’’ Proc. IEEE Int. Conf. Acoust., Speech, and Sign. Process.,
Toronto, pp. 577–580.

Moriya, T., and Honda, M.~1986!. ‘‘Speech coder using phase equalization
and vector quantization,’’ Proc. IEEE Int. Conf. Acoust., Speech, and Sign.
Process., Tokyo, pp. 1701–1704.

Nelson, D. A.~1994!. ‘‘Level-dependent critical bandwidth for phase dis-
crimination,’’ J. Acoust. Soc. Am.95~3!, 1514–1524.

Oxenham, A. J., and Dau, T.~2001!. ‘‘Towards a measure of auditory-filter
phase response,’’ J. Acoust. Soc. Am.110~6!, 3169–3178.

Patterson, R. D.~1987!. ‘‘A pulse ribbon model of monaural phase percep-
tion,’’ J. Acoust. Soc. Am.82, 1560–1586.

Patterson, R. D.~1988!. ‘‘Timbre cues in monaural phase perception: Dis-
tinguishing within-channel cues and between-channel cues,’’ inProceed-
ings of the 8th International Symposium on Hearing, Basic Issues in Hear-
ing, edited by H. Duifhuis, J. Horst, and H. Wit~Academic, London!, pp.
351–358.

Patterson, R. D., Allerhand, M. H., and Gigue`re, C. ~1995!. ‘‘Time-domain
modeling of peripheral auditory processing: A modular architecture soft-
ware platform,’’ J. Acoust. Soc. Am.98~4!, 1890–1894.

Plomp, R., and Steeneken, H. J. M.~1969!. ‘‘Effect of phase on the timbre
of complex tones,’’ J. Acoust. Soc. Am.46~2!, 409–421.

Pobloth, H., and Kleijn, W. B.~1999!. ‘‘On phase perception in speech,’’
Proc. IEEE Int. Conf. Acoust., Speech, and Sign. Process., Phoenix, AZ,
pp. 29–32.

Pobloth, H., and Kleijn, W. B.~2001!. ‘‘Squared error as a measure of phase
distortion,’’ Proc. Eurospeech, Aalborg, Denmark, pp. 1973–1976.

Pols, L. C. W., van der Kamp, L. J. T., and Plomp, R.~1969!. ‘‘Perceptual
and physical space of vowel sounds,’’ J. Acoust. Soc. Am.46, 458–467.

Press, W. H., Teukolsky, S. A., Vetterling, W. T., and Flannery, B. P.~1992!.
Numerical Recipes in C, 2nd ed. ~Cambridge University Press, Cam-
bridge!.

Purnhagen, H.~1999!. ‘‘Advances in parametric audio coding,’’ Proc. IEEE
Workshop on Appl. of Signal Proc. to Audio and Acoustics, pp. 31–34.

Purnhagen, H., and Meine, N.~2000!. ‘‘ HILN—The MPEG-4 parametric au-
dio coding tools,’’ IEEE Int. Symp. on Circuits and Systems, Vol. 3,
Geneva, pp. 201–204.

Quatieri, T. F., and McAulay, R. J.~1989!. ‘‘Phase coherence in speech
reconstruction for enhancement and coding applications,’’ Proc. IEEE Int.
Conf. Acoust., Speech, and Sign. Process., Glasgow, pp. 207–210.

Quatieri, T., and McAulay, R.~1986!. ‘‘Speech transformations based on a
sinusoidal representation,’’ IEEE Trans. Acoust., Speech, Signal Process.
34~6!, 1449–1464.

Skoglund, J., Kleijn, W. B., and Hedelin, P.~1997!. ‘‘Audibility of pitch-
synchronously modulated noise,’’ Proc. IEEE Speech Coding Workshop,
Pocono Manor, PA.

Srednicki, M.~1988!. ‘‘A Bayesian analysis of A–B listening tests,’’ J. Au-
dio Eng. Soc.36~3!, 143–146.

Tchorz, J., Kasper, K., Reininger, H., and Kollmeier, B.~1997!. ‘‘On the
interplay between auditory-based features and locally recurrent neural net-
works for robust speech recognition in noise,’’ Proc. Eurospeech, Patras,
Greece, pp. 2075–2078.

Thomson, D. L.~1988!. ‘‘Parametric models of the magnitude/phase spec-
trum for harmonic speech coding,’’ Proc. IEEE Int. Conf. Acoust., Speech,
and Sign. Process., pp. 378–381.

Trancoso, I. M., Rodrigues, J. S., Almeida, L. B., Marques, J. S., Serral-
heiro, A., Santos, D. S., and Tribolet, J. M.~1988!. ‘‘Quantization issues in
harmonic coders,’’ Proc. IEEE Int. Conf. Acoust., Speech, and Sign. Pro-
cess., pp. 382–385.
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A model of transverse piano string vibration, second order in time, which models
frequency-dependent loss and dispersion effects is presented here. This model has many desirable
properties, in particular that it can be written as a well-posed initial-boundary value problem
~permitting stable finite difference schemes! and that it may be directly related to a digital
waveguide model, a digital filter-based algorithm which can be used for musical sound synthesis.
Techniques for the extraction of model parameters from experimental data over the full range of the
grand piano are discussed, as is the link between the model parameters and the filter responses in a
digital waveguide. Simulations are performed. Finally, the waveguide model is extended to the case
of several coupled strings. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1587146#
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I. INTRODUCTION

Several models of transverse wave propagation on a stiff
string, of varying degrees of complexity, have appeared in
the literature.1–5 These models, intended for the synthesis of
musical tones, are always framed in terms of a partial differ-
ential equation~PDE!, or system of PDEs; usually, the sim-
plified starting point for such a model is theone-dimensional
wave equation,6 and the more realistic features, such as dis-
persion, frequency-dependent loss and nonlinear hammer ex-
citation ~in the case of the piano string!, are incorporated
through several extra terms. Chaigne and Askenfelt3 have
proposed such a model~see the Appendix for a concise de-
scription of this model!, and used it as the basis for a syn-
thesis technique, through the use of finite differences—the
time waveform on a struck piano string is simulated in this
way to a remarkable degree of fidelity.4 Frequency-
dependent loss, the feature of primary interest in this paper,
is modeled through the use of a third-order time derivative
perturbation to the dispersive wave equation; while a physi-
cal justification for the use of such a term is tenuous, it does
give rise to perceptually important variations in damping
rates.

In Sec. II, we introduce a model of string vibration,
which is of second order in time differentiation; frequency-
dependent loss is introduced via mixed time–space deriva-
tive terms. As it turns out, the model discussed here is a
substantial improvement in several different ways. First, the
frequency domain analysis of a second-order system is quite
straightforward, and it is quite easy to obtain explicit formu-
las for dispersion and loss curves; this is considerably more
complicated for systems which are higher order in time, es-
sentially requiring the factorization of a higher order polyno-
mial dispersion relation. Second, it is easy to prove that our
model, when complemented by initial and boundary condi-
tions, is well posed.7,8 Though we do not give a complete
description of this condition here, to say that such an initial-
boundary value problem is well posed is to say, generally
speaking, that solutions may not grow faster than exponen-

tially; for linear and shift-invariant systems such as simple
stiff string models, the condition can be conveniently ex-
pressed in the frequency domain. We show in the Appendix
that the PDE first proposed by Ruiz,9 and later popularized
by Chaigne and Askenfelt3,4 is in fact not well-posed, and
possesses a spurious unstable solution. Third, it becomes
easy to developfinite difference schemes, for which precise
numerical stability conditions may be easily derived. Finite
difference schemes are discussed briefly in Sec. III. Fourth, it
is possible to extend the model described here to a more
realistic representation of dispersion and loss as a function of
frequency through additional terms in the PDE, without com-
promising well-posedness, or the stability of resulting nu-
merical schemes.

Finally, it is possible to identify the model PDE with a
digital waveguide—this filterlike structure models one-
dimensional wave propagation as purely lossless throughout
the length of the string, with loss and dispersion lumped in
terminating filters. It thus performs a simulation of amodi-
fied physical system.

We show, in Sec. IV A, how one can relate the PDE
model presented in Sec. II to a digital waveguide structure,
paying particular attention to the relationship between the
lumped filters used to model loss and dispersion and the
model parameters which define our PDE. In Sec. V, we per-
form several numerical simulations in order to compare the
finite difference and waveguide approaches for this particular
problem. In particular, in Sec. VI, we examine in detail a
procedure allowing the resynthesis of natural string vibra-
tion. Using experimental data obtained from a grand piano,
both the terminating filters of a digital waveguide and the
parameters of the physical model are estimated over most of
the keyboard range. This leads to a simple description of the
variation of some of these parameters~namely loss param-
eters and string stiffness! over the piano’s range which can
be used for the convenient synthesis string vibrations at a
given excitation point. Finally, in Sec. VII, interstring cou-
pling is discussed and modeled using coupled digital
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waveguides. This is a further step towards the design of a
realistic piano simulator, which should ultimately also model
effects such as nonlinear hammer-string coupling and sound-
board radiation phenomena.

II. SECOND-ORDER MODELS OF ONE-DIMENSIONAL
WAVE PROPAGATION

A. A family of PDEs

Consider a general linear second-order~in time! wave
equation, of the form

]2y

]t2
12(

k50

M

qk

]2k11y

]x2k]t
1 (

k50

N

r k

]2ky

]x2k
50. ~1!

Here,y(x,t), the solution, is a function of positionxPR and
time t>0, andqk andr k are real constants; the solution is not
uniquely defined until two initial conditions are supplied.
~For the moment, we concentrate on the pure initial value
problem and ignore boundary conditions—we will return to
this subject in Sec. II B.! Because this equation describes a
linear and shift-invariant system, it is possible to analyze it
through Fourier techniques. Defining the spatial Fourier
transformŷ(b,t) of y(x,t) by
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Eq. ~1! can be rewritten as
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This second-order linear ordinary differential equation with
real coefficients will have solutions of the form

ŷ~b,t !5 ŷ0~b!est ~3!

for complex frequenciess which satisfy the characteristic
polynomial equation
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Notice that because only even derivatives appear in the fam-
ily Eq. ~1!, the functionsq and r are real. The characteristic
polynomial equation has roots

s652q6Aq22r .

The condition that the initial value problem corresponding to
Eq. ~1! bewell-posedis that these roots have real parts which
are bounded from above as a function ofb; this is in effect
saying that solution growth can be no faster than exponen-
tial. A more restrictive~and physically relevant! condition is
that these roots have nonpositive real part for allb, so that all
exponential solutions are nonincreasing. It is simple to show
that this will be true for

q~b!,r ~b!>0. ~5!

For q and r satisfying Eq.~5!, the imaginary parts of

these roots correspond to oscillation frequencies, and the real
parts to loss. Clearly, for real wave numbersb such thatq2

<r , the real parts ofs6 are simply2q. This case corre-
sponds to normal damped wave propagation; notice in par-
ticular that if q depends onb, then damping rates will be
wave number~and thus frequency! dependent. Ifq2.r , then
both roots are purely real and nonpositive, yielding damped
nontraveling solutions.

Consider a member of the family defined by Eq.~1!,
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]x2]t
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The first term on the right-hand side of the equation, in the
absence of the others, gives rise to wavelike motion, with
speedc. The second ‘‘ideal bar’’ term10 introduces disper-
sion, or frequency-dependent wave velocity, and is param-
etrized by a stiffness coefficientk. The third and fourth terms
allow for loss, and ifb2Þ0, decay rates will be frequency
dependent.@A complete model, for a piano string, is obtained
by including a hammer excitation term,f (x,t), possibly ac-
counting for nonlinear effects, on the right-hand side, and by
restricting the spatial domain to a finite interval and supply-
ing a realistic set of boundary conditions.# This model differs
from that of Ruiz9 in only the last term~see the Appendix!.

The characteristic equation has the form of Eq.~4!, with

q~b!5b11b2b2, r ~b!5c2b21k2b4.

For b1 , b2>0, condition Eq.~5! is satisfied and this PDE
obviously possesses exponentially decaying solutions, and
what is more, loss increases as a function of wave number.
The PDE of Eq.~6! possesses traveling wave solutions when
q2<r , which, for realistic values of the defining parameters
for a piano string, includes the overwhelming part of the
audio spectrum. For instance, for a C2 piano string, de-
scribed by the parameters given in Table I, the lower cutoff
wave number for traveling waves will beb50.0025, corre-
sponding to a frequency of 0.080 Hz. There is no upper
cutoff.

In order to relate this PDE model with a digital wave-
guide numerical simulation method, it is useful to write the
expressions for dispersion and loss directly. Taking

s65s6 j v ~7!

over the range ofb for which traveling wave solutions exist,
we obtain

s~b!52b12b2b2, ~8!

v~b!5A2~b11b2b2!21c2b21k2b4. ~9!

We will discuss digital waveguide models in detail in Sec.
IV A.

TABLE I. Physical model parameters for piano tones C2, C4, and C7.

C2 C4 C7 Units

L 1.23 0.63 0.10 m
c 160.9 329.6 418.6 m s21

k 0.58 1.25 1.24 m2 s21

b1 0.25 1.1 9.17 s21

b2 7.531025 2.731024 2.131023 m2 s21

Fs 16 000 32 000 96 000 s21
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Finally, we mention that the general form Eq.~1! serves
as a useful point of departure for more accurate models of
loss and dispersion in a stiff string. The more terms are in-
cluded, the better these phenomena can be modeled over the
entire frequency range of interest. Though it is difficult to
associate physical processes directly with the various extra
perturbation terms in the equation, it is at least simple to
ensure, through condition Eq.~5!, that the model is well-
posed, an important first step in developing stable numerical
methods.

B. Boundary conditions

In this section, we provide a brief analysis of pinned
boundary conditions, to show that when coupled to our string
model, the same analysis of well-posedness may be applied
~i.e., wave numbers of modal solutions are real!. Let us now
restrict the spatial domain for the problem defined by Eq.~6!
to xP@0,L#. As Eq. ~6! is of fourth order in the spatial de-
rivatives, we need to supply two boundary conditions at ei-
ther end, i.e., atx50 and x5L. Following Chaigne,3 we
apply pinned boundary conditions,

yux505yux5L5
]2y

]x2U
x50

5
]2y

]x2U
x5L

50. ~10!

For a solution of the formy(x,t)5est1 j bx, from dispersion
relation Eq.~4!, there are thus four solutions forb in terms
of s,

b1
2 ~s!5

2g1Ag224k2~s212b1s!

2k2
, ~11a!

b2
2 ~s!5

2g2Ag224k2~s212b1s!

2k2
~11b!

with

g5c212b2s.

At frequencys, thus, any linear combination

y~x,t !5est~a1,1ej b1x1a1,2e2 j b1x1a2,1ej b2x

1a2,2e2 j b2x! ~12!

is a solution to Eq.~6!. Applying the boundary conditions
Eq. ~10! to this solution gives the matrix equation

~13!

Nontrivial solutions can occur only when det(A)50, giving
the relation

~b1
2 2b2

2 !2 sin~b1L !sin~b2L !50. ~14!

Discounting the caseb1
2 5b2

2 @which yields an identically
zero solutiony(x,t)], then obviously, solutions are of the
form b15np/L, for integernÞ0 ~similarly for b2), and
the modal frequenciessn are, from the solutions Eq.~8! and
Eq. ~9! of the dispersion relation~4!,

sn5s~np/L !1 j v~np/L ! ~15!

over wave numbers for which a traveling solution exists~for
small b1 andb2 , this will be true for alln!.

III. A FINITE DIFFERENCE SCHEME

In order to solve Eq.~6! numerically, we may approxi-
mate its solution over a grid with spacingX, and with time
stepT. Equation~6! can be written as

d t
2y5c2dx

2y2k2dx
2dx

2y22b1d t,0y12b2dx
2d t,2y

1O~T,X2!, ~16!

where the various difference operators are defined by

dx
2y~x,t !5

1

X2
~y~x1X,t !22y~x,t !1y~x2X,t !!,

d t
2y~x,t !5

1

T2
~y~x,t1T!22y~x,t !1y~x,t2T!!,

d t,0y~x,t !5
1

2T
~y~x,t1T!2y~x,t2T!!,

d t,2y~x,t !5
1

T
~y~x,t !2y~x,t2T!!.

All these operators are ‘‘centered’’ about the point (x,t),
except for the backward difference operatord t,2 , which is
used in order to obtain an explicit algorithm. The approxi-
mation is first-order accurate in the time stepT, and second-
order accurate in the space stepX. @It is worth mentioning,
that this is but one among many ways of discretizing~6!.#
We may now rewrite Eq.~16! as a difference scheme, oper-
ating on the grid functionym

n , indexed by integerm andn,
which will serve as an approximation toy(x,t) at the loca-
tion x5mX, t5nT:

ym
n115a10ym

n 1a11~ym11
n 1ym21

n !1a12~ym12
n 1ym22

n !

1a20ym
n211a21~ym11

n21 1ym21
n21 !. ~17!

Here, the difference scheme coefficients are defined by

a105~222l226m224b2m/k!/~11b1T!,

a115~l214m212b2m/k!/~11b1T!,

a1252m2/~11b1T!, ~18!

a205~2114b2m/k1b1T!/~11b1T!,

a215~22b2m/k!/~11b1T!,

where, for brevity, we have introduced the quantities

l5cT/X, m5kT/X2.

In order to examine the stability of scheme Eq.~17!,
which is, like its generating PDE, Eq.~6!, linear and shift
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invariant, we may apply frequency domain techniques—in
the finite difference setting, these techniques are referred to
asVon Neumann analysis.7,8 This analysis proceeds in a fash-
ion exactly analogous to the analysis applied to the continu-
ous time and space systems of the preceding sections. Short-
cutting the process somewhat, we may consider a solution of
the formym

n 5zneimXb, wherez5esT ~we could equivalently
employ az transform and a discrete-time Fourier transform!.
We thus obtain the two-step characteristic, oramplification
equation

z21a1~b!z1a2~b!50,

where the functionsa1(b) anda2(b) are defined in terms of
the difference scheme parameters of Eq.~18! by

a1~b!52a1022a11cos~bX!22a12cos~2bX!,

a2~b!52a2022a21cos~bX!.

The necessary and sufficient stability conditions for Eq.~17!
are that the roots of the amplification equation be of magni-
tude less than or equal to unity, for all wave numbersb; for
this real-valued quadratic, these conditions can be written in
terms ofa1(b) anda2(b) as

ua1~b!u21<a2~b!<1.

The right inequality is satisfied forb1 , b2>0, and after some
algebra, it can be shown that the left inequality is equivalent
to the conditionl214m214b2m/k<1, further implying
that

T<X2
24b21A16b2

214~c2X214k2!

2~c2X214k2!
.

The relative ease with which an exact bound such as the
above may be derived is a direct consequence of the use of a
two-step scheme and the relative simplicity of the model
itself; for schemes involving more steps of lookback~which
results from the discretization of a model with higher time
derivatives, such as Ruiz’s system!, this analysis becomes
much more involved, though we do approach it nonetheless
in the Appendix. This, in addition to reduced memory re-
quirements, is a further advantage of using a second-order
model as a starting point.

Equation~16! is but one of many possible discretizations
of Eq. ~6!—for instance, replacingd t,2 by d t,0 yields an
implicit algorithm,7 and other implicit schemes such as the
u-forms discussed in the work of Chaigne5 may be of interest
in reducingnumerical dispersion,7 and may be of higher for-
mal accuracy~which may be tempered by the stability re-
quirements!. To emphasize this point, we have plotted the
phase velocities and loss curves for the model system of Eq.
~6! versus those of the difference scheme of Eq.~17! in Fig.
1. Notice that this simple difference scheme is a reasonable
approximation to the model only for smallv ~i.e., for low
frequencies!. As we will see later in Sec. V, this deviation
from the model PDE will account for differences in simula-
tion results obtained from digital waveguide models, which
approximates the phase velocity and loss curves directly.

IV. THE DIGITAL WAVEGUIDE MODEL

The digital waveguide approach provides computational
models for musical instruments primarily in the string, wind,
and brass families.11 They have also been developed specifi-
cally for piano synthesis.11–13 This section summarizes the
basic ideas of the digital waveguide approach, and relates the
parameters of a digital waveguide model to an underlying
physical model.

A. Background

As mentioned in Sec. I, to arrive at a PDE modeling the
piano string, it is fruitful to start with the ideal wave equation
and add perturbation terms to give more realistic frequency-
dependent dispersion and losses. The perturbed PDE is then
numerically integrated via a finite-difference scheme~or pos-
sibly by another approach, such as finite element methods,
etc.!. The digital waveguide approach interchanges the order
of these operations: the ideal wave equation is integrated first
using a trivial finite-difference scheme, and the resulting so-
lutions are perturbed usingdigital filters to add frequency-
dependent loss and dispersion. In the case of a strongly dis-
sipative and dispersive string, the modulus of these so-called
loop filtersdecreases rapidly with frequency, and phase can
become strongly nonlinear. For a frequency-domain imple-
mentation, this has no effect on computational complexity,
but for a time-domain implementation, a larger filter size
may be required in order to match the large variations of the
phase response.

It has been known since d’Alembert14 that the ideal one-
dimensional wave equation is solved exactly by arbitrary
~sufficiently smooth! wave shapes propagating in both direc-
tions. The digital waveguide formulation works directly with
these traveling wave components. An isolated traveling wave
is trivially simulated in practice using adelay line. An ideal
vibrating string is then modeled as a pair of delay lines, one
for each direction of travel.

For digital implementation, the traveling waves are
sampledat intervals ofT seconds. By Shannon’s sampling

FIG. 1. Phase velocity~top! and loss~bottom! for the model of Eq.~6! ~solid
line! and for difference scheme Eq.~17! ~dashed line! as a function of the
frequency. The model parameters are those corresponding to the note C2, as
given in Table I.
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theorem,15 the solution remains exact, in principle, at all fre-
quencies up to half the sampling rate. To avoid aliasing, all
initial conditions and ongoing excitations must beband-
limited to less than half the sampling ratef s51/T.

Figure 2 shows the simulation diagram for a digital
waveguide model of a rigidly terminated string. The string is
excited by the signalE and observed via the signalS.
Sampled traveling velocity waves propagate to the right
along the upper rail, and to the left along the lower rail. The
rigid terminations cause inverting reflections~the two 21
scale factors!. The delay lines are denotedDi , i 51,2,3, and
theFi blocks are digital filters to be described further below.

Consider a wavelike solution propagating from a point
M1 to a pointM2 along a string~see Fig. 3, top!. The dis-
tanceM1M2 will be arbitrarily calledl and the propagation
time d at theminimalphase velocity. At the observation point
M2 , the wave will have arrived after having undergone the
effects of loss and dispersion. In terms of digital waveguides,
the wave will undergo a pure delay@in the frequency do-
main, a multiplicative phase factor exp(2ivd)], times a mul-
tiplicative factorF(v) representing the loss and the disper-
sion experienced by the wave during this interval~see Fig. 3,
bottom!.

Since loss and dispersion are, for this system, linear
time-invariant~LTI ! phenomena, even when frequency de-
pendent, the perturbations needed for added realism in the
digital waveguide string model are LTIdigital filters. Since
LTI filters commute, we maylump all of the filtering associ-
ated with propagation in one direction into asingleLTI filter.
These filters are denotedFi in Fig. 2, i 51,2,3.

For purposes of computing the output signalS from the
input signalE, Fig. 2 may be further simplified.

The two filters labeledF1 can be replaced by a single
filter F1

2 ~by commuting one of them with the intervening
two delay linesD1 and21 gain!. A similar simplification is
possible forF3 .

In the same way, the two delay lines labeledD1 can be
replaced by a single delay lineD1

2 ~having twice the length
of D1), and the twoD3 blocks can be replaced by oneD3

2

block.
In general, any uniform section of a linear vibrating

string which is excited and observed only at its endpoints can
be accurately modeled~in one vibrational plane! by a pair of

digital delay lines, each in series with a digital filter. A dis-
cussion of more generalized approaches involving nonuni-
form string sections, and the relationship with finite differ-
ence schemes, is provided in a recent dissertation.16

Since losses and dispersion are relativelyweakin vibrat-
ing strings and acoustic bores, alow-orderfilter can approxi-
mate very well the distributed filtering~infinite-order in prin-
ciple! associated with a particular stretch of string or bore.
~We should repeat, however, that the approach outlined
above is equally applicable in the case of strongly dispersive
or lossy systems, though in these cases, higher-order filters
may be necessary.! In practice, the desired loss and disper-
sion filters are normally derived from measurements such as
the decay time of overtones in the freely vibrating
string.17–19In the next section, the filter will be derived from
the stiff-string model of Eq.~16!. Interestingly, the filter~s! so
designed can be mapped back to an equivalent PDE, includ-
ing many higher-order terms~which may or may not have a
physical interpretation!. Lumping of traveling-wave filtering
in this way can yield computational savings by orders of
magnitude relative to more typical finite difference
schemes,20–22 and this efficiency can be important in appli-
cations such as real-time modeling of musical instruments
for purposes of automatic sound synthesis or ‘‘virtual acous-
tic instrument’’ performance.

B. Relating digital waveguide parameters to the
physical model

We address here the problem of relating digital wave-
guide filter parameters to the loss and dispersion curves from
the physical model discussed in Sec. II. For that, we consider
the continuous frequency representation of the loop filter and
show its relation with the physical parameters. The digital
waveguide parameters can then be obtained by discretiza-
tion. We do not address here the problem of the time domain
implementation of the digital waveguide.

According to Eqs.~3! and~7!, the transformations of the
wave due to propagation along the string segment can be
represented in terms of a digital waveguide filter by a mul-
tiplicative phase factor exp(sd1jbl). Ideally, the modulus
and phase of this expression are related to the filterF by

uF~v!u5uesd1 j b l u5esd5e2~b11b2b2!d, ~19!

arg~F~v!!5arg~esd1 j b l !5vd1b l . ~20!

In order to write the expressions of the modulus and the
phase of the loop filter in terms of the frequencyv, it is
necessary to express the wave numberb in terms ofv. From
Eq. ~9!, solving forb, one gets

b2~v!5
2a16Aa1

214a2~b1
21v2!

2a2
~21!

with

a15c222b1b2 , a25k22b2
2. ~22!

Sinceb must be real~see Sec. II B!, we keep only the solu-
tion for which the term inside the root is positive. Then,

FIG. 2. Digital waveguide model of a rigidly terminated string.

FIG. 3. The physical system and its corresponding delay line/filter.
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b~v!56A2a11Aa1
214a2~b1

21v2!

2a2
. ~23!

Given that, for realistic piano string modeling,b1.1,
b2.1024, c.200, k.1, andv.400, we make the simpli-
fying assumptions

b1b2!c2, b2
2!k2 ~24!

~the second of which also ensures the realness ofb!

b1
2!v2 ~25!

which permit the following approximation ofb:

b~v!.6
c

kA2
A211A114

k2

c4
v2. ~26!

In practice, it is helpful to work with more perceptually
significant parameters for sound synthesis purposes. For that
purpose, we will now suppose that the string is of lengthL,
with perfect reflections at the extremities. The delayD,
which corresponds to the propagation time of the minimum
phase-velocity wave along the lengthL can be expressed as

D5L/c5p/v0 , ~27!

wherev0 is the fundamental frequency~rad/s! of the ideal
string andc is the minimum phase velocity given by

c5v0L/p. ~28!

Thus,D is the propagation time over distanceL for a sinu-
soidal traveling wave tuned to the first resonant mode of the
ideal string. This choice of nominal propagation-timeD sim-
plifies the frequency-domain computations to follow; how-
ever, since phase velocity increases with frequency, the as-
sociated propagation filterF will be noncausal in the time
domain. This poses no difficulty for frequency-domain
implementation.

Next, we may expressb as

b~v!.6
p

LA2B
Aj ~29!

with

j5211A114Bv2/v0
2 ~30!

in terms of the inharmonicity coefficient23 B given by

B5k2v0
2/c4, ~31!

wherec denotesc(v0) for notational simplicity.
We now have to choose the sign ofb in the expression

for the phase. Since we want the output signal to bedelayed
with respect to the input signal, the loop filter/pure delay
combination has to be causal. This means that the phase of
the whole transfer function must be negative, i.e.,

2vD1arg~F~v!!,0. ~32!

This indicates that we choose the negative solution forb
in the phase expression. Finally, using Eq.~29!, we arrive at
approximate expressions for the modulus and phase of the
filter F as a function of frequencyv,

uF~v!u.expS 2DFb11
b2p2j

2BL2 G D , ~33a!

arg~F~v!!.vD2pA j

2B
. ~33b!

These expressions serve as the link the PDE model of
Eq. ~6! to the lumped filters of the digital waveguide. For the
sake of simplicity, one can choose an ‘‘elementary filter’’
dF5F1/D such that

udF~v!u.expS 2Fb11
b2p2j

2BL2 G D , ~34a!

arg~dF~v!!.v2v0A j

2B
. ~34b!

The filtersF of the digital waveguide, which correspond
to propagation over a time durationD, can be then easily
expressed in terms ofdF by

F5dFD. ~35!

The stability of the digital waveguide model is ensured if the
modulus of the filterdF is less than one. This condition is
here always respected, since the expression in the exponen-
tial of Eq. ~33a! is negative.

V. NUMERICAL SIMULATIONS

We now address the validity of the analytical approach
of the preceding section to determine digital waveguide loop
filters. The modulus and phase of the filters corresponding to
the digital waveguide model have been directly linked to the
parameters of the physical model. For a given set of PDE
parameters, thus, we can design a complete digital wave-
guide model simulating the signal of the vibrating string at a
given location, for a predetermined excitation location. For
purposes of comparison, we have generated output signals
using both the finite difference scheme discussed in Sec. III,
and the digital waveguide model for the same set of model
parameters. The digital waveguide has been computed in the
frequency domain, allowing the use of Eq.~33a!. The exci-
tation, a Gaussian function of the forme2@(x2x0)2/s2#, simu-
lates an initial velocity distribution of the string at a distance
x05L/8 from one end of characteristic widths5KcLH ,
where Kc is an arbitrary constant andLH is the hammer
width ~we do not enter into too much detail here, as hammer
modeling is not dealt with in this paper!. The signal is ob-
served at the location 9L/10. We have performed simulations
for the notes C2, C4, and C7 using the parameters in Table I
~all of which are taken from values provided in the papers by
Chaigne and Askenfelt,3,4 except for the parameterb2 , which
comes from the calibration procedure applied subsequently
in Sec. VI.

Figure 4 shows the two first periods of the waveforms
generated by both approaches. The amplitudes are similar.
Nevertheless, there is a slight discrepancy between the two
signals, due to the numerical dispersion introduced by the
finite difference scheme~see Sec. III!.
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This discrepancy can be better seen by comparing the
phase velocity of the two signals in Fig. 5. This corresponds
to the phase velocity plotted in Fig. 1. The phase velocity of
the signal produced by the waveguide is similar to the one of
the model.

The long-time behavior of the generated signal is also
very similar. In Fig. 6 spectrograms obtained over the whole
length of the sound are shown. It is clear that the global
damping behavior is similar in the low-frequency range.
However, at high frequencies, the finite-difference model
suffers from an artificially high propagation gain, as derived
in Sec. III. The fundamental frequencies are essentially

equal, but the wave dispersion due to string stiffness is dif-
ferent due to thenumericaldispersion introduced by the dif-
ference scheme.~We can see in Fig. 7 a slight tuning differ-
ence in the high-frequency partials.! In summary, these
figures illustrate the extent to which the waveguide model
provides a more accurate digital simulation of stiff, lossy
strings with respect to both attenuation and dispersion of
wave propagation, when compared with finite difference
schemes.

VI. CALIBRATION OF PHYSICAL MODEL
PARAMETERS FOR A GRAND PIANO FROM
EXPERIMENTAL DATA

A. Experimental setup

In order to calibrate the parameters of the physical
model, data were collected on an experimental setup consist-
ing of a Yamaha Disklavier C6 grand piano equipped with
sensors~see Fig. 8!. The string vibrations were measured

FIG. 6. Spectrograms of the output of the finite difference scheme~at top!
and the waveguide model~at bottom! for the note C2.

FIG. 7. Partial frequencies of the output of the finite difference scheme
~dotted! and of the waveguide model~plain! as function of the theoretical
frequencies.

FIG. 4. Velocity signals obtained from the finite difference scheme pre-
sented in Sec. III~solid line! and a waveguide model~dotted line!, for three
different notes and for two periods of sound. The model is excited at dis-
tanceL/8 from one endpoint, and the output signal is measured at distance
9L/10. Note that the abscissa scales is different for each figure.

FIG. 5. Phase velocity for the waveguide model~solid line! and for differ-
ence scheme as a function of the frequency for the note C2. The analytically
obtained phase is not shown, as it is identical~by definition! to the phase
response of the waveguide network.

1101J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Bensa et al.: Piano string simulation



using an accelerometer located at the bridge level. The Dis-
klavier allows the piano to be played under computer con-
trol. These measurements were made at the Laboratoire de
Mécanique et d’Acoustique, Marseille, France.

In order to ensure that the measurements were taken
under similar excitation conditions, we measured the ham-
mer velocity using a photonic sensor~MTI 2000, probe mod-
ule 2125H! ~see Fig. 9!.

Since we were interested in exciting a large portion of
the frequency spectrum while remaining in the linear domain
of vibration, we chose a medium~mezzo-forte! hammer ve-
locity of 2.2 m s21, which corresponds roughly to a MIDI
value of 80. Such a hammer velocity allows the generation of
about 140 spectral components for low frequency tones with
a reasonable signal-to-noise ratio~see Fig. 10!.

For each note of the grand piano, the optical sensor was
placed close to the hammer and the accelerometer~B&K

4374! at bridge level. For notes corresponding to double or
triple sets of strings, the accelerometer was placed as close as
possible to the strings~see Fig. 11!. Due to the imprecision
of MIDI coding, several measurements were made, until a
target value of the hammer speed was obtained. We have
deemed an uncertainty of60.1 m s21 for the hammer veloc-
ity to be acceptable, as the estimation of modal frequency
and decay rates is relatively insensitive to such an error. The
acceleration measured at the bridge level was then digitally
recorded at 16 bits at a sampling rate of 44.1 kHz, before
being entered in the database.

B. Estimation of parameters

Because this model is intended for use in the context of
musical sound synthesis, we here discuss the calibration of
b1 andb2 , and the determination of the stiffness parameter
for a given string.

FIG. 8. Experimental setup. The grand piano was isolated in an anechoic
room, and both the string vibrations and the acoustical radiated signal were
measured. The string vibrations were measured using both an accelerometer
located at the bridge level and a laser vibrometer, while the acoustic signal
was measured at the head level of the pianist using an artificial headset. Our
library of measured data also includes signals corresponding to various ham-
mer velocities@referred to in recent and forthcoming articles concerned with
the hammer-string interaction~Ref. 31!#, but for this paper, we only need
acceleration measurements for each string.

FIG. 9. Optical sensor used to measure the hammer velocity. The velocity is
obtained through the duration corresponding to the travel time of the ham-
mer between two reflectors placed on it.

FIG. 10. Spectrum of the note A0.

FIG. 11. Accelerometer at the bridge level.
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To estimate the damping factor associated with each
modal component of the signal, we used a signal processing
technique based on the theory of analytic signals.24,25 The
analytic signal representation provides an easy way of ex-
tracting both the instantaneous frequency and the damping of
each modal component, through band-pass filtering. To iso-
late each component in frequency, we used a truncated
Gaussian window, the frequency bandwidth of which was
chosen so as to minimize smoothing effects over the attack
duration and to avoid overlapping two successive frequency
components. The Gaussian was employed since its time-
bandwidth product is minimized. As a consequence, it opti-
mizes the exponential damping support after convolution
with a causal single component for a given band pass
filtering.26

The analytic signal associated with each individual com-
ponent facilitates the estimation of both the instantaneous
frequency and the amplitude modulation law of the compo-
nent. The frequency dependent damping factor is directly
related to the amplitude modulation law of each partial. Ac-
cording to the physics of a single string vibrating in one
plane, the amplitude modulation of each component is ex-
pected to be exponential. This makes the damping factor
easy to estimate by the measurement of the slope of the
logarithmic representation of the amplitude of the analytic
signal.19 This technique has advantages over other paramet-
ric methods such as Prony’s method,27 mainly due to its abil-
ity to extract a coherent mean damping factor when multiple
components are present. In fact, the hammer usually strikes
not one, but two or three strings simultaneously. The cou-
pling gives rise to perceptually significant phenomena such
as beating and two-stage decay;28 these effects are not ac-
counted for in our model Eq.~6!. For these multistring notes,
the calculated damping coefficientss can be thought of de-
scribing the global perceived decay of the sound.

For the same reason, the spectral representation of each
partial is the result of the summation of several contributions
due to each string and each polarization of vibration. The
phase of the analytic signal allows an accurate estimation of
the mean frequency of the partials. Actually, it permits the
calculation of the instantaneous frequency which is a time-
dependent function oscillating around a mean value. This
mean value coincides with the spectral centroid of the
partial29 and consequently with the more likely perceived
frequency. From the mean frequency values estimated this
way for each partial,B may be deduced for each note, and
consequentlyv0 , the fundamental frequency of the corre-
sponding ideal string. The inharmonicity factorB is plotted
as a function of the frequency in Fig. 12;B is an increasing
function of the note number, except over the bass range,
where the strings are double-wrapped~this behavior has also
been measured by Conklin30!.

Combining Eqs.~8! and ~29!, one obtains

s~v!52b12b2S p2

2BL2
@211A114B~v/v0!2# D .

~36!

Then, from the value ofs obtained for each partial,b1 and
b2 may be estimated for a given tone. The evolution of these

parameters as a function of the fundamental frequency is
shown in Fig. 13.

We see thatb1 and b2 are both increasing functions of
MIDI note number, indicating increasing loss as one ap-
proaches the treble range. In Fig. 13, we have also fit ex-
tremely simple curves to the loss parameter data. The fits are
linear as a function of the fundamental frequency, and are
given by

b154.431023f 02431022, ~37a!

b251.031026f 01131025. ~37b!

These simple empirical descriptions ofb1 andb2 allow the
reproduction of piano tones whose damping will be close to
that of the perceived acoustic note. A multistring waveguide

FIG. 12. The measured inharmonicity factorB.

FIG. 13. Values of ‘‘equivalent’’b1 andb2 fitted from measured data as a
function of the fundamental frequency.
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model has also been designed,26,31 allowing for beating and
two-stage decay. Its use for synthesis purposes is discussed
in Sec. VII. The deviations in the curves~Fig. 13! from the
linear fits must be attributed to the impedance ratio between
the strings and the soundboard, which varies over the length
of the bridge. As a result, the curves should not be inter-
preted as impedance curves as they do not represent mea-
surements at a single point and data are taken only at string
modal frequencies. For a detailed discussion of soundboard
impedance and its measurement, we refer to the work of
Giordano.32,33

VII. WAVEGUIDES AND SOUND SYNTHESIS

The determination ofb1 , b2 , B, andv0 for each note
allows for an explicit expression of the behavior of the filter
F as a function of note number. In order to represent the
evolution of the elementary loop filter in terms of note value,
we show in Fig. 14 the modulus and phase of the elementary
filter dF, normalized with respect to the time delayD,

dF5F1/D. ~38!

In order to understand the general behavior of the modu-
lus and the phase of the loop filter with respect to the note
played, we expand their expressions@Eq. ~34a!# for
4B(v/v0) to third order near zero. We obtain

udF~v!u.expS 2Fb11b2

v2

c2 G D , ~39a!

arg~dF !.
v3B

2v0
2

. ~39b!

The modulus~which also accounts for the losses at the
endpoints!, is decreasing with note number as shown in Fig.
14. This is mainly due to the increase inb1 . But the param-
eter b2 , which allows for frequency dependent loss is also

increasing, leading to a modification of the slope of the
modulus versus frequency for different note numbers. We
note that this behavior is slightly different for the wrapped
strings~A0, A1! than for the other strings~A2, A3!. We also
note that althoughB is mainly an increasing function of note
number, the phase of the filtersdF grows less rapidly for the
bass tones than for higher tones. This is due to the fact that
the phase of the filter depends not only onB, but also on the
fundamental frequency, as evidenced by Eq.~39b!. Though
this expression is meaningful only for the first few partials, it
is clear that phase dispersion decreases as a function of fun-
damental frequency.

In the case of the piano, the string is struck at a distance
of approximately one-eighth to one-sixteenth of its length
from the bridge, depending on the note. We are only inter-
ested in the vibration generated at the bridge termination, as
this is the mechanism by which energy is transmitted to the
soundboard. This situation corresponds to a digital wave-
guide structure identical to the one presented in Fig. 2, ex-
cept that the loop filtersF2 andF3 are combined. Using the
parameters estimated by experiment, one can reproduce the
vibration generated by a single string. Figure 15 shows the
evolution of the amplitude of the first six partials of the
vibration velocity for the note E1, respectively, measured on
the piano and generated by the digital waveguide model.
From a perceptual point of view, the two sounds are identi-
cal.

If the tones are produced by two or three strings struck
simultaneously, the basic digital waveguide model still gen-
erates a signal having the same amplitude and damping of
the modes. It does not, however, account for the modulations
and double decays due to the coupling of the strings at the
bridge.28 Using two or three coupled digital waveguides, and
thus allowing for energy transfer between the strings, one
can easily reproduce this phenomenon.20,26,31 Figure 16
shows the time evolution of the amplitude of the first six
partials for the tone C2~two strings!, using the coupled-

FIG. 14. Normalized modulus and phase ofF for selected tones.

FIG. 15. Amplitude of partials one to six for the note E1 as a function of
time and frequency.
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strings model described in a recent publication.26 The modu-
lations are essentially perfectly reproduced. Moreover, this
model follows directly from the physics of coupled strings.
In fact, the loop filters are again related to the parameters of
the physical model, and numerous sound transformations are
conceivable. One could, for instance, extend the use of such
a waveguide model to practically unrealizable situations in-
volving, for example, widely mistuned strings or coupled
strings with differing material properties.

VIII. CONCLUSIONS

We have presented a model of transverse vibrations on a
string which includes the effects of stiffness and frequency-
dependent loss. This model possesses several advantages
over those proposed previously, in particular that it can be
framed as a well-posed initial-boundary value problem~lead-
ing to stable numerical methods!, and also that it can be
easily related to digital waveguides. The source of these
good properties is the fact that this model allows only two
traveling-wave type solutions; the nonphysical third unstable
term in the model of Ruiz~which can lead to difficulties both
analytically and numerically! is thus eliminated in favor of
higher-order spatial terms. It is also simple to write expres-
sions for dispersion and loss as a function of frequency in
terms of the model system parameters—such information is
critical for the design of the terminating filters in a digital
waveguide implementation.

For the sake of comparison, we have performed numeri-
cal simulations of the model system, with pianolike param-
eters, using both finite differences and a digital waveguide;
the most notable distinction is the complete lack of numeri-
cal dispersion~which leads to mode mistuning! in the wave-
guide implementation. On the other hand, the waveguide al-
lows the computation of a solution~‘‘sound’’ ! only at
preselected points on the string, whereas a finite difference
scheme computes the entire string state in~sampled! physical

form. This is not a drawback for sound synthesis applications
because, only the behavior of the string at the bridge is of
interest in most stringed instruments. Moreover, physically
accurate outputs from additional points along the string are
easily added to a digital-waveguide simulation at the price of
one small digital filter each.

A set of experimental data measured from a grand piano
was used in order to calibrate the PDE model parameters
over the entire keyboard range. String vibration was mea-
sured at the bridge through the use of an accelerometer, for
each note on the piano, and for an average hammer velocity.
The piano employed was equipped with sensors to provide
hammer velocity data; from these measurements, all the pa-
rameters relating to the relevant PDE model were estimated.
Given that the model itself is not completely physical—that
is, the various loss mechanisms, interstring coupling, as well
as energy transfer to the soundboard are modelled, for sim-
plicity, as internal to the string itself—these parameters must
be considered as those describing an ‘‘equivalent’’ string,
under fixed termination. The equivalent parameters, are,
however, sufficient for the resynthesis of piano tones to a
high degree of fidelity, when a digital waveguide is em-
ployed. The digital waveguide model was also extended in
order to directly take into account the effects of interstring
coupling, through the use of two or three coupled
waveguides.

The modeling of the excitation mechanism for the piano
string ~i.e., the hammer! is also of great importance, and
must be carried out with some care; we have not addressed
this issue here. As has been shown in the work of Chaigne
and Askenfelt, it is possible to design a nonlinear hammer,
which, when applied to a stiff string with frequency-
dependent loss, produces signals quite similar to those mea-
sured on a real piano. The problem of extracting hammer
parameters from measured data is also worthy of future re-
search.
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APPENDIX: THE PIANO STRING MODEL OF
CHAIGNE AND ASKENFELT

The results in this section have appeared, in a similar
form, in the thesis of Ruiz.9 We have added various com-
ments regarding well-posedness and numerical stability.

The stiff string model in the thesis of Ruiz9 and in the
papers by Chaigne and Askenfelt3,5 is described by the fol-
lowing equation:

]2y

]t2
5c2

]2y

]x2
2k2

]4y

]x4
22b1

]y

]t
12b3

]3y

]t3
. ~A1!

This model differs from Eq.~6! only by the replacement of
the term 2b2(]3y/]x2]t) by 2b3(]3y/]t3); this model also
allows for frequency-dependent loss, but the system itself is
of a quite different character, due to the increased degree of
the equation with respect to the time variable. We spend a

FIG. 16. Amplitude of partials one to six for the note C2 as a function of
time and frequency.
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little time here explaining the significance of the difference,
which has a radical effect on the analysis of the system as a
whole.

We can examine the well posedness of the system by
inserting a solution of the formy(x,t)5est1 j bx into Eq.
~A1!, in order to obtain a dispersion relation,

22b3s31s212b1s1c2b21k2b450. ~A2!

This is a cubic in the variables @the quantity on the left-hand
side is referred to as thesymbol7 of Eq. ~A1!#, and again, as
discussed in Sec. II, a necessary condition for the system of
Eq. ~A1! to be well posedis that the roots of this equation
have real partbounded from aboveas a function of spatial
frequencyb. It is simple to see that the real part of at least
one root of Eq.~A2! will be positive and unbounded as a
function of wave number. As this is a third-degree polyno-
mial equation with real coefficients, one root will always be
real, and the two others occur as a complex conjugate pair
~or perhaps as two other real roots!. Consider Eq.~A2! asubu
becomes large. In this case, the three roots will behave as

22b3s31k2b4'0

and will be evenly distributed over a circle of radius
(k2b4/(2b3))1/3. If b3.0 ~as suggested in the numerical
experiments in the papers by Chaigne and Askenfelt4!, then
there will be one positive real root of the magnitude men-
tioned above, clearly unbounded as a function of wave num-
ber b. ~If b3,0, there will two roots in the right half plane,
of this same magnitude, at an angle approaching660 de-
grees with respect to the positive real axis.! We have thus
shown that the initial value problem corresponding to the
system of Eq.~A1! is, formally speaking, ill-posed.

We can extract some more detailed information by ask-
ing under what conditions the roots of Eq.~A2! have positive
real part. A straightforward application of theRouth–Hurwitz
stability criterion34 to Eq. ~A2! shows that in fact, ifb3.0,
there is always exactly one real positive root, regardless of
the value of the wave numberb.

The following question then arises: How can we explain
the apparently stable behavior exhibited by simulations4 of
these equations? Indeed, for realistic piano string parameters,
the numerical integration routine provided in the paper by
Chaigne and Askenfelt4 is stable, and produces piano sounds
of excellent quality. A first guess might be that the above
analysis is incomplete due to the neglect of boundary condi-
tions. Using the boundary conditions supplied by Chaigne,
however, leads to an analysis identical to that performed in
Sec. II B—the modal frequencies for the string system de-
fined by Eq.~A1! will be given by solutions of the dispersion
relation Eq.~A2! under the replacement ofb by np/L for
integer n. For anyn, there will be exactly one modal fre-
quencysn with positive real part. Thus the instability persists
even in the presence of boundary conditions.

We must then conclude that discretization has a stabiliz-
ing effect on system of Eq.~A1!. To explore this idea in
more detail, consider the discretization,4 which can be writ-
ten as

ym
n115a10ym

n 1a20ym
n211a11~ym11

n 1ym21
n !1a12~ym12

n

1ym22
n !1a21~ym11

n21 1ym21
n21 !1a30ym

n22. ~A3!

This difference scheme involves three steps of lookback, re-
flecting the degree of the model system of Eq.~A1!. Here,
the difference scheme coefficients are defined by

a105~222l226m21b3 /T!/D,

a205~211b1T12b3 /T!/D, a115~l214m2!/D,
~A4!

a125~b3 /T2m2!/D, a215a305~2b3 /T!/D,

where, for brevity, we have again used

l5cT/X, m5kT/X2,

as well as

D511b1T12b3 /T.

Let us now examine the characteristic polynomial, which can
be written as

z31a1~b!z21a2~b!z1a3~b!50 ~A5!

with

a1~b!52a1022a11cos~bX!22a12cos~2bX!,

a2~b!52a2022a21cos~bX!, a3~b!52a30.

The solution to the recursion will be bounded and decay if
the solutions to this equation are confined to the interior of
the unit circle for allbP@2p/X,p/X#. It is simple to show
that this is in fact true, for any of the choices of parameters
given in the papers by Chaigne and Askenfelt.4 This does not
mean, however, that the difference scheme can be considered
to be numerically stable in the Von Neumann sense.7 This is
a rather subtle point, and is worth elaborating.

According to the Lax–Richtmeyer equivalence
theorem,7 if the initial-boundary value problem is well-
posed, the solution to a finite difference scheme will con-
verge to the solution of the model problem if it is consistent
and stable. In this case, though, the model system is not well
posed, and thus no finite difference can possibly converge to
a stable solutionin some limit as the time step T and the grid
spacing X approach zero. The difference scheme Eq.~A3! is
indeed consistent with~A1! to first-order accuracy~and we
note that if one does wish to use this ill-posed model system,
it is in fact possible to design second-order accurate explicit
methods!, but it is possible to show~as we expect! that it
cannot be stable in the limit asT becomes small. Because the
recursion is of third order, the analysis is somewhat involved,
and requires the application of the Schur–Cohn recursive
procedure7 ~the discrete time analog of the Routh–Hurwitz
stability test, again allowing us to check the stability of a
polynomial without explicitly calculating the roots!. Never-
theless, it is possible to show in this way that a necessary
condition that the roots of the polynomial of Eq.~A5! be
inside the unit circle is that

b3 /T<l214m2<1.

~The second inequality is exactly the necessary stability con-
dition given in the paper by Chaigne and Askenfelt.3! Al-
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though we have not provided all the details, we note that it
suffices to perform the Schur–Cohn test at the wave number
b5p/X in order to arrive at these conditions. Clearly, these
two conditions cannot be satisfied if

T<b3⇒Sample rate>1/b3

and thus for a small enough time step, the system poles must
cross to the exterior of the unit circle,regardless of the grid
spacing X.

It should be said, however, that becauseb3 is in general
quite small for realistic piano string models~on the order of
1029), for any reasonable sample rate in the audio range, the
recursion does not exhibit this unbounded growth. On the
other hand, as we have shown in this paper, it is simple
enough to dispense with the nonphysical solution and all the
concomitant analysis by making use of a simpler second-
order model.
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Sounds of blue whales were recorded from U.S. Navy hydrophone arrays in the North Atlantic. The
most common signals were long, patterned sequences of very-low-frequency sounds in the 15–20
Hz band. Sounds within a sequence were hierarchically organized into phrases consisting of one or
two different sound types. Sequences were typically composed of two-part phrases repeated every
73 s: a constant-frequency tonal ‘‘A’’ part lasting approximately 8 s, followed 5 s later by a
frequency-modulated ‘‘B’’ part lasting approximately 11 s. A common sequence variant consisted
only of repetitions of part A. Sequences were separated by silent periods averaging just over four
minutes. Two other sound types are described: a 2-5 s tone at 9 Hz, and a 5–7s inflected tone that
swept up in frequency to ca. 70 Hz and then rapidly down to 25 Hz. The general characteristics of
repeated sequences of simple combinations of long-duration, very-low-frequency sound units
repeated every 1–2 min are typical of blue whale sounds recorded in other parts of the world.
However, the specific frequency, duration, and repetition interval features of these North Atlantic
sounds are different than those reported from other regions, lending further support to the notion that
geographically separate blue whale populations have distinctive acoustic displays. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1593066#

PACS numbers: 43.80.Ka@WA#

I. INTRODUCTION

Several balaenopterid species of mysticete whales are
known to produce intense, very-low-frequency sounds
(,100 Hz). The biological functions of these sounds are not
known with certainty, but several suggestions have been
made. Patterson and Hamilton~1964! suggested that fin
whale ~Balaenoptera physalus! 20 Hz pulses could be used
for echolocation, with a whale hearing the echo of its signals
off large ocean features such as continental shelves and sea-
mounts. Evans~1967! suggested that the sounds might
specify the location and breeding condition of an individual.
Payne and Webb~1971! theorized that low-frequency sounds
from blue and fin whales might be used to communicate with
other members of an extended herd scattered over thousands
of kilometers. Watkinset al. ~1987! suggested that fin whale
sounds were produced by males and served a function simi-
lar to that for humpback song. Clark and Ellison~2003! em-
phasize the influence of environmental factors on the evolu-
tion of signal features optimized for long-range detection,
and conclude that the long, patterned sounds of blue~Bal-
aenoptera musculus! and fin whales function primarily as
male advertisement displays with a possible secondary func-
tion of echo-ranging. Crollet al. ~2002! recently provided

the first conclusive evidence in support of the male display
hypothesis by showing that in fin whales, only males pro-
duce long patterned sequences.

Long, loud, very-low-frequency underwater sounds with
durations of 10 s or more and fundamental frequencies below
30 Hz were reported by several researchers as early as 1965,
and were thought to come from biological sources~Weston
and Black, 1965; Kibblewhiteet al., 1967!. Six years later,
Cummings and Thompson~1971a, b! expressed confidence
in identifying the blue whale as the source of some of these
sounds. This identification was based on visual sightings of
blue whales, the absence of any other visible large marine
mammal in the immediate vicinity, and the associated
changes in the sounds’ received intensities with the move-
ments of a few whales toward and away from the recording
hydrophone.

Most early descriptions of blue whale sounds were
from the Pacific Ocean~Northrop et al., 1971; Cummings
and Thompson, 1977; Thompson and Freidl, 1982!. In addi-
tion to providing basic descriptions of sounds~Thompson
et al., 1996; Rivers, 1997!, researchers have used blue whale
sounds to locate and track whales~Staffordet al., 1998!, to
describe local movements~McDonald et al., 1995! and
larger-scale seasonal distributions~Stafford et al., 1998,
1999a! of individuals, and to investigate the possibility of
using sound features to distinguish between different popu-
lations~Ljungbladet al., 1998; Staffordet al., 1999a, b!. Al-
ling et al. ~1991! recorded blue whales, which may have

a!Electronic mail: david.mellinger@oregonstate.edu
b!Address for correspondence.
c!Electronic mail: cwc2@cornell.edu
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been the pygmy subspecies~B. m. brevicauda!, off Sri
Lanka. Clark and Fristrup~1997! provided basic descriptions
and illustrations of common blue whale sounds from differ-
ent oceans. Sounds from a North Atlantic blue whale have
been described only once based on a single recording of
seven sounds in the presence of a single individual in the St.
Lawrence River~Edds, 1982!.

With the end of the cold war, we were granted limited
access to the U.S. Navy Sound Surveillance System~SO-
SUS!, an ocean-scale network of fixed hydrophone arrays
originally deployed for listening for Soviet submarines
~Costa, 1993; Gagnon and Clark, 1993; Clark and Mellinger,
1994; Clark, 1994; Nishimura and Conlon, 1994!. By moni-
toring the Atlantic arrays, it was possible to detect whales
over large areas of the North Atlantic.

Here we describe a relatively large sample of blue whale
sounds collected via Navy SOSUS arrays. This acoustic re-
cording effort was not systematic or uniform throughout the
North Atlantic. Rather it was an attempt to collect represen-
tative sounds samples from blue, fin, humpback~Megaptera
novaeangliae! and minke~B. acutorostrata! whales as part of
a larger ‘‘dual-use’’ program aimed at demonstrating the
value of SOSUS for basic research. For reasons related to the
process of declassifying acoustic data, the vast majority of
sound recordings reported here were collected from the west-
ern North Atlantic arrays, with only a few recordings from
the northeastern North Atlantic. One of us~CWC! did rou-
tinely have access to data from other parts of the SOSUS
network, both Atlantic and Pacific oceans, and occasionally
from ships with towed arrays. These provided numerous op-
portunities to compare blue whale sounds from different re-
gions of the North Atlantic. The acoustic recording collection
was also augmented by the systematic documentation of the
occurrence of blue, fin, humpback and minke whale sounds
throughout the western North Atlantic~Mellinger et al.,
2000; Clark and Gagnon, to appear! and northeastern North
Atlantic ~Charif et al., 2001!.

Almost all the blue whale sounds reported here were in
the infrasonic frequency range and occurred in patterned se-
quences. The exceptions include several unusual sound types
that are somewhat similar to sounds reported for blue whales
in other parts of the world~Thompsonet al., 1996; Ljung-
bladet al., 1997; Bass and Clark, 2002!. All recorded sounds
were easily distinguishable from the infrasonic, patterned
sounds of fin whales~Watkinset al., 1987!.

All sounds described here are characterized by their fre-
quency, duration, and timing patterns. We also provide data
on the percentage of time that an animal produced sounds, a
value often referred to as duty cycle. Duty cycle is an impor-
tant parameter in models estimating the probability of an
acoustic detection because it quantifies how often an animal
is acoustically available for detection. All of these acoustic
descriptions bear on the possible use of acoustic cues to de-
tect blue whales during marine mammal surveys, and pro-
vide information that may be useful for automatically locat-
ing and tracking blue whales. In addition, North Atlantic blue
whale vocalizations are briefly compared to those from other
oceans to reveal some basic acoustic similarities and differ-
ences between populations.

II. METHODS

Recordings in the western North Atlantic were collected
from the U.S. Navy’s SOSUS system between December
1992 and December 1994. Geographic areas from which
most of these sounds were collected are indicated in Fig. 1.
One additional recording was from the eastern North Atlan-
tic, east of the ‘‘NNW’’ region of Fig. 1. Many of the details
of the SOSUS system remain classified, but the lack of those
details here does not influence the validity or resolution of
the data presented. The fixed arrays are installed to receive
sounds that have traveled though the deep sound channel
~SOFAR channel! ~Urick, 1983!, making it possible to detect
blue whale sounds over enormous distances.

Sounds received on the hydrophones of each array were
input to the SOSUS beamformer system, and selected beam-
formed data from different arrays were recorded and declas-
sified for later analysis. The low-frequency rolloff point of
the SOSUS system was below the lowest frequency of blue
whale sounds. Sounds were digitally recorded with 15-bit
resolution on a TEAC RD-135 data recorder at a sampling
rate of 12 kHz on 2 h DATs. All digital recordings were later
transferred to Macintosh and Sun computers. Sounds were
digitally filtered and decimated to sampling rates of 400,
200, or 100 Hz, depending on the frequency of the whale
vocalization analyzed. The 3-dB roll-off points of the low-
pass filters used in downsampling were at 194, 93, and 43
Hz, respectively.

Sound recordings were displayed as continuous spectro-
grams using the bioacoustic sound software packages Canary
~Charif et al., 1995! and Osprey~Mellinger, 1994!. Sounds
were identified as produced by blue whales based on their
similarity in frequency contour and duration to the Atlantic
blue whale sounds reported by Edds~1982!, and by their
general similarity in frequency, duration, and timing to other
sounds recorded elsewhere in the world when blue whales
were seen~Cummings and Thompson, 1971a; Thompson
et al., 1996; Rivers, 1997; Clark and Fristrup, 1997; Stafford

FIG. 1. Geographic locations of the recording areas shown in Table I.
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et al., 1998; Ljungbladet al., 1998; Thodeet al., 2000; Mc-
Cauleyet al., 2001; McDonaldet al., 2001!.

A stereotyped, regularly repeating series of sounds is
referred to as asequence~i.e., a song in humpback whale
terms!. A series of repeated sequences was identified as com-
ing from the same animal using several cues based on visual
inspection of a continuous spectrogram display. Typically,
sequences were sufficiently uncommon that it was rare to
have two sequences appearing simultaneously on the same
display. Within a sequence, successive sounds typically ap-
peared similar in intensity, frequency contour, and reverbera-
tion characteristics. In the rare cases when sound character-
istics in a display appeared to change quickly, the sounds on
either side of the change were treated as coming from two
different whales. In the rare case when two~or very rarely,
three! sequences were present at the same time, differences
in intensity, frequency contour, or multipath characteristics
were usually obvious, making it simple to distinguish sounds
from the different animals. Usually in these cases it was
possible to analyze only sounds from the more intense se-
quences, but sometimes sounds from two whales could be
analyzed. In cases where display features suggested that two
or more sequences were present, but they could not be easily

distinguished, the recording was discarded from the analysis
set.

Based on these selection criteria, a series of sequences
was determined as coming from the same animal. From ob-
servations and analysis of SOSUS displays, some blue
whales will produce long series of sequences for many days
~see Tyack and Clark, 2000, Fig. 4.17!, referred to as about.
Because recording duration was limited by the times at
which we were able to make recordings at a Navy facility,
we could not know if the first or last recorded sequence was
the start or end of a bout, respectively. Therefore, in all fur-
ther discussion, a series of sequences recorded from the same
animal during the same recording session is referred to as a
sessionrather than a bout, and a session represents the vocal
behavior of a single whale. The total number of individuals
contributing to the sample of sessions is unknown.

There is a clear hierarchical organization in blue whale
sequences, as illustrated in Fig. 2. The basic elements are
individual sound units~Payne and McVay, 1971!, here called
parts, consisting of a frequency contour with a steady fre-
quency or a constant rate of frequency change. Combinations
of parts are organized intophrases. One or more phrases are
repeated in a regular cadence to form asequence, and se-

FIG. 2. Blue whale sounds illustrating
the hierarchical nature of these vocal-
izations and terminology.~a! Spectrum
for a sequence of phrases. This record-
ing’s intensity was not calibrated, so
only relative measures of intensity are
meaningful. ~b! A portion of a bout
containing several successive se-
quences.~c! A single sequence con-
taining 22 phrases, followed by a rest.
~d! Two phrases from that sequence
showing part A, part B, the gap be-
tween them, and the phrase period.~e!
The time series representation of the
sound in~d! showing the relative in-
tensity of the various parts.
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quences are repeated to form asession. Sequences are sepa-
rated by a period of silence referred to as agap. The time
from one phrase onset to the next is referred to as thephrase
period (PP). PPs were categorized into two types. Aregular
PP is the silent period between two phrases within the same
sequence. Arest is the silent period between the last phrase
of one sequence and the first phrase of the next sequence. In
blue, fin, and humpback whales, rests are typically several
minutes long and often coincide with the whale coming to
the surface to breathe~Cummings and Thompson, 1971a;
Payneet al., 1983; Watkinset al., 1987!. Sequence durations
were measured from the start of the first sound in a sequence
to the end of the last sound in the sequence. Rests were
measured as the duration between the end of the last sound
before a rest and the start of the first sound after the rest.

The duty cycle of each session was calculated by exam-
ining the time from the start of the first sequence of the
session to the start of the last sequence. The durations of all
sounds recorded within this time period were summed and
divided by the duration of the time period. A sequence was
included in the duty-cycle analysis only if the entire se-
quence and its succeeding gap were recorded. By this proce-
dure, the duty cycle measure is biased high since the total
time period does not include silent gaps between bouts.

Each part of each phrase in a session was measured for
a set of relatively simple acoustic features: start time, end
time, start frequency, and end frequency. These measure-
ments were used to calculate values for part duration, gap

duration, phrase duration, regular PP, rest duration, sequence
duration, number of phrases/sequence, and duty cycle. All
measurements were made from spectrograms. Sounds were
converted into spectrograms with frame length of 2.56 s,
75% overlap, Hamming window, and FFT size of 5.12 s~i.e.,
with zero-padding to double the length of the frame!. The
frame length as measured in samples was 256, 512, or 1024
samples for sampling rates of 100, 200, or 400 Hz, respec-
tively. These parameters resulted in an effective filter band-
width of 1.6 Hz, a frequency grid spacing of 0.2 Hz, and a
temporal resolution of 0.6 s.

Normally the start or end of a sound merged into the
background noise, making it difficult to precisely measure a
sound’s initial and final frequency and time values. To par-
tially control for variation in signal quality and ambient
noise, recordings were subjectively graded from 1 to 4 ac-
cording to visual clarity in the spectrogram. The very worst,
quality-4 vocalizations were considered unusable and were
not even recorded. The quality-3 recordings were good
enough only for measuring the time at which each phrase
occurred, so that phrase periods could be calculated; neither
frequency measurements nor phrase duration measurements
were possible. Because data were recorded principally when
blue whale sounds were clearly identifiable, there were rela-
tively few quality-3 recordings. To measure the time at
which phrases occurred, a single point of relatively high in-
tensity in the frequency contour of each phrase was selected,
and the time of this point was recorded. These times were
then used for further analysis of phrase period as described
below. It was often the case for quality-3 recordings that only
this most intense point could be readily discerned, with other
parts of each phrase appearing indistinct. For all quality-2
and quality-1 sounds, spectrogram intensity was standardized
by setting it such that background noise was just visible in
the spectrogram image. Start and end time measurements of
contours were made at the points where the frequency con-
tour appeared out of, or disappeared back into, background
noise. Measurements of a sound’s frequency modulation
~FM! contour were made at the start and end of the contour,
with the start and end frequency values selected as the
highest-amplitude value of the frequency spectrum at the
start or end of the contour, respectively.

Another form of distortion was multiple arrivals of the
same vocalization, caused by multipath propagation. In spec-
trograms, these multiple arrivals usually appeared as two or
more repetitions of the FM portion of a sound, separated in

TABLE I. Recording locations~see Fig. 1! and dates. Each number in the
table is the number of sessions recorded at the date and in the region speci-
fied. Recording locations for the seven sessions in the ‘‘Unknown’’ column
have been lost.

Region

SSW SW NW NNW Unknown

Dec. 1992 2
Jan. 1993 1 2
Mar. 1993 1 2
Dec. 1993 4 5 3
Jan. 1994 8 7 7
Feb. 1994 3 13 1
Mar. 1994 3
Apr. 1994 2
Sep. 1994 4 8 1
Oct. 1994 1 1 1 5
Dec. 1994 3 2

TABLE II. Acoustic characteristics of blue whale A-B sequences. ‘‘n sessions’’ is the total number of sessions
measured for sequence measurements. ‘‘n sequences’’ is the total number of sequences for all sessions mea-
sured. Thesen’s vary because different characteristics were measurable in different sessions. ‘ ‘Mean6s.d.’ ’ is
the mean of averages for sessions and the standard deviations of averages for sessions, respectively. ‘‘Min.–
Max. range’’ is the minimum and maximum range of sequence per session.

Feature Feature measure n sessions n sequences Mean6s.d. Min.–Max. range

Sequence No. of
phrases/session

69 298 10.163.2 1–25

Duration 62 251 678.96234.4 s 4.8–1819.3 s

Rest Duration for all rests 74 346 237.7675.5 s 81.3–1634.6 s
Duration for rests,500 s 72 325 193.6646.0 s 81.3–492.2 s
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time by 1–3 s. When multipath effects were present, the
clearest arrival of the vocalization was chosen as the one to
measure. In order to get accurate intersound timing measure-
ments, the corresponding multipath arrival was measured on
successive vocalizations as well. Choosing which multipath
arrival to measure required looking at an entire sequence of
vocalizations to see which arrival remained the clearest over
time.

III. RESULTS

A. Vocalization types and characteristics

A total of 236.1 h of recordings from the western North
Atlantic from December 1992 through December 1994
~Table I! were analyzed for blue whale sounds. Tables II–IV
list sample sizes and measurement statistics for sequences
and phrases. Overall, analysis resulted in the identification of
90 sessions, which contained a total of 298 complete se-
quences and 4635 phrases. Of these 90 sessions, 80 were of
a quality high enough to allow measurements of sound fre-
quencies and durations for at least some of the sequences~20
sessions contained some quality-1 sequences and 67 sessions
contained some quality-2 sequences; 7 of these sessions con-
tained both quality-1 and quality-2 sounds!. For the remain-
ing 10 quality-3 sessions, only phrase timing information
could be extracted. Six of the 90 sessions included overlap-
ping sequences, in which two whales were present on the
same recording.

1. Sequences

At least one complete sequence was recorded in 69 ses-
sions, resulting in 298 complete sequences containing a total

of 3006 phrases~see Table II!. Across sessions there was a
high level of variability in the number of phrases per se-
quence, ranging from 1~a single isolated phrase! to 25. If pi

is the average number of phrases per sequence within session
i , then the mean number of phrases per sequence averaged
over all sessions,pi , was 10.163.2 (mean6s.d., n569),
with a range of 2.2–25.

2. Phrases

The most common phrase type consisted of two parts, as
illustrated in Figs. 3~a! and~b!. The first part of each phrase
was a tonal sound, either of constant frequency or with a
very modest change in frequency. The second part was a
tonal sound descending in frequency. Following the naming
conventions used for North Pacific blue whale sequences, the
two components of this phrase are designatedpart A andpart
B, and a phrase having both part A and part B is referred to
as anA-B phrase. Part A was usually separated from part B
by a short silent gap, but sometimes was contiguous with
part B to form a continuous frequency contour. There were
two other, less common phrase variations, one in which part
B was absent, theA-only phrase@Figs. 3~c! and~d!#, and one
in which part A was absent, theB-only phrase.

Table III lists the numbers and proportions of different
phrase types found in the 80 sessions for which phrases
could be measured. All 80 sessions included at least one A-B
or one A-only phrase, but the patterns varied. Most se-
quences included some mixture of A-B~89%! and A-only
~84%! phrases—typically in a seemingly random order—but
some included just A-B phrases and some just A-only
phrases~see Fig. 4!. Successive sequences from the same
whale showed similar patterns, so that, for instance, a whale
making A-only phrases in one sequence would continue to
make A-only phrases in later sequences. The B-only phrase
type was rare. It was made in only 9~11.2%! of the 80
sessions and accounted for only 23~0.6%! of the 3839 mea-
sured phrases.

Very rarely, phrases had harmonics, as shown in Fig. 5.
On average, the second harmonic was less intense than the
first harmonic by 19.861.6 dB (mean6s.d.). It is possible
for harmonic distortion to occur in a sound signal because of

TABLE III. Numbers and percentages of the three different phrase types,
out of 3839 total phrases in 80 sessions for which phrase type could be
determined.

Phrase type No. of phrases
No. of sessions with
at least one phrase

A-B 2522 ~65.7%! 71 ~89%!
A-only 1294 ~33.7%! 67 ~84%!
B-only 23 ~0.6%! 9 ~11%!

TABLE IV. Acoustic characteristics of blue whale A-B phrases. ‘‘n sessions’’ is the total number of sessions
measured for sequence measurements. ‘‘n total’’ is the total number of phrases for all sessions measured.
‘‘Mean6s.d.’ ’ is the mean of averages for sessions and the standard deviations of averages for sessions,
respectively. ‘‘Min.–Max. range’’ is the minimum and maximum range over all individual phrases, not the
minimum–maximum range for session averages. Sample sizes (n) vary because different sessions contained
different types of phrases, and because for some sessions, only measurements of phrase period were possible.

Feature Feature measure n sessions n total Mean6s.d. Min.–Max. range

Unit-Part A start frequency 80 3816 18.560.11 Hz 17.8–19.4 Hz
end frequency 80 3816 18.360.16 Hz 17.1–19.0 Hz
duration 80 3816 8.262.22 s 1.7–28.4 s

Unit-Part B start frequency 72 2545 18.560.13 Hz 17.5–19.1 Hz
end frequency 72 2545 15.760.27 Hz 14.3–17.6 Hz
duration 72 2545 11.461.84 s 4.1–19.7 s

Interunit gap
~A-B gap!

duration 72 2522 4.661.79 s 0.0–14.18 s

Phrase duration 80 3839 17.765.39 s 2.3–43.8 s
Regular phrase
period

duration 90 4025 73.365.0 s 34.8–98.9 s
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clipping at some stage in the recording process. However,
this does not appear to be the case in any of these recordings
since the time waveform before resampling did not appear to
be clipped. Also, the fin whale 20 Hz waveforms present in
these recordings, which were as great as 7 dB higher in am-
plitude than the blue whale sounds, did not have harmonics
and were not clipped.

Table IV shows statistics for phrase measurements.
From these data, a typical sequence was composed of a vari-
able number of two-part phrases. A typical phrase lastedca.
18 s and was repeatedca. every 73 s. The first part of a
phrase was a constant 18–19 Hz tone lastingca. 8 s. The

second part was an 18–15 Hz downsweep lastingca. 11 s
and separated from the first part by 5 s of silence. Phrase
measures had low coefficients of variation for frequency
characteristics and moderate to high levels for duration char-
acteristics, a reflection of the stereotypy in frequency content
and the influence of propagation on received amplitude.

FIG. 3. Examples of blue whale partial sequences illustrating some of the typical types of phrases.~a! Series of the most common blue whale phrase type in
which part B follows part A without a gap and forms a continuous frequency contour~Grand Banks, Newfoundland, 18 December 1992!. A slight echo is
evident just after some part B sounds.~b! Another common phrase type in which part A is followed by a short silent gap before part B, and the start of part
A sweeps up slightly in frequency~near Bermuda, 11 January 1994!. ~c! A sequence consisting of only part A sounds~East of Bermuda, 21 December 1994!.
~d! A sequence consisting of a mixture of A-only phrases and A-B phrases~East Coast of the United States, 20 December 1993!. In this case, part B starts at
a higher frequency than the end of part A.~Spectrogram parameters: frame size 5.12 s, 87.5% overlap, FFT size 20.48 s, Hamming window. These parameters
are used in all succeeding spectrograms unless noted otherwise.!

FIG. 4. Percentage of A-B phrases made in the sessions (n580). X-axis:
percentage of A-B phrases out of all phrases in a session; thus, the vertical
bar at 0 represents those whales that made entirely A-only sounds, while the
bar at 100 represents whales that made entirely A-B phrases, and interme-
diate bars represent whales that produced both types of phrases in various
proportions.Y-axis: Number of sessions in which the given percentage of
A-B phrases was found.

FIG. 5. A-B phrase with harmonic. The harmonic at 33–36 Hz was not
caused by clipping during the recording process~see text!. This spectrogram
also contains fin whale sounds in the 20–28 Hz band. Recorded in the
eastern North Atlantic, 11 April 1994.
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3. The 9 Hz sound

On a few recordings from several sites in the western
North Atlantic, a brief sound at 9 Hz was observed after the
end of a part B. Examples of this sound, named the9 Hz
sound, are shown in Fig. 6. The duration of this sound was
difficult to measure, since multipath effects were evident in
every recording in which it was observed. However, duration
was estimated to be in the range of 2–5 s. This sound was
found only in association with A-B phrases, and always after
the end of part B. It was observed only on the very clearest
recordings, and its intensity was typically 14 dB lower than
part A. Only a few recordings had a high enough signal-to-
noise ratio for this 9 Hz sound to be detectable, so the frac-
tion of sessions that included it could not be determined. On
some recordings, the 9 Hz sound appeared after every part B
sound, while for other sessions, it appears after only some of
the part B sounds.

4. The arch sound

Another type of vocalization, thearch sound, was re-
corded over a period of several days in December 1994 in
the eastern North Atlantic. Some examples of this sound are
shown in Fig. 7. Navy personnel recognized this as an un-
usual whale sound and specifically noted that it occurred in
sequences coincidentally with a long series of A-B phrase
sequences. They archived the acoustic data from multiple
arrays while collecting some locations for both the arch
sounds and sequences. Several weeks later one of us~CWC!
visited the Navy facility, converted the multi-array data onto
DATs, and reprocessed these data for locations.

The sequences of locations for the A-B phrases and the
arch sounds throughout an 8-hour period produced two
nearly identical tracks with the locations of A-B phrases in-
terleaved with arch sound locations. Arch sound sequences
alternated with sequences of A-B phrases in a very obvious
and predictable manner. Repeatedly, within tens of seconds
after termination of an A-B sequence an arch sequence be-
gan. Within tens of seconds after termination of the arch
sequence an A-B sequence began. The time gaps between
these antiphonal events were typically less than the times
between adjacent A-B phrases. There are only a few reason-
able explanations for this coincidence in A-B phrase and arch
phrase locations and their antiphonal occurrence. Either one
animal produced both the A-B phrase sequences, typical of
blue whales in the North Atlantic, and the arch sound se-
quences, or two animals in very close proximity alternated in
their production of A-B phrase sequences and arch sound
sequences. Although several fin whale sequences were evi-

dent on these same recordings, all were faint and highly dis-
torted with multi-path. Based on these analysis and consid-
erations, the arch sound is believed to have come from a blue
whale.

Arch sound frequency contours started with an upsweep,
reached a peak frequency, and then descended in frequency.
Some arch sounds remained nearly constant in frequency for
several seconds at the highest point in the arch before de-

FIG. 6. The 9 Hz sound. This sound occurs only in
conjunction with A-B phrases, and only after part B.
Recorded off Newfoundland, 18 December 1992.

FIG. 7. Arch sound examples.~a! Two groups of arch sounds within a
sequence of blue whale phrases. Grouping of arches, and pairing within
groups, are evident.~b! Expanded view of two typical arches, each with a
multipath echo.~c! Two forms of an arch, one that descends soon after
reaching the peak frequency~left! and one that remains at peak frequency
for several seconds before descending.~d! Close-up of four arch sounds to
show the variation in frequency contour. All recordings are from the eastern
North Atlantic, 18–19 December 1994. Spectrogram parameters for~a!–~c!:
frame size 1.28 s, 75% overlap 75%, FFT size 2.56 s, Hamming window; for
~d!, same parameters except 87.5% overlap and FFT size 5.12 s.
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scending, while others descended immediately~Fig. 8!.
Those that did remain nearly constant near the peak fre-
quency exhibited variable frequency modulation during the
peak frequency of the sound@Fig. 7~d!#. Arch sounds usually
occurred in groups of 4–8, although there was obvious vari-
ability in the number and form of these sounds within and
between groups. Within these groups, the arches often oc-
curred in pairs@Fig. 7~a!#, with one arch following another
within 2–3 s and the next arch or arch pair occurring 9–18 s
later. Pairing was the most common subgrouping, but some-
times larger subgroupings were seen, with 3–5 arches occur-
ring in rapid succession.

The 189 measurable arch sounds started at a frequency
of 5667.3 Hz (mean6s.d.), ascended to a peak frequency
of 6961.1 Hz over 1.060.3 s, stayed close to that peak for
2.261.2 s~range 0.0–4.6 s! while changing frequency only
slightly to 66.761.2 Hz, and then descended to 3563.4 Hz
over 3.160.3 s. Overall arch duration was 6.361.2 s. Peak
intensity of the arches averaged 2–3 dB lower than the peak
intensity of adjacent A-B phrases.

B. Timing patterns

Phrase periods~PPs! in all 90 sessions were measurable,
even though individual phrase structures~A-only, A-B, or
B-only! sometimes could not be determined. Figure 9 illus-
trates an example of a typical sound timing pattern. A-B
phrases of this session occurred an average of every 75.5
64.3 s (n572), except for occasional rests.

To examine the data for evidence of surfacing behavior,
each PP was categorized as being either a regular PP or a
rest. Figure 10 shows a histogram of all PPs. From this dis-
tribution, 100 s was used as the criterion for distinguishing a
regular PP (,100 s) from a rest (>100 s). Tables II and IV
show the characteristics of regular PPs and rests for all ses-
sions. The distribution of rest times is shown in the inset of

Fig. 10. The PPs for rests of less than about 500 s appear to
fit the upper half of a normal distribution quite well, while
rests longer than 500 s do not, and so may represent a dif-
ferent behavior. In light of this fact, Table IV also shows
statistics for only those rests less than 500 s.

A total of 63 sessions were clear enough to measure
sequence duration. Statistics of all sequence durations are
listed in Table II and their distribution shown in Fig. 11.
Sequences lasted 0.1–30.3 min, with the shortest sequences
consisting of a single phrase.

A total of 57 sessions were recorded with high enough
quality to allow measurement of the duty cycle–i.e., of both
sequence duration and duration of the succeeding rest period.
The distribution of duty cycles is shown in Fig. 12. The
mean of this distribution is 19.0%66.3% (mean6s.d.),
with a range of 2.9%–28.7%.

IV. DISCUSSION

These analyses provide the first quantitative description
of basic characteristics of sounds from North Atlantic blue
whales. Although these measurements for A-B phrases are
based only on recordings from the western North Atlantic,
spectrographic examples from the eastern North Atlantic
SOSUS arrays throughout this same period revealed simi-
larly long, patterned sequences composed from similar A-B
phrases.

Along with this descriptive documentation, these analy-
ses provide data possibly useful for distinguishing between
different blue whale populations, deducing mechanisms of
vocal production, or estimating surface and dive times. Re-
cent efforts to identify the sex of vocally active blue whales

FIG. 8. Histogram showing the variation in duration of peak frequency in
arch sounds (n5189).

FIG. 9. Phrase period~PP! values for
a typical sequence of A-B phrases.

FIG. 10. Frequency distribution of phrase period~PP! values (n54371) for
all measured sessions (n590). Inset: Frequency distribution for PP values
between 100 and 1200 s (n5346). Absolute numbers are larger in the inset
than in the main histogram because the histogram bin width is 20 s instead
of 2 s.
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do not contradict the hypothesis that males produce these
long patterned sequences~McDonaldet al., 2001!, while re-
cent work on fin whales~Croll et al., 2002! empirically vali-
dates Watkins’s hypothesis that fin whale 20 Hz sequences
are produced by males~Watkins, 1981; Watkinset al., 1987!.

A. Interregion comparisons

There are some obvious similarities between the pat-
terned sounds of blue whales in different regions of the
world ~Table V!. Blue whales recorded in the North Atlantic
~these data!, northeastern Pacific~McDonald et al., 1995;
Rivers, 1997!, northwestern Pacific~Stafford et al., 2001!,
off Chile ~Cummings and Thompson, 1971a; Shimada,
1999!, on the Madagascar Plateau~Ljungblad et al., 1998!,
off western Australia~McCauley et al., 2001!, and at lati-
tudes greater than 60 °S off Antarctica~Ljungblad et al.,
1998! all emit long, multi-part, 15–40 Hz phrases~see also
Clark and Fristrup, 1997, Fig. 6!. All produce tonal,
constant-frequency or FM sounds, and many also produce
amplitude-modulated tones, emitted in long, stereotyped se-
quences. Phrase durations vary considerably, from 18 to 60 s,
but are long compared to those for other large baleen whales.
Phrase periods also vary considerably, fromca. 70 to 120 s,
but are invariably longer than the phrase periods of other
large baleen whales~Clark and Ellison, 2003!.

There are obvious differences between sounds from the
North Atlantic ~these data! and blue whale sounds recorded
elsewhere. As shown in Table V, the only other region with
two-part phrases is the northeast Pacific. North Atlantic A-B
phrases are easily distinguished from northeast Pacific A-B
phrases. North Atlantic A-B phrase duration~from start to
end! is about one-third as long and both parts A and part B
are about half as long as those for the northeast Pacific, and
part A in the North Atlantic is not amplitude modulated.

North Atlantic ~these data! and northeastern Pacific
~Clark and Fristrup, 1997; Staffordet al., 1999a, b, 2001;
McDonald et al., 2001! blue whales also emit a low-
intensity, very-low-frequency sound following a tonal, FM
downsweep~the 9 Hz sound in the North Atlantic, and a
sound at 11 Hz in the northeastern Pacific!. A similar sound
may exist in other regions, but detecting it probably requires
high signal-to-noise recordings and careful scrutiny of those
recordings.

There are also some obvious differences between the
reported sound sequences of blue whales in different regions
of the world. Most obviously, the frequency contours of

phrases from the different regions are different; a glance at
the spectrograms in the references cited above~see Table V!
is enough to allow one to distinguish blue whale sounds from
the various regions. A similarly striking difference is that
phrases from some regions have two parts and others have
three or four, with region-specific differences in phrase gaps.
For northeastern Pacific and Madagascar blue whales, phrase
parts can be separated by long silences of up to 25 s, while in
other regions, phrase parts are separated by gaps of only a
few seconds. The rates of frequency modulation for tonal
phrase parts also varies. Antarctic and Madagascar blue
whales produce FM sounds that descend rapidly~13 Hz in 2
s or less!, while whales recorded in other regions produce
FM sounds that change frequency much more slowly~e.g., 3
Hz in 11 s for the North Atlantic!. Harmonic structure in blue
whale sounds is known to be present in the northeastern Pa-
cific ~Thompsonet al., 1996! and off western Australia~Mc-
Cauley et al., 2001!, and possibly occurs in other regions
~e.g., Cummings and Thompson, 1971a; Ljungbladet al.,
1997!. @Sidebands in spectrograms due to amplitude-
modulated vocalizations and long spectrogram frame sizes
are sometimes mistaken for harmonics; Watkins~1967! and
Bradbury and Vehrencamp~1998! discuss these differences.#
The fundamental frequency band varies as well. For ex-
ample, in the Southern Hemisphere~from Chile and the Ant-
arctic!, the fundamental frequency is 18–28 Hz, compared to
17–20 Hz in the North Pacific or 15.5–18.5 Hz in the North
Atlantic. Variability in simple acoustic characteristics pro-
vides a potential mechanism for distinguishing between
sounds from these different regions and suggest that acous-
tical differences between different regions could reflect sea-
sonal distributions, and potentially the movements of ani-
mals from these different populations~Staffordet al., 1999a,
2001; Clarket al., 2002!. Further studies spanning large geo-
graphic areas are needed to determine the extent to which
acoustic differences are associated with management units
such as stocks. Similarly, genetic studies are needed to de-
termine the extent to which acoustic differences correspond
to different populations or subpopulations.

B. Sound types

Prior to this report, the 9 Hz sound had not been de-
scribed for North Atlantic blue whales. When the 9 Hz sound
was detected within a sequence, it was often present after
every A-B phrase. Also, it often occurred when A-B phrases

FIG. 11. Frequency distribution of the mean sequence duration for all ses-
sions with at least one measurable sequence (n562).

FIG. 12. Frequency distribution of duty cycle for all measurable sessions
(n557).
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were alternating with A-only phrases. In some cases it oc-
curred irregularly after some, but not all, A-B phrases in a
series, and sometimes after two consecutive A-B phrases.
The organized occurrences of the 9 Hz sound in association
with typical phrases indicates that our detection of the 9 Hz
sound was independent of received level or ambient noise
conditions. This further implies that production of the 9 Hz
sound is not an obligate, involuntary component of sequence
sound production, and is therefore controlled by the whale
on a phrase-by-phrase basis. Interestingly, this sound always
appeared at a time/frequency point that was an extension of
the descending frequency sweep of part B, as if the whale’s
frequency change had continued and it had merely gone si-
lent until reaching 9 Hz. We hypothesize that there is a func-
tional relationship between the occurrence of the 9 Hz sound,
and similarly associated very-low-frequency sounds, and the
sound production mechanism.

A similar type of arch sound has been recorded from
blue whales off southern California~Bass and Clark, 2002!,
although until now, it had not been reported for blue whales
in the North Atlantic. Ljungbladet al. ~1997! attributed
shorter duration~1–2 s! arch sounds in the 190–280 Hz fre-
quency band to blue whales off southern Australia. For arch
sounds reported here, the downswept ending resembles a
sound from the northeastern North Pacific described as a
‘‘short pulse’’ by Thompsonet al. ~1996! and subsequently
labeled the ‘‘Type D’’ call~McDonaldet al., 2001!, and re-
corded in the presence of socially active blue whales off
southern California~Bass and Clark, 2002!. It also resembles
the ‘‘Type IV’’ sound from the northwestern North Pacific
described by Staffordet al. ~2001!. The sounds described by
Thompsonet al. ~1996! occurred sporadically in clusters, as
did the arch sounds described here. These sounds are some-
what similar to sounds recorded from fin whales~Watkins,

TABLE V. Approximate mean characteristics of published blue whale sounds produced from various regions of
the world. CF is a constant-frequency or nearly constant-frequency tone; FM is a frequency-modulated tone;
and AM is an amplitude-modulated~pulsive! sound at a near-constant frequency.

Location Phrase description

Fundamental
frequency

~Hz!
Duration

~s! Harmonics?

Phrase
duration

~s!

Phrase
period

~s!

North Atlantic
~these data!

Part A: CF 18.5 8 rarely 18 73

Part B: FM
downsweep

18.5 to 15.7 11 rarely

Northeastern
Pacific ~McDonald
et al., 1995!

Part A: AM 17.5 19 yes 62 122

Part B: FM
downsweep

19 to 17 19 yes

Northwestern and
north-central
Pacific ~Stafford
et al., 2001!

Part A: CF 20.2 6 no 23 81

Part B: FM
downsweep

20.2 to 18.4 2.5 no

Part C: FM up-and-
downsweep

18.2 to 19.3
to 18.4

10 no

Chile ~Cummings
and Thompson,
1971a!

Part A: AM 23 14 no 37 102

Part B: AM 23 10 no
Part C: AM 23 8.5 no

Madagascar pygmy
blue ~Ljungblad
et al., 1998!

Unit A1 : AM 38 4 no 60 95
Unit A2 : CF 38 11 no
Unit B1 : FM
downsweep

38 to 25 1.5 no

Unit B2 : CF 25 17.5 no

Antarctic, 17 W
longitude
~Ljungbladet al.,
1998!

Part A: CF 28 10 no 30 75

Part B: FM
downsweep

28 to 20 2 no

Part C: FM
downsweep

20 to 18 10 no

Northern Indian
~Alling et al., 1991;
Alling, 2003!

Unit 1: AM 27 12 no 123 199
Unit 2: AM and
FM

50 to 70 11 no

Unit 3: CF 122 29 no
Unit 4: AM 35 9 no

Eastern Indian
~McCauleyet al.,
2001!

Component Ia: AM 19 21 yes? 102 180
Component Ib: CF 21 22 yes
Component II: FM
upsweep

20 to 26 23 yes

Component III: CF 19 22 yes
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1981; Edds-Walton, 1997!. For both species this sound type
occurs in the 30–80 Hz frequency band and descends in
frequency. However, the blue whale FM sounds in this band
are longer than those from fin whales and rise in frequency
before descending in frequency.

C. Vocalization timing

The data presented here on sequences of consecutive
sounds, and the periods of silence between them, possibly
give information about dive and surface respiration behavior.
In this regard, the data must be interpreted carefully: some
observers~e.g., Cummings and Thompson, 1971a! report
that silences between blue whale sound sequences corre-
sponded with respiratory cycles, while others~e.g., Edds,
1982! report possible sound production during a respiratory
sequence. Humpback singers are known to come to the sur-
face to breathe while continuing to sing and do not always
breathe during the silent periods between songs~Cerchio
et al., 2003!. More data on blue whale surfacing and vocal-
ization behavior are needed to clarify this issue.

The distribution of rests less than about 500 s appears to
fit the upper half of a normal distribution quite well, while
the distribution of all rests~including those.500 s) does
not: the distribution becomes right-skewed because the 21
rests longer than 500 s are far more than the number ex-
pected from a normal distribution, which is less than two.
This leads to the hypothesis that the behavior associated with
rests less than 500 s may constitute a different behavior than
for rests greater than 500 s. Perhaps the shorter rests happen
during normal blow cycles and the longer rests occur be-
cause of some other type of resting behavior, or some type of
interruption. Testing this hypothesis will in all likelihood re-
quire a combination of acoustic and nonacoustic methods
such as visual observation or tagging.

The timing information for singing behavior as pre-
sented here could be useful for estimating relative abundance
in an acoustic or visual-acoustic survey. An animal’s vocal-
ization pattern has important implications for at least two
types of acoustic surveys. In one type~e.g., van Parijset al.,
2002!, the number of individual vocalizing animals in a
given region is counted over some time period. Statistics for
duty cycle can be used to estimate how many animals are
available to be detected per unit time, and phrase duration
and phrase period can be used for estimating the probability
that one individual’s vocalizations will overlap those from
another. Another type of acoustic survey involves measuring
the total acoustic energy in the species’ frequency band at
one or more sensors, then applying inversion methods to
estimate the number of individuals vocalizing. For this
method, the estimated number of individuals contributing to
the total energy depends on a suite of sound production mea-
sures, including phrase period and duty cycle. The influence
of other important factors such as season, location, time of
day, and source level could not be determined from this data
set. Our samples were biased toward times and sensors with
blue whale sounds, and source level estimates are not avail-
able for reasons of Navy security.

It is hoped that the information presented here will be
useful in future blue whale research. This includes investiga-

tions to estimate abundance, study communication behavior,
determine seasonal distributions and migration routes, and
arrive at a more complete understanding of this poorly
known, cosmopolitan species.
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The sonar beam pattern of a flying bat as it tracks
tethered insects
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This paper describes measurements of the sonar beam pattern of flying echolocating bats,Eptesicus
fuscus, performing various insect capture tasks in a large laboratory flight room. The beam pattern
is deduced using the signal intensity across a linear array of microphones. The positions of the bat
and insect prey are obtained by stereoscopic reconstruction from two camera views. Results are
reported in the form of beam-pattern plots and estimated direction of the beam axis. The bat centers
its beam axis on the selected target with a standard deviation~s! of 3°. The experimental error is
61.4°. Trials conducted with two targets show that the bat consistently tracks one of the targets with
its beam. These findings suggest that the axis of the bat sonar beam is a good index of selective
tracking of targets, and in this respect is analogous to gaze in predominantly visual animals.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1589754#

PACS numbers: 43.80.Ka, 43.66.Gf, 43.66.Qp@WA#

I. INTRODUCTION

Echolocating bats can orient, forage, and perform other
perceptually guided tasks in complete darkness by emitting
ultrasonic vocal signals and analyzing the echoes returning
from objects in their environment.1 In this respect, bats pro-
vide an opportunity to study the use of audition in spatial
tasks, which may be accomplished in other animals by using
vision.

We studiedEptesicus fuscus, a bat species that echolo-
cates with frequency modulated~FM! signals. Each sonar
signal consists of several harmonically related frequency
sweeps. TheE. fuscusecholocation call time–frequency
structure changes as the bat searches for, approaches, and
captures insect prey~Fig. 1!. This species forages mainly in
open spaces, but has been reported to pursue prey near
vegetation.2

The timing, duration, and spectral characteristics of each
sonar pulse influence the echo information available to the
bat’s acoustic imaging system. While searching for prey,E.
fuscususes long~15–20 ms! pulses with a shallow frequency
sweep. The fundamental frequency sweeps from approxi-
mately 28 to 22 kHz. The rate of production may be as low
as 5–10 Hz. Upon detecting a prey item, the bat approaches
it, shortening the pulses to 2–5 ms and increasing bandwidth
~fundamental sweeping from 60 to 22 kHz!. During the ter-
minal phase the pulses may be as short as 0.5–1 ms, with the
fundamental sweeping from about 40 to 12 kHz and pro-
duced at rates of up to 150–200 Hz in the terminal~or feed-
ing! buzz3,4 ~see Fig. 1!. Vocalizations cease when the bat is
about 10–15 cm from the prey~which is approximately
30–50 ms prior to contact with the prey!. The sequence is
completed with a capture attempt using the tail membrane
~arranged like a scoop!, the wing tips~to push the prey to-
wards the mouth!, or in rare instances, directly with the
mouth. The longer duration search signals have only been
recorded from bats foraging in wide-open spaces and not in
the lab.4

The spatial characteristics of the sonar beam also influ-
ence the echoes received by the bat. Hartley and Suthers5

measured the beam pattern of a stationary, anesthetizedE.
fuscusresting on a platform and stimulated to vocalize by
applying electrical pulses to a vocal-motor area of the brain.
The results of this study showed that the sonar beam ofE.
fuscusis broad, but not omnidirectional. The sonar beam has
a main lobe directed along the midline and slightly down-
wards, its vertical position rising slightly at higher frequen-
cies. The main lobe intensity drops by 3 dB at 35° off mid-
line. There is a ventral lobe below the main lobe, and weaker
by about 6 dB compared to peak intensity.

The directionality suggests that objects closer to the
beam axis~the direction of the peak of the main lobe of the
beam! will return stronger echoes than objects located more
laterally. We propose that the bat maximizes the signal-to-
noise ratio of returning echoes by directing its vocalization
beam at the location of a prey item. Therefore, we hypoth-
esize that the bat’s aim of its sonar beam in the direction of
a target is a natural motor action associated with target se-
lection and tracking. We test this hypothesis by recording the
sonar beam patterns produced by bats catching tethered in-
sects in a flight room. We use these data to calculate the
direction of the beam axis with respect to the target.

II. METHODS

A. Behavioral tasks

Four echolocating bats of the speciesE. fuscuswere
used for the study. The bats were allowed to fly in a large
room ~736 m! whose walls were covered with sound-
absorbent foam~Sonex-1! to dampen reverberation and en-
able recordings of bat vocalizations. The bats were trained to
take a mealworm~target! from a tether while in flight. The
target could be moved in a circular path by a motor-operated
boom positioned just below the ceiling. It could also be
dropped into the flight space by a trap-door mechanism
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mounted just under the ceiling. The trap door was padded to
minimize noise as it opened. Microphones placed on the
floor of the room did not pick up any sound when the trap
door opened. We cannot, however, rule out there being some
sound associated with the trap-door opening that the bat
could hear.

One behavioral task consisted of releasing the tethered
target from the trap door at a random point in time as the bat
flew by. In this manner the bat was presented with a target
whose location~over an area of approximately 2 m2! was
unknown until the trap door was opened. Analysis of the
beam direction before and after the target presentation en-
abled us to study one aspect of the orienting behavior of the
bat as it detects and then attacks prey. The four bats had
previously been trained to take targets from a tether and had
been used the previous year for studying their vocalization
behavior as they caught tethered insects in the laboratory.
There was no training time required for the bats during the
current set of experiments besides 1 week of ‘‘warm-up’’
flying at the start of the season, after which the bats, vocal
behavior was recorded as they caught tethered insects. Data
was collected in the form of insect capture trials set up by the
experimenter; each trial consisted of a segment of data that
contained one and sometimes more attempts by the bat to
capture the target.

B. Array recordings

The array consisted of 16 Knowles FG3329 micro-
phones arranged in a planar U-shape along three walls of the
flight room ~see Fig. 2!. The linear spacing between the mi-
crophones was 1 m, and the height of the microphones was
0.9 m above the floor. Each microphone was extended from
the wall mounting by a thin~3-mm-diameter! steel rod 0.3 m
long. This served to reduce the overlap between the original
sound and any residual echoes from the sound-proofing pan-
els or mounting base. In order to compute the beam pattern
for a given frequency band, the information required is the
intensity of the signal in that band. This information can be
obtained from both the bandpass signal as well as the enve-

lope of that signal, provided the signal is narrow band, or it
can be broken up into segments that are narrow band, as
shown here.

Let f (t) be the measured signal, letf a(t) be the analyti-
cal signal for f (t), and let f̂ (t) be the Hilbert transform of
f (t), such that

f a~ t !5 f ~ t !1 j • f̂ ~ t !. ~1!

We know that the envelope off (t) is

u f a~ t !u5Af ~ t !21 f̂ ~ t !2. ~2!

Therefore, the integral of the square of the envelope
from time t1 to t2 reduces to

E
t1

t2
u f a~ t !u2dt5E

t1

t2
f ~ t !2dt1E

t1

t2
f̂ ~ t !2dt. ~3!

We recognize the first term to be the energy of the signal
over the timet1 to t2 . If we assume that the signal over this
time period has primarily one frequency component, then
f̂ (t) is merely a phase-shifted version off (t). If we further
assume that the time intervalt12t2 is much larger than the
period of the signalf (t), then* t1

t2 f̂ (t)2dt.* t1

t2f (t)2dt, which

gives us

E
t1

t2
u f a~ t !u2dt.2E

t1

t2
f ~ t !2dt. ~4!

This result@Eq. ~4!# shows that integrating the square of the
envelope of a bandpassed version of a bat call will give us
the signal intensity in that band. Simulations using recorded
bat vocalizations confirm this result. As described above, the
sonar vocalizations ofE. fuscusare frequency sweeps com-

FIG. 1. The top panel shows the time waveform of a series ofE. fuscus
vocalizations recorded in the laboratory. The bottom panel shows the spec-
trogram of this signal. Different stages of foraging are marked out.A is the
approach phase,B1 is buzzl, B2 is buzz2, whileC refers to the time of
contact of the bat with the prey.

FIG. 2. Plan view of flight room and array layout.A: Microphone array;M :
Ultrasound advice microphones;C: High-speed digital video cameras run-
ning at 240 frames per second;DAQ: Data acquisition systems; IoTech
WaveBook, 2 channels at 250 kHz each and National Instruments AT-MIO-
16-E-1 board, 16 channels at 20 kHz each;W: Tethered worm. Shaded area
represents the calibrated space~within which the path of the bat may be
accurately reconstructed from the camera views!.
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posed of a fundamental and several harmonics. By bandpass
filtering this signal we can meet the required criteria.

The frequency content of the envelope for the echoloca-
tion signals is related to the duration of the signals. The
shortest signal durations occur during the terminal buzz
phase of insect capture and are on the order of 0.5–1 ms,
which implies that the upper limit frequency content of the
envelope of the whole signalis around 2 kHz. Assuming
conservatively that the envelope of a bandpass of this signal
has a duration of 0.25 ms; this places the frequency content
of the envelope at around 4 kHz. Therefore, a sampling rate
of 20 kHz captures the envelope with good fidelity. This
reduces the data acquisition requirements for sonar signal
recordings from an array of microphones by a factor of 12.5
~assuming a sampling rate of 250 kHz is sufficient to record
the broadband signal!.

The frequency content of the sonar signals ofE. fuscus
hunting insect prey in the lab varies widely, with higher fre-
quency content during the early approach phase of insect
pursuit and lower frequency content during the terminal buzz
phase. By choosing a frequency band centered at 35 kHz we
discovered that we could record signals during all foraging
stages@the typical signal-to-noise ratio~SNR! using this
method was estimated at 20 dB for the bat vocalizations#.

In order to determine the beam pattern from a flying bat,
the distance-dependent attenuation of the sonar signals must
be corrected.6 This correction~detailed in the Data Process-
ing section! has two components. One is the spherical attenu-
ation loss and depends only on the distance between the bat
and a given microphone. The other is the absorption of en-

ergy as the sound is propagated through the air. This is de-
pendent on both distance and frequency.

Keeping these factors in mind, we developed the scheme
outlined in Fig. 3~A!. The signal from each microphone was
fed to an amplifying bandpass filter which extracts signal
components centered around 35 kHz. All circuits were con-
structed with off-the-shelf components soldered onto
custom-printed circuit boards. The frequency characteristics
of the filter used are shown in Fig. 3~B!.

This signal was then fed to a peak detector circuit which
extracted the envelope of this bandpassed signal. The enve-
lope was smoothed by a low-pass filter and then digitized.
Examples of synthetic and bat sonar signals received at a
microphone and their bandpass filtered, smoothened enve-
lopes may be seen in Fig. 4.

Signal digitization was done by a National Instruments
Data Acquisition Board~AT-MIO-16-E-1, 12 bit, 50-ns
clock, 8-s rolling buffer! controlled by a PC running aC
program.

C. Broadband microphone recordings

In addition to the array microphones, we used two Ul-
trasound Advice SM2 microphones and SP2 amplifiers@flat
response up to~62 dB! 40 kHz, 5-dB drop from 40 to 100
kHz#. The microphone signal was further amplified and fil-
tered by active filters~Stanford Research Systems model SR
650 digital filter, bandpass set at 10–99 kHz!. These micro-
phones recorded full bandwidth vocalization waveforms. The

FIG. 3. ~A! Schematic of signal-processing hardware.
~B! Filter characteristics of the bandpass filter used. The
x axis shows the frequency, while they axis shows the
normalized response. The vertical bars correspond to
the 3-dB~half-power! points, i.e., the start and stop fre-
quency. Examples of bandpass signal and envelope ex-
traction may be seen in Figs. 4~A! and ~B!.
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signals were digitized using an IoTech Wavebook 512 at 250
kHz per channel~12 bit, 8.19-s rolling buffer! run by a Dell
laptop computer.

D. Cameras and calibration

Two Kodak MotionCorder digital video cameras run-
ning at 240 Hz were used to record the flight paths of the
bats and the locations of insect targets and microphones. The
cameras were operated under long wavelength lighting
~.650 nm, red filters, Reed Plastics, Rockville, MD!, to en-
sure that the bats were not using vision in the insect capture
task.7 The digital frames stored on the camera buffers were
downloaded onto analog tape. Relevant sections of the video
record were then redigitized using a MiroVideo DC30 cap-
ture board. Motion analysis software from Peak Performance
Technologies~Motus! was used to convert the images of the
bat and other objects from the two camera recordings into
three-dimensional coordinates. A calibration frame supplied
by Peak Performance was used for this transformation. Since
the array was outside the space covered by the calibration

frame, manual measurements were made that enabled us to
compute the array coordinates in the camera reference frame.

E. Triggering and synchronization

Data acquired by the three digitizing systems were con-
tinuously stored on rolling buffers. When the trial was
judged to be complete~usually after a capture or capture
attempt! the same end trigger was fed to all three systems to
capture the last 8 s of data.

III. DATA ANALYSIS

A. Beam-pattern computation

The signals from each microphone were segmented to
select out the vocalizations and exclude the echoes. The re-
ceived intensityI r was computed from the envelope. This
intensity value was corrected for spherical loss and atmo-
spheric attenuation to giveI c as shown in Eq.~5!. Values for
the attenuation coefficient were obtained from standard

FIG. 4. Panels~A! and ~B! show recordings taken by
pinging the array with frequency sweeps from an emit-
ter. ~A! shows that for a long~shallow! sweep there is
more overlap, between the incident sound and the re-
turning echo, and the beats are more prominent.~B!
shows that for short sweeps there is less overlap. The
top panel in each is the spectrogram of the bandpassed
signal received at one of the array microphones, the
middle panel shows the time waveform of that signal,
while the bottom panel shows the envelope extracted by
the array hardware. The interaction between the inci-
dent sound and an overlapping echo shows up as a beat.
In both ~A! and~B!, the emitter was placed in the plane
of the array so as to maximize the echo returning to the
microphone from the array backend. Due to limitations
of the signal generator used to produce the emitted
sounds, each frequency sweep has a brief glitch as it
resets to the start frequency and this is visible as a ver-
tical streak in the spectrogram. This does not change
any results.~C! shows the envelope signal taken from
an array circuit during a trial with a flying bat. In gen-
eral, the bat sounds recorded at the array do not show
apparent effects of overlapping echoes. A detailed ex-
planation is given in the text.
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tables~ISO 9613—1, acoustics, and cross checked against an
ASA Acoustics Handbook8!. The corrected intensity was cal-
culated as

I c5I r r
2
•101/10•ra, ~5!

wherer is the distance between the microphone and the bat.
Software for this calculation was written inMATLAB .

The overall beam pattern was then reconstructed, as
shown in Fig. 5.

B. Beam-axis computation

According to our hypothesis, the bat aims its sonar beam
at a target of interest. Assuming the beam to be symmetrical,
adding up direction vectors from the bat to each microphone,
weighted by the corrected intensity at that microphone, re-
sults in a vector whose direction is an objective estimate of
the beam axis, regardless of the actual profile of the beam.
This is given by Eq.~6!

H5(
n

I i , ~6!

where I i is the vector drawn from the bat to microphonei
with magnitude proportional to the corrected intensity.H is
the resultant, whose direction is the estimate of the beam
axis.

C. Errors due to array geometry

Figure 6 shows simulation results for beam-axis compu-
tations for six different head orientations. The simulated
beam pattern is shown at the center of the array. This beam is
then ‘‘emitted’’ at different positions in the space enclosed by
the array, and the estimated beam directions are computed
from the signals received by the array elements. The results
are shown as black arrows. As can be seen from Figs. 6~A!–
~E!, only if the source of the signal is close to the array

~around 1 m! do we see edge effects which warp the esti-
mate. During experiments we only use the data collected
within the calibrated space, which is more than 1 m from the
array boundary. In addition, as expected, if the beam points
out of the space enclosed by the array we get a biased esti-
mate of beam direction. This is illustrated in Fig. 6~F!. ~If the
array were constructed to be a ring, this error would not be
present. More microphones were not added because of limi-
tations in the data acquisition hardware and due to difficul-
ties in placing an array segment on the fourth wall of the
flight room.!

D. Calibrations with frequency sweeps

The array was tested using an emitter mounted on a
tripod at the center of the array and oriented in different
directions. The emitter produced frequency sweeps starting
from 50 kHz and sweeping down to 20 kHz. The signals
were recorded using the array, and the emitter itself was
filmed using the video cameras. Two markers were attached
to the emitter, and these were used to reconstruct the direc-
tion the emitter was pointing. The signals recorded at the
array were analyzed in the same manner as real bat signals
and the direction of the beam was computed as described
previously. This was compared against the reference direc-
tion computed from two markers attached to the emitter.

Three calibrations were done from two positions in the
calibrated space, and the results of the calibration are illus-
trated in Fig. 7. If the array computation did not need any
correction, then the traces would be a horizontal line running
along zero. The average of these traces between the two
vertical dotted lines at250° and1120° was used to create a
calibration curve to map the measured beam axis to a cor-
rected beam axis. The final beam-axis compututation results
in an error of61.4°.

FIG. 5. Beam-pattern reconstruction. Central panel
shows the reconstructed beam pattern. The 16 circles
along the edges of the panel are the positions of the
microphones in the array. The pattern is normalized
such that the peak intensity has a value of 1.0 and is
colored black. Lighter colors denote progressively
lower intensities. The circle at the center of the beam
pattern represents the position of the bat. The1 symbol
represents the position of the worm. The thin curved
line terminating at the bat’s position is the trajectory of
the bat up to that frame. The straight line drawn from
the bat represents the direction of motion of the bat~in
this frame the two overlap!. Surrounding panels~num-
bered 1 through 16! show the envelope signals digitized
from each microphone. All the side panels have the
same scales. Twenty ms of data are shown. The signal
on each panel is time shifted to compensate for the time
of travel of the sound from the bat to the corresponding
microphone. As a result the direct signal from the bat
~first sound! lines up on all the panels. A fairly loud
echo~second smaller bump! does not as its source is at
a different position. This makes it easier to segment the
signals and discard the echoes. The segmentation for
the vocalization shown is depicted as two vertical bars
bracketing the relevant portion of the envelope trace.
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E. Effect of echoes on the estimate

Echoes that overlap with the original bat vocalization at
the array microphone change the envelope of the received
signal. The bat vocalizations are frequency sweeps, and the
interaction between incident sound and overlapping echo
takes the form of ‘‘beats’’ in the envelope. This is illustrated
in Figs. 4~A! and~B!, which show the results of ensonifying
the array with an emitter placed level with the array and
producing frequency sweeps. Steeper sweeps, shown in Fig.
4~B!, result in less of an overlap zone and fewer beats than
shown in ~A!, since the interacting frequencies are further
apart. The modulation depth of the beats depends on how
strong the echo is relative to the direct emission. Figures
4~A! and ~B! illustrate the largest echo effects, since the
emitter is placed in the plane of the array~0.9 m above the
ground!, and the array microphones received a relatively
large echo from the base of the microphone support. In gen-
eral, the bats do not fly so low in the room~the average
altitude of the bats is about 1.5 m off the ground and this is
probably influenced by the height at which prey items are
usually presented!. Thus, the echoes that interact at the array
microphones are typically from the walls or floor. These ech-

oes are greatly attenuated~due to the sound-absorbent foam
used!. In addition, the path the echo travels is larger and the
overlap with the incident sound is less. This is illustrated in
Fig. 4~C!. In practice, modulation of the sound at the micro-
phone array due to loud echoes overlapping with the incident
sound is rarely observed. In addition, runs were done with
the emitter placed in the plane of the array and producing
shallow frequency sweeps so as to intentionally corrupt the
readings with echoes. Analysis of these runs show that the
error introduced by echoes remains within the tolerance
~61.4°! of the method.

F. Limitations of a linear array

The sonar beam of the bat extends in both azimuth and
elevation. A linear array takes only a slice through the three-
dimensional structure of the beam. Therefore, the exact
shape and amplitude of the beam pattern recorded by a linear
array depends on the vertical orientation of the beam. This
means that absolute measurements of the beamwidth and in-
tensity cannot be taken from our data. The conclusions about
beam axis remain valid for a bat with its head held roughly
level with the horizon. The bat’s beam is not of circular cross

FIG. 6. Plots of estimated head aim at
different points within the space en-
closed by the array~small black ar-
rows! with a polar plot of the beam
intensity profile~bold pattern! overlaid
at the center. The direction the beam is
pointing in corresponds to the peak of
the profile. Plots~A! to ~E! demon-
strate that errors in computing head
aim grow large only when the source
is close to the edge of the array
~around 1 m!. ~F! demonstrates that if
the beam is directed out of the space
enclosed by the array estimates be-
come biased even near the center of
the array. Thex- andy axes tick marks
are in meters.

FIG. 7. This graph summarizes the calibration runs.
The y axis shows the angular difference between the
emitter direction observed from the video (Hactual) and
the beam center estimated from the array data
(Hcomputed) plotted againstHactual. The two horizontal
lines mark65°. This graph illustrates the edge effect
predicted by the simulations~see Fig. 6!. The edge ef-
fect is seen as an increase in bias of the error towards
one direction asHactual begins to approach the edge of
the array. The average of these traces between the two
vertical dotted lines at250° and1120° was used to
create a calibration curve to map the measured beam
axis to a corrected beam axis. The final beam axis com-
pututation results in an error of61.4°.
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section~and indeed may have a prominent ventral lobe;5 also
see the ‘‘horns of the bat’’ subsection later!, and so the beam
pattern recorded by a linear array will be distorted if the bat
rotates its head relative to the horizontal.

IV. RESULTS

A. Beam patterns

The basic data from the experiments are the beam pat-
terns measured as the bat selects, tracks, and then captures a
target. A sequence showing beam patterns from successive
vocalizations is shown in Fig. 8. These show clearly how the
bat first scans the space around it with the beam@Figs. 8~A!,
~B!, and~C!# and then aligns its beam with the target@Figs.
8~D!, ~E!, and~F!#. Also note the ‘‘notch’’ in the beam pat-
terns in ~A!, ~B!, and ~D!. The notch may be due to the
orientation of the bat’s head with respect to the horizontal
microphone array and the ventral lobe of the beam. This is
discussed in a later subsection, ‘‘horns of the bat.’’ We also
made animations of the beam patterns recorded from several
trials, and these are available as .avi files on our website
http://www.bsos.umd.edu/psyc/batlab/jasa03/. A brief de-
scription of the animations on the website is given in Table I.

B. Beamwidth

The measurements were used to find the half-power
points of the beam~where the intensity is 3 dB below the

peak!. Figure 9~A! is a frequency histogram of the full23
dB beamwidths obtained by this method. The four traces
correspond to data from the four bats. Figure 9~B! shows a
scatter plot of the beamwidths against the range from the
target when they were obtained. There is no significant
correlation between beam width and range to target
(r 520.0252,p.0.1). Most of the data points are obtained
with the bat within 1 m of the target. The mean value of
23-dB beamwidth from all the bats is 70°.

C. Tracking accuracy

Using Eq.~6! the axis of the beam can be obtained. The
angular deviation between the beam axis and the target~the
tracking angle! for 13 trials was analyzed and the results are
summarized in Fig. 10. Figure 10~A! shows the tracking
angle plotted against time to contact with the target. During
the last 300 ms of attack the bat locks it beam with a stan-
dard deviation~s! of 3° onto the target. Figure 10~B! shows
the tracking angle plotted against range to target. This shows
that within 0.5 m of capture the bat has locked its beam onto
the target with as of 3°. Figure 10~C! shows the interpulse
interval plotted against time. Figures 10~D! and~E! show the
distribution of tracking angles at different stages.~D! shows
data taken when the bat was more than 300 ms from target
contact, while~E! shows data taken when the bat was within
300 ms of contact.

FIG. 8. Beam patterns of several vo-
calizations from a bat intercepting a
tethered meal worm. The meal worm
is denoted by1; the bat is denoted by
a circle with a line extending to show
the velocity vector of flight, which is
assumed to be approximately aligned
to the body. The times indicate milli-
seconds before contact. The circles at
the borders of the panels denote the
positions of the microphones. Note
how a scanning motion~A,B,C,D! nar-
rows down~E,F,G! and then changes
to a ‘‘lock-on’’ motion ~H,I! as the bat
searches for then selects the target.
Also note the split that appears in vo-
calization patterns A and B. This is
discussed in the text. Microphone po-
sitions are not shown, but the orienta-
tion of the plot is identical to that in
Fig. 5.
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D. The ‘‘horns of the bat’’

Referring to vocalizations shown in panels~A!, ~B!, and
~D! of Fig. 8, the beam seems to be split in two, i.e., display-
ing two spatially separate energy peaks. The remaining vo-
calizations seem to have one large lobe. Polar plots of nor-
malized intensity for a single beam and a ‘‘notched’’ beam
are shown in the right panels of Figs. 11~A! and~B!, respec-
tively. The left panels show the image from one of the cam-
eras at the instants these beam patterns were measured. The
image of the bat is circled. We confirmed that this notch was
not due to measurement error~e.g., malfunction in some of
the array elements!. As shown in Fig. 11~B!, we discovered
that in some trials the notch occurred when the bat was
clearly banking during a turn. We do not know if the head is
tilted during the bank.

V. DISCUSSION

A. Tracking accuracy

From our experiments we conclude that the big brown
bat,E. fuscus, tracking tethered insects, centers its beam axis
on the target with a standard deviation~s! of 3° during the

terminal phase of insect capture. The method used here in-
troduced an error of61.4°. The value of target accuracy we
obtain is lower than the accuracy reported by Masters with
measurements taken from a stationary bat tracking a
smoothly moving target from a platform9 which was given as
1°. However, in the Masters, Moffat, and Simmons study the
authors applied a lag and gain correction to the bat’s actual
head motion to arrive at the value. The actual head motion,
as reported in that paper, appeared to follow the target mo-
tion with errors of up to 10°. The bat seemed to follow the
target accurately when it was sweeping past the front of its
observing platform, but as the target rotated to more extreme
angles the bat did not orient to follow it completely. Webster
and Brazier,10 using photographs of bats attacking free-flying
insect prey, arrived at the slightly looser value of 5°, but the
accuracy of the method used was not mentioned.

Given that the 3 dB width of the beam is around 70°, a
standard deviation of 3° in directing the beam onto the target
is unlikely to be due to the bat’s need to maintain a good
echo return from the target. We cannot say from these ex-
periments what other advantage there may be to centering
the tracked target. One review11 suggests that the bat’s azi-

TABLE I. Beam-pattern animation descriptions. All files are found at http://www.bsos.umd.edu/psyc/batlab/
jasa03/

File name~.avi! Description

2001.09.18.2.01
2001.09.18.2.01 split
2001.09.18.2.01 splitpoplar

The bat flies in from the far end of the array. The black
persistent lines represent the computed beam axis for each
vocalization. The worm is dropped into the flight space at
frame 78. The bat directs its beam initially to the left of its
flight path up to frame 132, then starts to ping in the
direction of the target~ahead of it! from frame 143 onwards.
It increases its repetition rate noticeably from frame 169
onwards. The 2001.09.18.2.01split animation shows the
view from one of the infrared cameras. The
2001.09.18.2.01splitpolar animation shows polar plots of
the beam pattern.

2001.10.02.1.01
2001.10.02.1.01 split

The bat takes a sharp turn to its right, flying towards the
room center. The target is dropped from the trap door in
frame 100. The bat first directs its beam towards the target
at frame 199, and makes a sharp turn left to try and intercept
it. The bat hits the target but fails to capture it. The target
remains swinging on the tether. The bat flies past, then
makes a sharp 180° turn starting at frame 406 and directs its
beam in the direction of the target. It picks up pursuit of the
target at frame 535, noticeably increasing its repetition rate
at frame 545. This attempt ends in a successful capture.

2002.08.20.3.02 The bat flies towards the center of the room. The black
square represents an inedible block of foam. The bat
vocalizes ahead of its flight path. The target is dropped at
frame 25. The bat initially ‘‘inspects’’ the inedible foam
block ~frames 119 to 181! then directs its beam to the target
from frame 184 onwards.

2001.06.12.1.03 The bat attempts to capture a tethered meal worm being
moved in a circle about 0.5 m in diameter. The bat keeps its
beam centered on the target throughout, even though it
gives up pursuit after making a complete circuit.
Beam-pattern data are not available for part of the pursuit
~during which the beam was directed where there were no
microphones!.
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muthal localization acuity is greatest in a narrow~;10°!
zone directly in front of it. If this is correct, then the bat may
be centering the target while tracking in order to keep it in
this high localization acuity zone. Neural recordings from the
inferior colliculus of the mustached bat show that the thresh-
olds of all binaural neurons are lowest at the horizontal mid-
line independent of the neuron’s frequency selectivity,12 sug-
gesting that for mustached bats, at least, there is a preference
for processing echoes from directly ahead. Studies on the
localization ability of the bottle-nosed dolphin indicate that
the minimum audible angle~MAA ! directly in front of the
animal for broadband clicks is around 0.9° in azimuth.13 The
MAA in more lateral positions has not been studied.

Assuming that the axis of the beam bears a constant
relation to the bat’s head, another hypothesis may be that a
type of beamforming operates in the bat’s acoustic system. In
this beamforming operation, signals that arrive simulta-
neously in both ears~i.e., from the center line! are enhanced
compared to signals from more off-axis targets.

FIG. 9. ~A! shows a frequency histogram of the computed beamwidths over
13 trials and 4 bats.~B! shows the data from which this histogram was made
plotted against the range to target at which the measurements were taken.
The data from different bats are shown as different symbols.

FIG. 10. This plot summarizes the results of analyzing the angular deviation between the beam axis and the target~the tracking angle! for 13 trials.~A! shows
the tracking angle for each trial plotted against time to contact with the target~zero being time of contact!. The vertical dotted line marks 300 ms before
contact.~B! is a plot of tracking angle against range to target. The vertical dotted line marks 0.5 m to target. In plots~A! and~B! the solid horizontal lines mark
65°. ~C! shows the interpulse interval plotted against time.~D! and~E! show the distribution of tracking angles at different time periods before target contact.
~D! shows data when there is more than 300 ms to contact, while~E! shows data when the bat is within 300 ms of contact.
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B. Beam axis as an index of selection and tracking

Our data suggest that the sonar beam direction of an
echolocating bat is a useful index of its selection and track-
ing behavior during prey capture. The bat points its beam
around the flight space using a gradual scanning motion
while searching for prey. When prey is presented to the bat
~e.g., by dropping it into the flight space using a trap door!
the scanning pattern shifts towards the position of the target.
Finally, the bat ‘‘locks’’ its sonar beam onto the target and
tracks it closely. The lock-on behavior precedes the high vo-
calization repetition rates characteristic of the terminal phase
by 50–100 ms@see Figs. 10~A! and~C!#. This may reflect a
sequential process of first localizing an object, directing the
beam towards it, and then identifying it as a prey item to
capture. It may also indicate different latencies for motor
pathways mediating head orientation and vocalization con-
trol.

The following animation illustrates that the bat may di-
rect its beam sequentially at different objects before deciding
to attack one@http://www.bsos.umd.edu/psyc/batlab/jasa03/
2002.08.20.3.02.avi# .

The lock-on behavior is observed even when the prey
and bat are moving in a tight circle, and the bat is not within
catching distance of the prey, as illustrated in animation
@http: //www.bsos.umd.edu / psyc / batlab / jasa03 / 2001.06.12.
1.03.avi#. This animation also demonstrates that the bat may
orient its beam up to 90° off its flight path~‘‘looking over its
shoulder’’! in order to maintain lock-on to the target. It ap-
pears that pointing its beam at a target of interest is a delib-
erate strategy adopted by the bat.

It is important, at this point, to note that the relationship
between the beamwidth and the spatial limits of target per-

ception by the bat are unknown. The limits will possibly
depend on a combination of the size of the target, orientation
of the pinnae, and intensity of the vocalization in addition to
the direction and width of the beam.

C. The horns of the bat

We consider here why we observe a notch in some beam
patterns. We noted that~a! the notch could ‘‘travel’’ from one
microphone~or two adjacent microphones! to the other and
~b! during the same trial we could get a combination of ‘‘nor-
mal’’ and ‘‘notched’’ beam patterns, implying that it was not
an artifact due to a bad microphone. We hypothesize that the
notch is due to a strong ventral lobe, perhaps more prominent
than that measured by Hartley, which was 6 dB below the
main lobe intensity.5 Whenever the bat’s head is sufficiently
tilted with respect to the horizontal, the cross section of the
sonar beam taken by the linear array would pick up the two
lobes. In other cases, when the head is level with respect to
the array, the cross section consists of one lobe. In support of
this hypothesis, we noted that in some trials the notch ap-
pears during sharp banking turns by the bat~as estimated
from the positions of the wings!, e.g., see Fig. 11~B!. During
a banking turn, it is likely the head is also tilted with respect
to the horizon. The notch is probably also not due to a shad-
owing effect of the beam by the target since it is sometimes
observed when the beam is directed away from the target, or
when there is no target in the room~e.g., Fig. 8!.

D. Comparison with related work

Previous work using microphone arrays to record bat
vocalizations have been conducted in the field, and the main

FIG. 11. The images in the left col-
umn are taken from one of the video
camera records of a trial. The location
of the bat is circled. The images are
roughly 190 ms apart in time. The
right column shows the polar plot of
intensity ~maximum intensity normal-
ized to 1.0, and represented by the out-
ermost ring of the polar plot! from the
vocalizations made during the respec-
tive frames. The circles denote actual
intensity data points. In~A! the bat is
in level flight, heading parallel to the
plane of the camera. Note that the
beam pattern has a single large lobe.
In ~B! the bat is banking sharply, as
can be deduced from the relative posi-
tions of the wings. It is moving into
the plane of the camera. Note that the
beam pattern now has a prominent
notch. Animations of this trial may be
seen at http://www.bsos.umd.edu/
psyc/batlab/jasa03/. The original gray
levels of the camera images have been
remapped in a nonlinear fashion to en-
hance the images.
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aims of these studies have been to estimate bat position and
vocalization source levels. Jensen and Miller14 used a verti-
cal array of three microphones to study the variation of bat
vocalization intensity with altitude. The array data were also
used to localize the bat’s position with respect to the micro-
phones in the array. Holderied15 used two microphone clus-
ters to track bats up to a range of 35 m in the field and study
source levels. These studies were not designed with the in-
tent of studying the beam pattern directly, but have revealed
indirect effects of the beam, such as periodic variations in
received intensity, which may be attributed to the bat point-
ing its beam in different directions~i.e., scanning! while in
flight.

Møhl et al.16 recorded sperm whale vocalizations using
an array of hydrophones. They used these data to localize the
animals and deduce the directionality of their emissions.
More controlled measurements of the beam patterns of sta-
tionary dolphins have been taken.17 In comparison to bats,
dolphins have a much narrower half-power beamwidth~10°
compared to 70°!. The peak of the main lobe seems to be
directed upward of the snout axis by 5°, in contrast toE.
fuscus, where the main lobe seems to be directed 10° below
the snout. The differences in the width of the sonar beams of
bats and marine mammals may be related to differences in
the physical structure of the head as well as differences in
signal generation and acoustics in air and underwater. Inter-
aural time and intensity cues for localizing sound underwater
are less salient than in air. By producing a narrow emission
beam, dolphins could conceivably improve their localization
ability.

E. Limitations of a linear array

The apparatus used here, a linear array of microphones,
is limited in that it takes only a planar cross section of the
bats’ three-dimensional sonar beam. By using an array that
extends in both the vertical and horizontal planes, these re-
sults may be extended to observe the vertical tracking behav-
ior of the bat and the position of the notch~the region be-
tween the ventral and axial lobes of the beam! when the bat
tracks prey.

VI. CONCLUSION

These experiments are the first measurements of the
bat’s sonar beam pattern as it tracks and intercepts prey in
flight. There has been work on the sonar beam of a stationary
anesthetized bat5 where the sonar beam was described in
great detail, but for a nonbehaving animal. There has been
more extensively reported work on the sonar beam of dol-
phins and other odontocetes.17 In these studies, too, the sub-
jects were stationary and not using sonar for a target inter-
ception task.

The data presented here suggest that echolocating bats
of the speciesE. fuscusdirect their beam at a target of inter-
est with an accuracy of about 3°. There may be some analogy
between the orienting of the sonar beam by echolocating bats
and the orienting of gaze by visual animals like primates.
Early experiments by Yarbus on humans have revealed that
when viewing the same scene the pattern of eye movements

used is influenced by what information the subject is trying
to acquire from the viewing.18 Some experiments have also
suggested that covert shifts of visual attention are linked to
the preparation to make saccades.19 Orienting the eyes to a
visual stimulus is an important natural action, even though
primates can, if needed, covertly attend to a stimulus without
repositioning the eyes~For a review see McFadden and
Wallman20!.

We propose that the orientation of the beam may be used
as an index that reveals some aspects of the bat’s internal
state during different behavioral tasks. Specifically, we think
that the orienting of the beam may be used to probe what
objects in a complex environment the bat is interested in. We
also propose that the orienting behavior may be used to mea-
sure latencies in various target detection tasks in echoloca-
tion, much like eye movements are used in visual paradigms.
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Mammalian vocal production mechanisms are still poorly understood despite their significance for
theories of human speech evolution. Particularly, it is still unclear to what degree mammals are
capable of actively controlling vocal-tract filtering, a defining feature of human speech production.
To address this issue, a detailed acoustic analysis on the alarm vocalization of free-ranging Diana
monkeys was conducted. These vocalizations are especially interesting because they convey
semantic information about two of the monkeys’ natural predators, the leopard and the crowned
eagle. Here, vocal tract and sound source parameter in Diana monkey alarm vocalizations are
described. It is found that a vocalization-initial formant downward transition distinguishes most
reliably between eagle and leopard alarm vocalization. This finding is discussed as an indication of
articulation and alternatively as the result of a strong nasalization effect. It is suggested that the
formant modulation is the result of active vocal filtering used by the monkeys to encode semantic
information, an ability previously thought to be restricted to human speech. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1580812#

PACS numbers: 43.80.Ka@WA#

I. INTRODUCTION

Male Diana monkeys produce acoustically distinct alarm
vocalization to two of their natural predators, the crowned
eagles and the leopards~Zuberbühler et al., 1999; Zuber-
bühler, 2000a!. Field playback experiments have shown that
nearby listeners respond to these alarm vocalization by pro-
ducing their own corresponding alarm vocalizations and by
showing characteristic locomotor responses. For instance,
when hearing leopard alarm vocalization from a concealed
speaker, nearby monkeys tend to approach the site of the
suspected predator while continuously producing alarm vo-
calizations, presumably to signal detection to the predator
and futility of further hunting ~Zuberbühler, Jenny, and
Bshary, 1999!. Playback experiments have shown that the
monkeys’ response is driven by the associated meaning,
rather than the vocalizations’ mere acoustic features~Zuber-
bühler et al., 1999!. This has been taken to suggest that Di-
ana monkey alarm vocalization are another example of natu-
ral semantic communication in animals~Seyfarth and
Cheney, 2003!.

Comparably little is known about the mechanisms of
sound production that underlie these behavioral patterns.
There is an increasing consensus among researchers in the
field that the source-filter-theory, originally put forward to
explain speech production~Fant, 1960!, serves as a useful
model for mammalian sound production~Andrew, 1976;
Owren and Bernacki, 1988; Riede and Fitch, 1999!. The

theory posits that a vocal signal is produced by the vocal
folds ~the source!, and is subsequently shaped by the reso-
nance properties of the vocal tract~the filter!. A number of
recent studies suggested that some nonhuman species are ca-
pable of vocal-tract filtering by controlling the resonance
properties independently of the glottal source~Hauseret al.,
1993; Hauser and Scho¨n-Ybarra, 1994; Fitch and Reby,
2001!. Owren~1990a,b! showed that eagle, and snake alarm
vocalizations of vervet monkeys could be distinguished by
measures associated with the source, the filter, and timing.
They used synthetic versions of these vocalizations to show
that individual subjects based their discrimination on acous-
tic cues associated with the filter, independent of those asso-
ciated with the source or timing.

The sound production systems of all mammals exhibit a
number of fundamental anatomical and acoustical similari-
ties. The primary acoustic signal is generated at a source,
typically the vocal folds of the larynx~the glottal source!,
which are driven into rapid mechanical oscillations by an
expiratory airflow from the lungs. The oscillating vocal folds
modulate the airflow through the glottal opening, i.e., the
airspace between the vocal folds, producing a time-varying
acoustic signal: the glottal source signal. The vocal folds are
set into vibrations by the combined effect of subglottal pres-
sure, the viscoelastic properties of the folds, and the Ber-
noulli effect. The aerodynamic energy is sustained by the
subglottal pressure, which is maintained by the muscles of
expiration. Recently, it has been shown that the vocal folds
constitute a highly nonlinear self-oscillating system best
modeled as coupled oscillators~Herzel et al., 1995!, result-
ing in the occurrence of nonlinear phenomena in the vocal
repertoire.

a!Dedicated to Prof. Gu¨nter Tembrock on the occassion of his 85th birthday.
b!Present address: Medical Science Program, 315 Jordan Hall, Indiana Uni-

versity, IN 47405. Electronic mail: tobiasriede@web.de
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Nonlinear phenomena have been demonstrated earlier in a
number of non-human mammals~Wilden et al., 1998!, but
they have not been found in male Diana monkeys alarm
vocalization~Riede and Zuberbu¨hler, 2003!.

All mammals have a supralaryngeal vocal tract~hereaf-
ter referred to as ‘‘vocal tract’’! through which the sound
generated at the glottal source must pass. Like any tube of
air, the air column contained in the vocal tract has resonant
modes, which selectively allow certain frequencies in the
glottal source to pass and radiate through the mouth or nos-
trils into the environment. The vocal tract hence acts as a
bank of bandpass filters, each of which allows a narrow
range of frequencies to pass. The vocal-tract resonances,
along with the spectral peaks they produce in the vocal sig-
nal, have been termed ‘‘formants.’’ Originally, the term was
used to describe speech signals~e.g., Fant, 1960; Titze,
1994!, but various researchers have used it to describe ani-
mal sounds~Liebermanet al., 1969; Nowicki, 1987; Owren
and Bernacki, 1988, 1998; Fitch, 1997; Riede and Fitch,
1999!. However, many studies have used the term simply to
describe spectral concentrations of acoustic energy that ap-
pear to be harmonically unrelated to the fundamental fre-
quency~e.g., Hauseret al., 1993; Zuberbu¨hler, 2000a!. Un-
equivocal identification of formants requires an analysis
technique that separates the effect of the glottal source from
the effect of the vocal tract~e.g., Owren and Bernacki,
1998!.

In this study, we investigate the impact of source and
vocal-tract parameters on the acoustic structure of Diana
alarm vocalizations. We were particularly interested in the
question of whether the source-filter theory is suitable to ex-
plain the acoustic patterns produced by the Diana monkeys
in response to the two predators. We conducted an acoustic
analysis based on a linear predictive coding algorithm to
determine~i! whether source and tract parameters are inde-
pendent of each other and~ii ! which of the two the monkeys
use to convey predator information.

II. METHODS

A. Study site, subjects, and vocalization sample

Data were collected in the Taı¨ National Park, Coˆte
d’Ivoire, between June 1994 and June 1997 in an approxi-
mately 40-km2 study area of primary rain forest surrounding
the Centre de Recherche en Ecologie~Universitéde Abobo-
Adjame, Abidjan! research station~5° 508 N, 7° 218 W!, in
the Taı¨ National Park, Coˆte d’Ivoire. Seven monkey species
were regularly observed in the area: the western red colobus
~Colobus badius!, the western black-and-white colobus
~Colobus polykomos!, the olive colobus~Colobus verus!, the
Diana monkey~Cercopithecus diana!, the lesser white-nosed
monkey~Cercopithecus petaurista!, the Campbell’s monkey
~Cercopithecus campbelli!, and the sooty mangabey~Cerco-
cebus atys!. Diana monkey groups typically consisted of
about 20–25 individuals with one adult male and several
adult females with their offspring, each occupying and de-
fending a stable home range of less than 1 square kilometer
against neighboring groups.

We analyzed the vocalizations of ten different adult

males from ten different Diana monkey groups, five respond-
ing to an eagle and five to a leopard. We analyzed the first
five vocalizations given by each individual, resulting in a
sample of 25 eagle and 25 leopard alarm vocalizations. Re-
cordings were made with a Sony WMD6C tape recorder and
a Sennheiser microphone~ME88 head with K3U power
module! on 90-min type IV metal tapes. The frequency re-
sponse of the microphone~40 Hz–20 kHz;62.5 dB! and the
tape recorder~40 Hz–14 kHz,63 dB; distortion of 0.1%;
signal-to-noise-ratio of 57 dB! are flat and within the fre-
quency range of analysis. Recordings were made at distances
ranging from 20 to 50 meters.

B. Acoustic analysis

We digitized all recordings at a 16-bit quantization and a
44-kHz sampling rate usingSIGNALIZE software. We per-
formed signal analysis on a PC using the signal-processing
softwareHYPERSIGNAL-MACRO™ and a DSP32C PC system
board. We completed the spectrographic analysis by using a
512-point fast Fourier transformation, with 75% frame over-
lapping, a 44-kHz sampling frequency, and a Hanning win-
dow. To avoid aliasing effects we low-passed filtered all vo-
calization at 22 kHz.

Linear predictive coding~‘‘LPC’’ ! is a spectral modeling
technique used to estimate formant frequencies in human
speech. LPC uses least-squares curve fitting to estimate the
value of a point in a time-domain waveform based on the
pastN points, whereN is the order of the LPC analysis. LPC
algorithms then construct the best-fitting all-pole model to
account for the waveform. ‘‘All-pole’’ means that only vocal-
tract resonances~‘‘poles’’ ! are estimated, and not antireso-
nances~‘‘zeros’’ !. Such a spectral model appears to be a
valid first approximation for most human speech signals and
the monkey vocalization analyzed here~Markel and Gray,
1976!. The specifics of the algorithms used in linear predic-
tive coding are described elsewhere~see Markel and Gray,
1976 for the mathematical details, and Owren and Bernacki,
1998 for application in bioacoustics!. In the current analysis
we used the autocorrelation technique provided byHYPER-

SIGNAL™. The technique outputs the coefficients of anNth-
order all-pole digital filter whose frequency response best
approximates in a least-squares sense the spectrum of the
input signal. Given a broadband source signal and an appro-
priate model order @typically estimated as
212* N~formants!#, LPC analysis can provide an extremely
accurate estimate of formant center frequencies in both hu-
man speech and animal sounds. Signal analysis was con-
ducted withHYPERSIGNAL-MACRO™ with 12 coefficients and
pre-emphasis settings of 0.8 to 0.99. All LPC measurements
were visually verified by superimposing the LPC-derived
frequency response over a 512-point fast Fourier transform
~FFT! of the same time slice, allowing the user to select the
optimum number of coefficients for each vocalization by
trial and error.

In order to make formant extraction more reliable,
acoustic parameters were interpreted using anatomical esti-
mates. Since the recorded signal is a combination of the pri-
mary signal spectrum and the transfer function of the vocal
tract, peaks in the spectrum can be the result of the source
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~e.g., regular/harmonic or irregular patterns! as well the vo-
cal tract~i.e., formants!. That makes it important to sort out
if spectral peaks can be considered as formants. The relation-
ship between vocal-tract length and formant position follows
Eq. ~1!:

Fn5@~2n21!* c#/4VTL. ~1!

In this equation,Fn is thenth formant frequency in Hz;c is
speed of sound~35 000 cm/s in warm humidified air! and
VTL is vocal tract length in cm. This relationship is true for
a uniform, hard-walled tube closed at one end, but it has also
shown to be a good approximation for several nonhuman
mammalian species’ vocal tracts; e.g., domestic cats~Carter-
ette et al., 1979!, rhesus macaques~Fitch, 1997; Rendall
et al., 1998!, and domestic dogs~Riede and Fitch, 1999!.
Broadband utterances are particularly well suited for formant
extractions~Owren and Linker, 1995! because they reflect
the vocal-tract transfer function best. In addition to the male
Diana monkey vocalization, our focus of interest in this pa-
per, we also examined broadband female vocalizations for
formant characteristics. Females are approximately 20%
smaller than males, suggesting also to have an at least 20%
shorter VTL~Fitch, 1997; Riede and Fitch, 1999!.

C. Acoustic parameters

The basic acoustic unit in the Diana monkey alarm vo-
calization is the pulse~Riede and Zuberbu¨hler, 2003!. The
pulse, which resembles a damped oscillation, is a rapid-
amplitude transition of the signal from a baseline value to a
higher or lower value, followed by rapid return to baseline.
We measured pulse duration~Table I! as the interval between
two pulse onsets. Pulse duration corresponds to the funda-
mental frequency of the oscillating vocal folds. The next
higher acoustic units of Diana monkey alarm vocalizations
are calls~Fig. 1!, whose duration we also measured. Note
that this terminology differs from the one used in a previous
study ~Zuberbühler, 2000a!. A call consists of a series of

pulses of varying duration. This cycle-to-cycle variability in
fundamental frequency was termed jitter~Table I, Titze,
1994!, calculated as the ratio of standard deviation to mean
of the pulse duration per call. For each individual a mean
jitter was calculated based on ten calls~except in one indi-
vidual, when only seven calls were available!. The final tem-
poral parameter was bout duration, calculated as the overall
duration of continuous acoustic energy. As spectral param-
eters we measured formants and formant bandwidth. For-
mant bandwidth is the size of the formant in the spectral
representation. Two points are identified on the slopes of the
resonance curve, where the response is 3 dB lower than at
the peak. The difference in frequency between the 3-dB
points defines the formant bandwidth. The size of the for-
mant bandwidth is determined by the amount of attenuation
in the vocal tract. Statistical analyses were based on mono-
variate Mann-WhitneyU-tests, nested analysis of variance
and factor analysis~SPSS 10.0!.

III. RESULTS

A. Source acoustics

Pulse duration varied in eagle alarm vocalization be-
tween 8.3 and 24 ms~mean6s.d. 16.161.5!, suggesting a
fundamental frequency between 42 and 120 Hz~mean 62
Hz!. It varied in leopard alarm vocalizations between 13.3
and 29.9 ms~mean6s.d. 17.162.1!, suggesting a fundamen-
tal frequency between 33 and 75 Hz~mean 58 Hz!. Pulse
duration differed significantly between eagle and leopard
alarm vocalizations (N1550, N2542, U5649, P,0.001,
Mann-Whitney U-test, two-tailed!, although the individual
values overlapped broadly~Table 1!. In both vocalization
types, the pulses occurred very regularly, suggesting a rigid
vibration pattern of the oscillating glottal source. Jitter did
not differ significantly between eagle and leopard alarm vo-
calization ~eagle alarm vocalization: mean 7.8%, leopard
alarm vocalization: mean 7.6%;N155, N255, U513,
P.0.2, Mann-WhitneyU-test, two-tailed!. Call duration did

TABLE I. Pulse duration. Minimum~P-dur min!, maximum~p-dur max!, mean~p-dur mean! of pulse duration
in eagle~individuals 1 to 5! and leopard~individuals 6 to 10! alarm vocalizations. For each individual 10 calls
~N! ~2 calls per bout, 5 bouts per individual! were measured. In individuals 6 and 7, 1 out of 5 bouts contained
only 1 call; therefore, 1 other bout was chosen to deliver 3 calls. In individual 9 only 4 bouts were available, and
1 of those delivered only 1 call.

Individual N
p-durat

min ~ms!
p-durat

max ~ms!
p-durat

mean~ms! s.d. ~ms! Jitter ~%!

Eagle alarm
1 10 13.9 19.9 16.4 1.1 6.4
2 10 8.3 21.9 15.9 0.6 8.7
3 10 13.3 22.2 17.4 1.5 6.5
4 10 8.3 20.3 14.1 1.7 9.2
5 10 10.1 24.0 16.9 1.1 8.3
mean 50 16.1 1.5 7.8

Leopard alarm
6 10 13.3 29.9 16.7 2.3 8.9
7 10 14.6 25.6 18.3 2.1 6.9
8 7 12.1 22.7 15.6 2.5 6.8
9 10 15.1 26.7 17.4 1.1 8.1
10 10 14.8 28.3 17.4 1.4 7.4
Mean 47 13.3 29.9 17.1 2.1 7.6
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not differ significantly between eagle and leopard alarm
vocalizations ~leopard alarm vocalization: range: 56 and
566 ms; eagle alarm vocalizations range: 23 and 717 ms;
N1525, N2525, U5287, P.0.3, Mann-WhitneyU-test,
two-tailed, Table II!. Bout duration differed significantly be-
tween eagle~mean6s.d., 361561392 ms! and leopard alarm
vocalizations ~mean6s.d., 220661321 ms! (N1525, N2

525, U5146, P,0.001), although the individual values
overlapped broadly~Table II!.

B. Tract acoustics

1. Identifying formants

The average power spectrum of five subsequent pulses
of a male leopard alarm vocalizations is depicted in Fig. 2:
Two prominent peaks are visible between 600 and 1500 Hz,
both identified by LPC analysis. The first peak ranged be-
tween 690 and 1000 Hz~Table III!. Assuming that this peak

has formant properties, then Eq.~1! suggests a vocal-tract
length between 8.8 and 12.7 cm, which is anatomically rea-
sonable. There was a significant difference between theF1
values at the beginning of the calls in eagle and leopard
alarm vocalizations (N1550, N2551, U540, P,0.001,
Mann-WhitneyU-test, two-tailed, Table III!. LPC analysis
depicted a second peak at around 1300 Hz. To consider this
peak as a second formant is difficult to reconcile with Eq.~1!
since it presupposes a substantially longer vocal tract of ap-
proximately 20 cm. The second peak was close to the first
one, even during modulation, and it exhibited a broader
bandwidth. In some high-quality recordings with low back-
ground sound-pressure level, a third peak near 2800 Hz was
visible. Assuming that this peak has formant properties~i.e.,
second formant!, then Eq.~1! suggests a vocal-tract length
similar to the one predicted by the first peak. In the female
alarm vocalization~Fig. 3! two separate peaks were visible at
1000 and at 2800 Hz, both again suggesting a VTL of
roughly 9 cm. An additional peak around 1300 Hz was ab-
sent in female vocalization.

2. Formant behavior

Leopard and eagle alarm vocalizations differed most
strongly in the downward modulation of the first formant
(DF1-start; Figs. 1 and 2 and Table IV!. Although present in
both alarm vocalization types, the modulation was three
times stronger in the leopard alarm vocalization and there
was little overlap between vocalization types~Table IV; N1

550, N2551, U5174, P,0.001, Mann-WhitneyU-test,
two-tailed!, and although the variability between individuals
is significant, the nested ANOVA indicates that the variabil-
ity between ‘‘eagle’’ and ‘‘leopard’’ calls in the parameter
‘‘formant transition’’ is even higher~Table V!.

Simultaneously, the second prominent peak at around
1300 Hz modulated downwards, but to a lesser extent. There
was a significant difference between the first and the second
peak difference at the beginning and in the middle of the call
(T51064; P,0.05, Wilcoxon test, two-tailed!, suggesting
that the first peak modulated stronger than the second one.
Although DF1-start was defined as the difference between
the beginning and the middle of the call, the actual modula-
tion reliably occurred during the first four to six pulses, cor-
responding to less than 20% of all pulses in the entire call
~Fig. 4!. Finally, the modulation ofF1 between the middle
and the end of the call was not significantly different be-
tween two alarm vocalization types, and individual values
overlapped strongly (N1550, N2550, U51166, P.0.05,
Mann-Whitney U-test, two-tailed!. A factor analysis indi-
cated that 35% of overall acoustic variability was explained
by the formant downward modulation.

IV. DISCUSSION

In this study we were interested in the acoustic structure
of Diana monkey alarm vocalization and in how the various
acoustic parameters segregated eagle from leopard alarm vo-
calizations. Our analyses suggested that the spectral peaks in
the alarm vocalizations have formant properties, i.e., that the
spectral concentrations of acoustic energy are harmonically

FIG. 1. Example of a male eagle alarm vocalization and a male leopard
alarm vocalization. Top: time series, bottom: spectrogram. Calls are indi-
cated by horizontial lines. The first two intercall elements in both bouts are
indicated by arrows. In the range between 2 and 5 kHz several structures are
visible ~arch-like frequency bands!, caused by alert calls given by other
Diana monkey group members.
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unrelated to the fundamental frequency. A formant down-
ward modulation at the beginning of the call most reliably
distinguished between the two alarm vocalization types be-
cause there was little to no overlap between individual vo-
calizations, monovariate statistical analyses yielded the high-
est P values, and a factor analysis showed that 35% of
overall acoustic variability could be explained by this one
parameter.

A. Source acoustics

Although source acoustic parameters and temporal cues
~pulse duration, call duration, bout duration, number of calls
per bout, jitter! differentiated eagle and leopard alarm vocal-
ization to various degrees, they were unable to distinguish
between the two vocalization types: the parameter distribu-
tion was strongly overlapping between both types of vocal-
ization.

Our analyses showed that the pulse character of the
alarm vocalization was surprisingly consistent. Earlier stud-
ies considering the vocal source as a nonlinear system found
much higher degrees of irregularities in vocal utterances. For

example, up to 15% of human infant cries and animal vocal-
ization contained nonlinear phenomena~Robb and Saxman,
1988; Wilden et al., 1998; Riedeet al., 2000!. Nonlinear
phenomena were virtually absent in male Diana monkey vo-
calizationa and pulses were not interrupted by any other vi-
bration modes of the vocal folds, except for the short har-
monic intercall elements. Specialized system adjustments
and the low fundamental frequency could account for the
remarkable stability of the oscillating system~but see
Mergell et al., 1999!.

The spectrum of a pulse at the source is expected to be
broadband~Titze, 1994; Au, 1993!. This suggests that promi-
nent peaks in the spectrum of the emitted signal are due to
filtering effects in the vocal tract. Because of their broad
bandwidth, pulses are well suited to picture the resonance
characteristics of the vocal tract. This characteristic, as well
as the robustness of this source signal and the very low fun-
damental frequency let Riede and Zuberbu¨hler ~2003! to hy-
pothesize that male Diana monkey alarm calls are adapted

FIG. 2. Spectrum~lower curve! and LPC spectrum~up-
per curve! of a 100-ms segment of a male eagle alarm
call. Two peaks are indicated~‘‘1’’ and ‘‘2’’ !. A third
peak around 2100 Hz does not belong to the monkey
call.

TABLE II. Acoustic parameters of eagle and leopard alarm vocalizations. Minimum, maximum, and mean
number of calls~no call min; no call max; no call mean!; minimum, maximum, and mean of the call duration
~call dura min, call dura max, call dura mean! and bout duration of 5 individuals each represented with 5 Eagle
and 5 Leopard alarm bouts.

No call min No call max
No call

mean~ms!
Call dura
min ~ms!

Call dura
max ~ms!

Call dura
mean~ms!

Bout
duration~ms!

Eagle Alarm
Ind.1 4 7 5.8 64 717 294 2107
Ind.2 8 15 10.6 58 515 256 3593
Ind.3 10 16 13.6 23 495 242 4439
Ind.4 6 19 11.0 39 604 232 3490
Ind.5 10 23 15.0 56 472 199 4446
Mean 11.2 2366122 361561392

N5279 N525

Leopard alarm
Ind.6 1 17 8.6 56 482 264 3308
Ind.7 1 13 5.2 71 424 213 1584
Ind.8 2 6 3.6 73 369 221 1066
Ind.9 3 12 6.4 73 506 197 2038
Ind.10 6 9 7.2 73 566 293 3030
Mean 6.2 2436116 220561321

N5155 N525
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for a more elaborated vocal tract performance, i.e. formant
variability. Preliminary video studies suggest a fourth char-
acteristics of this system. There is a distinct possibility that
the alarm calls investigated in this study are product of vocal
fold vibration caused by air flowinginto the lungs, rather
than the more commonly observed expiratory sound produc-

tion mechanism in mammals. In this case, the brief but
highly harmonic inter-call elements seen in the spectrograms
~Fig. 1! would have to be considered the product of vocal
fold vibration caused by expiration. Inspiration-caused sound
production could also explain the remarkable and otherwise
rarely observed absence of nonlinear phenomena during call-

FIG. 3. Example of a female eagle alarm vocalization.
Top: time series, middle: spectrogram. Bottom: a
100-ms segment is given in the frequency domain
~lower curve! plus a LPC spectrum is given~upper
curve!. Two peaks are indicated (F1,F2) representing
the first and second formant.

TABLE III. First formant at the beginning of the call. Mean and standard deviation of the first peak (F1) and
the second peak (F2) at the beginning of the call (F1-start6s.d. andF2-start6s.d.!. Mean and standard
deviation of the bandwidth of the first (B16s.d.) and second (B26s.d.) peak at the beginning of the call.

N F1-start6s.d. ~Hz! F2-start6s.d. ~Hz! B16s.d. ~Hz! B26s.d. ~Hz!

Eagle alarm
Individual 1 10 753652 1298645 132653 135652
Individual 2 10 744618 1194620 71617 117636
Individual 3 10 692619 12216238 69619 109641
Individual 4 10 824626 12276134 95625 102624
Individual 5 10 802647 1287682 88629 120634
Mean 763658 12466130 91638 117638

Leopard alarm
Individual 6 10 916667 13716155 69616 154655
Individual 7 10 947646 1339668 87615 90637
Individual 8 7 907636 1466668 86640 181635
Individual 9 10 996671 14736123 78632 159639
Individual 10 10 944653 14476142 80625 167640
Mean 944663 14076125 80626 150651

1137J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 T. Riede and K. Zuberbühler: Acoustic structure in Diana monkey alarm vocalization



ing, perhaps the product of a highly stable oscillating system.
High resolution video analyses of the respiratory movements
of the thorax during calling will be necessary to resolve this
issue. Although we expect that the actual direction of airflow
during call production has no direct implications for the ex-
planation of the formant nature of the calls~Robb et al.
2001!, the evolutionary insinuations would be quite intrigu-
ing. What selection pressures could have lead to the inven-
tion of an inspiration-based semantic communication system
in the evolutionary history of this taxon?

B. Tract acoustics

Equation~1! makes a number of specific predictions re-
garding the location of the different formant frequencies. A
crucial element in the equation is vocal-tract length, a param-
eter for which no anatomical data are available at the mo-
ment. However, previous studies have shown that in mam-
mals there is strong positive correlation between skull length
and vocal-tract length, and~in resting position of the larynx!
that VTL is maximally as long as skull length but mean VTL
is shorter than mean skull length~Fitch, 1997; Riede and
Fitch, 1999; Fitch, 2000!. Table VI lists skull lengths for
Diana monkeys from various museum specimens, measured
as the distance between the front of the incisor teeth and the
Protuberantia occipitalis. Based on the relationship found by
Fitch ~1997! and Riede and Fitch~1999! the skull data~Table
VI ! suggest a vocal-tract length of maximally 11.5 cm, which

predicts@according to Eq.~1!# a first formant at around 760
Hz, and a second formant at around 2280 Hz. LPC analysis
depicts a peak in male and female vocalization near 800 Hz,
strongly suggesting that this peak is the equivalent of a first
formant. The 11.5-cm VTL also predicts@according to Eq.
~1!# a second formant around 2280 Hz. LPC depicts a second
peak at 2800 Hz, in males only in high-quality recordings
~close distance between microphone and vocalizer, and very
low background noise!, and more regular in female vocaliza-
tions. This suggests that this peak is possibly the equivalent
of the second formant. LPC depicts regularly a peak around
1300 Hz in male alarm vocalization, and it will be discussed
below how this peak could be explained.

C. The effects of changes in vocal tract diameter

Our calculations are based on the assumption that the
formants are created in a uniform tube with no significant
changes in tube diameter. It is well known that deviation
from such uniformity often results in formant shifts. In hu-
mans, nonuniformity of the vocal tract is common, and
speech vowels are prominent acoustic products of such non-
uniformity ~Fant, 1960!. The consistent peaks of male Diana
monkey vocalization at around 1300 Hz~see Fig. 3!, there-
fore, could be the result of changing tube diameters in the
male vocal tract. It is interesting that to the human ear, the
calls of an eagle alarm vocalization strongly resemble the
human vowel /o/. In contrast, the calls of a leopard alarm
vocalization strongly resemble a vowel transition from /#/ to
/o/. In human speech, the second formants of both /#/ and /o/
are lowered and they approach the first formant~Storyet al.,
1996!, similar to the monkey vocalizations. Therefore, one
interpretation of these data is that, similar to human speech
sounds, the second peak in male alarm vocalization around
1300 Hz represents the second formant (F2), due to varia-
tion in vocal-tract diameter and hence deviating from the
predictions made by Eq.~1!. Detailed anatomical work will
be necessary to resolve this issue.

D. The effects of nasalization

An alternative explanation for the presence of acoustic
energy at around 1300 Hz in male alarm vocalizations is
provided by nasalization. Nasalization is produced by cou-
pling the oral and nasal cavities via the velopharyngeal open-
ing ~Ostium intrapharyngeum!. During this process the ve-
lum is lowered, resulting in coupling between the nasal
cavity and the oral vocal tract. Acoustically, nasalization re-
places the sharp spectral peak of the first formant (F1) by
two peaks, the oral and the nasal pole~Fant, 1960!, which
widens the bandwidth of the first formant~Dang and Honda,
1996!. Hence, nasalization shifts the natural frequencies of
the oral part of the vocal tract by adding pole-zero pairs to
the vocal-tract transfer function. These acoustic effects are
strongest at low frequencies, in the vicinity of the first for-
mant ~House and Stevens, 1956; Stevens, Fant, and Hawk-
ins, 1987; Maeda, 1993; Dang and Honda, 1996!. In the
higher frequencies, nasalization may introduce shifts in for-
mants, modification in formant amplitudes, and additional
spectral peaks. However, these effects are not as consistent

TABLE IV. Formant characteristic of eagle and leopard alarm calls. Mean
(DF1-start!6standard deviation~s.d.! of the down modulation of the first
formant measured between the beginning and the middle of the call. Mean
(DF1-end!6standard deviation~s.d.! of the modulation of the first formant
measured between the middle and the end of the call. For each individual a
certain number of calls~N! were considered for measurements.

N DF1-start6s.d. ~Hz! DF1-end6s.d. ~Hz!

Eagle alarm
Individual 1 10 55.8660 8.5633
Individual 2 10 21.6614 22.1623
Individual 3 10 23.5625 24.3622
Individual 4 10 66.5623 24.3628
Individual 5 10 36.5630 210.7618
Mean 50.8634 22.5625

Leopard alarm
Individual 6 10 187.3645 25.9695
Individual 7 10 187.3659 19.2656
Individual 8 7 89.9646 21.5632
Individual 9 10 128.0665 216.4623
Individual 10 10 185.0672 6.6646
Mean 153.5668 11655

TABLE V. Nested ANOVA of the relationship between alarm call type
~eagle versus leopard! and individual specificity.

DF
Sum of
squares

Mean
square F-ratio

Probability
level

Call type 1 342 381 342 381 33.45 ,0.001
Individual
identity

8 81 880 10 235 4.41 ,0.001

S 87 202 142 2 323
Total 96 626 404
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as those in the vicinity of the first formant. Acoustic model-
ing showed that nasalization can also have secondary spec-
tral effects, for example by reducing the amplitude of higher
frequencies, i.e., second and third formants, possibly due to
the strong dampening in the nasal tract~House and Stevens,
1956, p. 225!.

In acoustic studies on nonhuman mammals, nasalization
has been used to explain the appearance of subharmonics in
the spectrogram of rhesus monkey~Macaca mulatta! vocal-
izations~Hauser, 1992!. However, this interpretation is con-
troversial because other work has shown that subharmonics
are considered nonlinear phenomena, caused by vocal-fold

vibration ~Wilden et al., 1998!. Similarly, selective dampen-
ing of the fundamental frequency of siamang vocalization
has been attributed to nasalization~Haimoff, 1983!. How-
ever, an alternative explanation for this finding is that the
zeros of the oral vocal tract were responsible for filtering the
source signal in these animals. In Diana monkey alarm vo-
calizations, however, the two spectral peaks visible in the
range of the first formant might be the result of nasalization.
The lower peak around 800 Hz likely represents the first oral
tract resonance, while the second peak around 1300 Hz could
be the result of the first nasal resonance (F1n). Thus, in
Diana monkeys, nasalization can readily explain~i! the lack
of acoustic energy above 1500 Hz due to dampening by the
nasal tract;~ii ! the close proximity of the first two peaks due
to its tendency to replace the first formant by two peaks, the
oral and the nasal pole.

E. The effect of extralaryngeal cavities

It has been suggested that additional oral cavities
branching off the oral vocal tract could affect formant behav-
ior. For example, various guenons are known to possess pair-
wise or singular forms of air sacs, which develop directly
from the laryngeal or pharyngeal cavity~Gautier, 1971!. Per-
foration of air sacs reduced the amplitude of the vocalization,
enriched the spectral pattern because more harmonics were
visible in the spectrogram, and introduced irregular noise
~Gautier, 1971!. Recent modeling work on the effects of add-

FIG. 4. Example of a male leopard alarm call. From top
to bottom: time series, spectrogram, and waterfall rep-
resentation of the LPC curves. The bottom waterfall
representation is a three-dimensional display and shows
the Fourier transform spectra of several time slices, al-
together 0.384 s. The first formant (F1) is indicated in
the waterfall representation.

TABLE VI. Skull length measurments~in cm! from skulls

Skull length~cm!

1 Adult male~no: 2578!a 12.1
4 Adult malesb 11.260.9
1 Adult female~no: 2620!a 10.7
8 Adult femalesb 9.960.3
2 Adult femalesc both 10.3
4 Adult malesd 11.560.54
3 Adult femalesd 9.8461.1

aFrom the Paris Natural History museum, Laboratoire Mammife`res et
Oiseaux.

bhttp://1kai.dokkyomed.ac.jp/mammal/en/species/cercopithecus diana.html
cFrom the Indiana University at Bloomington Dept. of Anthropology collec-
tion.

dFrom the American Museum of Natural History at New York.
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ing a side branch~like the air sac! to the oral vocal tract leads
to the consistent introduction of zeros into the transfer func-
tion and to an overall spectrum that resembled that of the
Diana monkey alarm vocalizations~Jacksonet al., 2001!.

F. Formant frequency modulations

Leopard and eagle alarm vocalizations differed most
prominently in the downward modulation of the first formant
at the beginning of each call~Fig. 1 and Table IV! with
leopard alarm vocalizations exhibiting a threefold stronger
downward modulation than eagle alarm vocalizations. The
strength of downward modulation was very consistent and
differentiated the two alarm vocalizations exclusively, sug-
gesting that one single parameter differentiated between the
two alarm vocalization types to a large degree. The formant
differences at the beginning of a call indicated different con-
figurations of the vocal tract, for instance in relative length,
cross-sectional areas, or coupling with the nasal tract.

To human listeners the downward modulation of the first
formant provide the perceptual impression of a transition
from a /#/ vowel to an /o/-like vowel. Anatomically the
/#/–/o/ transition is mainly correlated to an increase in vol-
ume of the pharyngeal chamber with minimal vocal-tract
elongation~Story et al., 1996!. In this transition both for-
mants modulate downwards, although the first formant does
it more strongly than the second one. According to Peterson
and Barney~1952! and Storyet al. ~1996!, the /#/ to /o/
transition is caused by a first and second formant decrease,
similar to the findings in male Diana monkey alarm vocal-
izations. In the monkey alarm vocalizations both peaks
modulated downwards simultaneously, while the first one did
so more strongly than the second one. The articulatory ma-
neuver in the frontal oral cavity responsible for the shift from
/#/ to /o/ appeared to be similar in the leopard alarm vocal-
izations, namely a lifting of the mandible combined with
protrusion of the lips. Mandible lifting by female rhesus
macaques~Macaca mulatta! caused decreases in the domi-
nant frequencies of coo vocalization~Hauseret al., 1993!,
although the study did not distinguish between dominant fre-
quencies and formant frequencies.

A number of additional mechanisms could be causally
related with the observed formant downward modulation.
Vocal-tract elongation has the effect of decreasing formant
frequencies@see Eq.~1!#, either by lip protrusion or by lar-
ynx lowering, as recently demonstrated for red deer~Fitch
and Reby, 2001!.

G. Perceptual salience of the observed variation
in formant modulation

Although no direct evidence is available, it is reasonable
to assume that Diana monkeys are sensitive to variation in
formant behavior and able to use this acoustic cue as a base
for important behavioral decisions for the following reasons.
First, humans classify vowels primarily on the basis of the
two lowest formant frequencies~Peterson and Barney, 1952;
Bogert and Peterson, 1957; Kent, 1978, 1979!, suggesting
that Diana monkey alarm vocalization provide sufficient
acoustic information for accurate discriminations. Second,

various birds and mammals have been tested successfully on
their discriminative abilities on human vowels~baboons,
Hienz and Brady, 1988; dogs, Baru, 1975; cats, Dewson,
1964; blackbirds and pigeons, Hienzet al., 1981!. For ex-
ample, Japanese macaques~Macaca fuscata! were tested on
single- and multiformant tone complexes, revealing formant-
frequency discrimination abilities at 500 Hz and 1.4 kHz
~Sommerset al., 1992!, which indicates that the formant
downward modulation in Diana monkey alarm vocalization
is perceptually salient to primate recipients. In chacma ba-
boons~Papio cyncephalus ursinus! ~Hienz and Brady, 1988!
and Japanese macaques~Macaca fuscata! ~Sinnott, 1989! it
was shown that individuals readily discriminated among
typical American-English vowel sounds. Japanese macaques
and Sykes monkeys~Cercopithecus albogularis! were as
good as human subjects in this task~Sinnott and Kreiter,
1993; Sinnottet al., 1997!. Sinnott and Kreiter~1993! syn-
thesized a steady-state vowel continuum~formant behavior
similar in appearance as in the Diana monkey leopard alarm
vocalizations! by varying the first and second formant. Sub-
jects heard a given vowel background and responded to
changes towards a second vowel target, and monkeys
showed similar sensitivity like humans~Sinnott and
Kreiter, 1993!. Some studies suggested that, similar to hu-
mans, nonhuman primates give the first formant more impor-
tance than the second formant~Kojima and Kiritani, 1989;
Brown and Sinnott, 1990; Sinnottet al., 1997!.

Several studies have suggested that formant frequencies
are likely to play an important role in nonhuman primate
communication. Owren and Bernacki~1988! and Owren
~1990c! used operant techniques to demonstrate that spectral
features potentially related to formants are discriminated by
vervet monkeys in their own species-specific vocalizations.
In baboon vocalizations, Owrenet al. ~1997! found a rela-
tionship between changes of formant-related spectral peak
patterns and social context. Rendallet al. ~1999!, looking at
baboon grunt vocalizations, found that formant characteris-
tics were correlated with social context. Rhesus macaque coo
vocalizations and grunts are the effects of vocal-tract filter-
ing, but these vocalizations are more likely to be related to
individual differences than external events~Rendall et al.,
1998!. This study reveals that in certain contexts nonhuman
primates are able to engage vocal-tract changes to encode
important events in the environment, a defining feature of
human speech production.
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Traditionally, sperm whale clicks have been described as multipulsed, long duration, nondirectional
signals of moderate intensity and with a spectrum peaking below 10 kHz. Such properties are
counterindicative of a sonar function, and quite different from the properties of dolphin sonar clicks.
Here, data are presented suggesting that the traditional view of sperm whale clicks is incomplete and
derived from off-axis recordings of a highly directional source. A limited number of assumed
on-axis clicks were recorded and found to be essentially monopulsed clicks, with durations of 100
ms, with a composite directionality index of 27 dB, with source levels up to 236 dBre: 1 mPa~rms!,
and with centroid frequencies of 15 kHz. Such clicks meet the requirements for long-range biosonar
purposes. Data were obtained with a large-aperture, GPS-synchronized array in July 2000 in the
Bleik Canyon off Vestera˚len, Norway (69°288 N, 15°408 E). A total of 14 h of sound recordings
was collected from five to ten independent, simultaneously operating recording units. The sound
levels measured make sperm whale clicks by far the loudest of sounds recorded from any biological
source. On-axis click properties support previous work proposing the nose of sperm whales to
operate as a generator of sound. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1586258#

PACS numbers: 43.80.Ka, 43.64.Tk, 43.30.Vh@WA#

I. INTRODUCTION

Since the first detailed description of the properties of
sperm whale clicks by Backus and Schevill~1966!, the
unique, multipulsed nature of these clicks has been their
‘‘trademark:’’ regularly spaced pulses of sound of a few ms
duration and with a decreasing amplitude. The interpulse in-
terval ~IPI! is on the order of 5 ms, and three or more pulses
may be found in a click. Thus, the duration of a click may
reach 20 to 30 ms~see Fig. 1!.

Early investigators of sperm whale clicks~Backus and
Schevill, 1966; Dunn, 1969; Levenson, 1974; Watkins, 1980!
reported source levels to be moderate~170–180 dBre: 1
mPa!, directionality to be low or absent, and the spectrum of
the clicks to peak in the 2- to 8-kHz range. However, studies
using large-aperture array techniques found source levels be-
tween 202 and 223 dBre: 1 mPa, a pronounced directionality
and spectral emphasis above 10 kHz, as documented in part
or all of the following papers: Whitney, 1968; Madsen and
Møhl, 2000; Møhlet al., 2000; Thodeet al., 2002. Thus, two
views on the properties of sperm whale clicks may be said to
exist, in the following referred to as the classical view and
the large-aperture view, respectively. The present work, us-
ing a specially designed array, quantitatively extends the
large-aperture view.

The multipulsed nature of sperm whale clicks inspired
the dominating theory of sound production mechanics in this
whale by Norris and Harvey~1972!, explaining the inter-
pulse interval~IPI! of the click by quantitative properties of
the nasal anatomy: the length of the spermaceti organ, the
velocity of sound in spermaceti, and the distance between the
sound-reflecting air sacs at each end of the spermaceti organ.
A single pulse, possibly generated by the monkey lips~a
massive valve-like structure in the right nasal passage! at the
front of the spermaceti organ, was proposed to initiate each
click. The multipulsed click was seen as the result of rever-
beration of the initial pulse between the two air sacs. For
each reverberation, as well as from the initial pulse, a part of
the sound energy would exit to the water. This was indeed a
bold proposal since the nose of sperm whales, responsible
for the characteristic, box-shaped appearance of the head,
makes up about 1/3 of the total body length, the latter being
on the order of 15 meters in adult males. However, the
anatomy and basic mechanisms of the supracranial soft
anatomy are considered homologous to that found in other,
smaller odontocetes~Cranfordet al., 1996!. Here, a sound-
generating function for these tissues is well established.

The Norris and Harvey scheme has recently been sup-
ported by sound-transmission experiments within the sper-
maceti complex~Møhl, 2001; Møhl et al., 2003; Madsen
et al., 2003!. The scheme is the theory behind acoustic re-
mote sizing of sperm whales, exploiting that the interpulse
interval is a function of the length of the spermaceti organ,

a!Electronic mail: bertel.moehl@biology.au.dk
b!Present address: The Ocean Alliance/The Whale Conservation Institute,

191 Weston Road, Lincoln, MA 01775.
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which again is a function of the total body length~Gordon,
1991!.

Since the properties of sperm whale clicks, according to
the classical view, are quite different from the biosonar clicks
known from other odontocetes, it is hardly surprising that
little agreement is found in the literature on the function of
sperm whale clicks.1 Norris and Harvey suggested that the
multipulsed nature of the clicks would be an advantage for
sonar in a cluttered environment, giving the echoes a
‘‘mushy’’ appearance. This conjecture seems to be in conflict
with accepted theories on sonar~Urick, 1983!. Watkins
~1980! finds the sonar function less likely, based on the ob-
servations of the long duration of clicks, lack of directional-
ity, and his experience that only whales in contact with each
other seemed to click. Thus, he favors a communication
function of the clicks. In contrast, Goold and Jones~1995!
favor the sonar function. They estimate the theoretical detec-
tion range of 680 m for a squid target~Loligo!, based on a
specified set of assumptions. Recently, Fristrup and Harbison
~2002! pursued the same line of reasoning based on the same
~classical! data, but they reached the opposite conclusion,
namely that sperm whale clicks are not suited for the detec-
tion of cephalopod prey. Finally, Cranford~1999! and Gor-
don ~in Goold and Jones, 1995! see the multipulsed click
pattern as a means of signaling size to conspecifics, and con-
jecture that females prefer mating with males with large IPI.

Our view is that sperm whale usual clicks have a sonar
function, and that the multipulsed character of sperm whale
clicks is derived from off-axis recordings, which give a dis-
torted representation of the salient properties of the highly
directional clicks. Off-axis recordings are not suited for
evaluation of the sonar detection range of relevance to the
whale. Instead, we hold the trademark of sperm whale clicks
~when recorded on axis! to be monopulsed, having an ex-
tremely high intensity and directionality. A practical draw-

back of this trademark is the inherent difficulties to observe
on-axis signals. This paper presents evidence for the
monopulse click, as well as requirements and methods for
obtaining such evidence. We also discuss how this concept
relates to the anatomy of the sperm whale nose and to the
Norris and Harvey~1972! scheme, as well as the implica-
tions of the monopulse click used as a biosonar signal.

II. MATERIAL AND METHODS

A. Environmental conditions

Data were obtained off Andenes, Norway in the period
from 12 July to 25 July 2000. Here, an undersea canyon in
the continental shelf forms a deep-water gully 18 km from
shore. Male, adult sperm whales with a mean length of about
15 m ~Wahlberget al., 1995! abound in this canyon during
summer and form the basis of whale safari operations~Ciano
and Huerle, 2001!, as well as for sound recording operations
~Møhl et al., 2000!. These waters are part of the Norwegian
Coastal Current, running NE at about 1 knot. The velocity of
sound decreases gradually with depth from 1477 m/s at the
surface to 1468 m/s at 500-m depth, with little further change
till the seafloor. The shape of the sound velocity profile
agreed with measurements done during previous years~Fig.
2 in Wahlberget al., 2001!.

1. Overview

The recordings were made with an array of up to 10
hydrophones, deployed from 7 vessels~4 yachts, ranging
from 12 to 44 tons, and 3 zodiacs!. The principles of this
array are described in Møhlet al. ~2001!. Basically, each
vessel continuously logs its position and time stamps on one
track of a DAT recorder, the other track being used for sound
recordings. Position and time is obtained from a Garmin 25
GPS receiver, augmented with a dGPS receiver~Magellan

FIG. 1. The classical, multipulse structure of a sperm whale click with pulses labeled from p0 and upwards. The term ‘‘N&H set’’~Norris and Harvey set! is
proposed to signify the set of uniformly spaced pulses with decaying amplitude. The p0 pulse has special properties and significance, but is included in the
concept of the N&H set.~Surface-reflected pulses of p1 to p3 have been suppressed by editing!.
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DBR IV beacon receiver!, which brings positional uncertain-
ties down to 2.5 m at the 95% level. The position~latitude–
longitude format, WGS84 datum!, time stamp, and other
digital information ~see below! are converted to an analog
signal by FSK~frequency shift keying! modulation. Each
time stamp is in HH:MM:SS UTC format and is recorded as
a labeled time marker each second, with a precision limited
by the time resolution of the DAT recorder~about 50m s!.
This technique differs from the one used by Møhlet al.
~2000! by dispensing with synchronization by radio links.
Consequently, radio noise is eliminated and the dynamic
range is increased. Each node in the array is independent of
the other nodes. The other digital information recorded in-
cludes tape log information keyed in by the operator, such as
positional offset between the hydrophone and the GPS-
antenna, sea state, surface activity of whales, attenuator set-
tings, etc., along with the full set of the NMEA sentences
generated by the Garmin receiver. The content of the tapes is
subsequently transferred to compact disks~CD!, preserving
the original digitization and linkage between recorded sound,
position, time stamps, and tape log information.

With knowledge of sound velocity in water, this array
allows for tracking of the sonically active whales in three
dimensions, using time-of-arrival information for each click
at each hydrophone and the spatial coordinates of the hydro-
phones~Fig. 2!. Distance between source and each hydro-
phone is computed by methods outlined in Wahlberget al.
~2001!. The source level at 1 m from the source is calculated
for each element of the array, assuming spherical spreading
of the sound~see Discussion, Sec. IV! and taking into ac-
count frequency-dependent absorption. Since the angular
heading of the phonating whale relative to the hydrophone is
unknown, the term ASL~apparent source level, see Møhl

et al., 2000! is used to emphasize the absence of source
heading information.

B. Equipment

Hydrophones were 5 pieces of B&K 8101, 1 piece of
Reson 4140, 1 piece of B&K 8105, and 3 pieces of Sonar
Products HS150. All hydrophones had a flat (62-dB) fre-
quency response in the range from 0.01 to more than 70 kHz.
The nominal hydrophone depths were 5, 30, 99, and 327 m.
The latter was equipped with a preamplifier, a line driver,
and batteries installed in a pressure-resistant canister, con-
nected to the vessel by a steel-armored cable. Calibration
was made with B&K 4223 pistonphone calibrators, calibra-
tion signals being recorded on every tape at the beginning of
each session. The amplifiers were ETEC HA01A, with the
high-pass filter set at 0.1 kHz, followed by a two-pole low-
pass filter at 11.5 kHz, augmenting the antialias filter of the
DAT recorder. The variable level controls of the recorders
were clamped in the position of maximum sensitivity, gain
being set manually with two-step external attenuators~0 and
40 dB!. Recorders were Sony TCD-D3, -D7, -D8, and -D10,
sampling at 48 kHz. At one vessel the hydrophone channels
were recorded by both DAT recorders and an analog B&K
7606 instrumentation recorder with an upper26-dB limit at
100 kHz ~15 ips!, in order to capture possible energy in the
sperm whale click above the upper limit~22 kHz! of the
DAT recorders.

The positions of the deeper hydrophone were calculated
from time-of-arrival measurements by detonators set off at
known positions. Sound velocity profiles were obtained with
a Star Oddi DST 200 tag, supplemented with hydrographic
data from the Institute of Marine Research, Bergen.

C. Analysis

The general approach has been to use the passive sonar
equation~Urick, 1983! to derive ASL from received levels,
once the position of the whale has been computed from the
time-of-arrival differences~TOAD’s! ad modumWahlberg
et al. ~2001!. The transmission losses~the most influential
parameter in the sonar equation! are modeled as spherical
spreading plus absorption losses. Sound levels of clicks in
the plots below are derived from comparison of the click
envelope function with the amplitude of the calibration sig-
nal, yielding values in peRMS notation~Møhl et al., 1990!.
Using this notation, a peRMS measure and a true rms mea-
sure of the calibration signal will be identical. With the form
factor normally found in sperm whale pulses, a peRMS value
of the envelope function is within a few dB of a true rms
measure, derived by integration of the waveform over the
duration between the23-dB points of the envelope. True
rms values are given for the levels in Table I. The true rms
measure is significantly different~yielding lower values!
from the peak-to-peak measures, used in most of the litera-
ture on odontocete clicks.2 Energy flux density was calcu-
lated using the discrete form of Eq.~11-3! in Au ~1993!.3

For source level estimates, the click had to be identified
on more than four platforms, and received level and trans-
mission loss had to be determined. It is a laborious process

FIG. 2. Example of the recording geometry in 2D format. Relative positions
of hydrophones~r0–r6! are marked with circles. Differences in time of
arrival of a sperm whale click on pairs of hydrophones are used to generate
hyperboloid surfaces, intercepting at the location of the source. Derived
sound levels at 1 m from the source of this particular click on hydrophones
r3, r6, and r4 were 193, 234, and 185 dBre: 1 mPa peRMS, respectively.
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and it is therefore important to select workable click series
from the entire material. Accordingly, all tape sequences
were scanned manually. Four sets of recordings contained
high-level clicks suited for semiautomated click extraction. A
property of this approach is that it discards information in the
interval between clicks, leaving only some 3% of the original
recordings for analysis. Several conditions must be satisfied
for automatic click extraction and source location to work,
such as good signal-to-noise ratio of the recordings from four
or more vessels, absence of other whales and sources of
noise, and a suitable geometry between the whale and the set
of vessels~Wahlberget al., 2001!. The automated technique
was based on a click detector algorithm, which extracted the
clicks and aligned them in time. The operator would correct
any obvious errors~such as the algorithm detecting the p2
instead of the p1 pulse!. Once each click has been timed in

the recordings from each vessel, the source position, distance
to hydrophones, ASL, etc., can be computed. The purpose of
extracting all clicks in a series is that it allows for following
signal changes in time and space. The patterns thus obtained
are indicative of which parameters are caused by intrinsic
properties of the click generator, such as interpulse intervals,
and which are consequences of the combination of generator
properties with those of the recording geometry, such as di-
rectionality and transmission effects. Finally, comparing the
development of complete click series at all receivers pro-
vides a means for evaluating the consistency of the record-
ings ~e.g., Fig. 3!.

III. RESULTS

The main through-going theme of this paper is that the
properties of sperm whale clicks differ significantly with as-

FIG. 3. Acoustic tracking of a sperm whale.~a! Overview of track of whale~westbound surface projected! and array~northeast bound!. Hydrophone depths
5–30 m.~b! Whale track expanded. Letters A to C mark whale position during corresponding high-level acoustic events in~c!. The small-scale jitter in whale
locations is probably caused by uncertainties in the acoustic localization process.~c! ASL for each click at each receiver in the array, using peRMS-notation
~see the text!.

TABLE I. Apparent source level, energy flux density, and recording geometry for nine selected clicks of high
intensity. Definitions in the text.

Whale ID,
time Na

ASLb

~dB re: 1 mPa rms!
Energy

~dB re: 1 mPa2 s)
Distance whale–
hydrophone~m!

Depth
~m!

LEP
~m!

A 15–135319c 5 23660.5 196 1779 ,600 4
B 15–135431c 4 23460.5 193 1369 ,400 40
B 15–135519c 5 23360.6 191 1212 ,400 14
C 20–163203 5 23162 189 1431 1005 228
C 20–163503 5 23112 190 1009 675 226
C 20–163724 5 22663 186 866 643 224
D 20–204252 4 229143/254d 186 254 101 13500
E 21–224509 412 22961 188 1135 639 107
E 21–224829 411 22862 187 787 526 107

aNumber of receivers. Single number indicates shallow~5–30-m depth! hydrophones, and two numbers indicate
shallow and deep~100–400-m! hydrophones.

bRoot-mean-square intensity over duration restricted by23 dB re: the peak of the click envelope, interpolated
with a factor 10 of the sampled data~see Au, 1993!. Errors given as 1 s.d.

cArray geometry unfavorable for 3D localization. 2D localization is used with depth bounds defined as the
seafloor to the surface. These restrictions are incorporated into the calculation of the error in ASL.

dError interval asymmetric due to the logarithmic nature of the transmission loss. The large error for this whale
illustrates problems with linear error analysis in certain source-array geometries~cf. Spiesberger and Wahlberg,
2002!.
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pect angle. Since direct measures of the heading of the whale
are not available, the hydrophone orientation relative to the
axis of the animal is in principle unknown. It is assumed that
on- and near-on-axis recordings can be distinguished from
off-axis recordings by clicks having source levels equal to or
above 229 dBre: 1 mPa rms. Additionally, on-axis record-
ings are characterized by p1 pulses being about 40 dB more
intense than the remaining pulses of the N&H set, as well as
by spectral properties~Sec. III C!. This assumption is im-
plicit in the following.

A. Click series

Sperm whale usual clicks are typically emitted in series
of tens to hundreds of clicks with a regular or regularly
changing repetition rate. A series is defined as limited by
silent periods, exceeding the duration of five click intervals
in adjacent series~Wahlberg, 2002!. Several series may add
to form a track. A graphic example of the data from one track
with three click series is shown in Fig. 3.

The geometry of recording vessels and whale is given in
Fig. 3~a!. The vessels are drifting NE with the current, while
the whale is moving against the current at a speed through
the water of 2 to 3 knots. During the 6 minutes of the track,
the whale steadily ascends from a depth of 358 m to 50 m.
The detailed, surface-projected 2D track of the whale is in
Fig. 3~b!, each point of the track representing a position de-
rived from the set of TOADs of a single click at the nodes of
the array. The gaps are periods where the whale was silent.
The ASL of the click series as seen from the five vessels are
plotted in Fig. 3~c!, the ordinate given in absolute units,
based on calibration, received level, and computed transmis-
sion losses. High-level events occur rarely and only at the
hydrophone~r3, red! closest to the projected track of the
whale. While it would appear that r4~gray line! in the be-
ginning of the track is on-axis, the r4 levels never get above
210 dBre: 1 mPa peRMS. The whale passes this vessel at a
depth of some 200 m, and the hydrophone, which is at a
depth of 5 m, is likely to be off-axis. The trend of the click
rate ~not shown! is a small decrease from 1.4 to 1 click/s.
The three high-level events in Fig. 3~c! are not accompanied
by changes in click rate.

B. Effects of aspect and scan

Directionality of clicks is indicated throughout the re-
cordings by the different appearance of an individual click
on the various nodes of the array, as well as in the develop-
ment over time of a series of clicks, recorded at a single
platform. The assumed mechanism for the latter effect is that
the whale changes the direction of its sound beam~scanning
effect!. The difference in waveform of clicks seen from dif-
ferent aspects is illustrated in Fig. 4. The p1 pulse dominates
the on-axis signal, and consists of a few cycles~see Fig. 8!.
The multipulsed pattern is present but not obvious within the
dynamic range of a linear plot~Fig. 4, top!. In the same
click, seen about 20 deg off-axis and amplified~Fig. 4, bot-
tom!, the multipulsed pattern is obvious. Notably, the initial
event~p0! clearly stands out. The waveform of the off-axis
recorded pulses is complicated, consisting of a rather large

number of cycles. In between the regularly spaced N&H set
considerable click-derived energy occurs, part of which may
be surface reflections.

As an example of the scanning effect, the stacked enve-
lopes for a continuous series of 108 clicks, leading up to a
presumed on-axis situation, are shown in Fig. 5~a!. Note the
disproportional increase in p1 intensity towards the end. Also
illustrated is the constancy in the timing of the N&H set. In
addition to the N&H set, other click-derived pulses occasion-
ally pop up between p1 and p2. In Fig. 5~b!, the amplitude of
the individual components of the N&H set is given for the
same series, relative to a fixed level. It is seen how p1 in-
creases from 12 to about 40 dB above the other pulses, with
p2 having a tendency to follow the direction of the changes
in p1 amplitude. The p0 amplitude is changing rather little.

Looking at the evolution of the spectra of the p1 pulse of
this click series~Fig. 6!, it is seen how the spectra of the
off-axis clicks before the end of the series have many peaks
and notches. The spectra of near-on-axis clicks at the end of
the series are smooth, with a broadband appearance and with
the frequency of maximum energy shifted upwards.

C. On-axis p1 pulse properties

In on-axis clicks as defined above, only p1 of the N&H
set is seen in the waveform displays~Figs. 4, top 7a!. The
large dynamic range of the envelope function in decibel for-
mat reveals the rest of the set, at levels about 40 dB below
the p1 pulse~Fig. 7b!.

When energy flux density is calculated over the 25-ms
time function of the click in Fig. 7~a!, 99.6% of the energy is
found in the p1 pulse. Energy flux densities for a collection
of clicks are given in Table I. For comparison, energy flux
densities of clicks from four species of dolphins are lower by
30 to 80 dB~Au, 1993, Table 7.3!.

The p1 pulse of an on-axis signal~Fig. 8! has a simple
waveform, dominated by a single cycle. The duration of the

FIG. 4. Same click, recorded at hydrophones r3~presumably on axis! and r4
~about 20° off axis!, obtained 40 s from start of sequence plotted in Fig.
3~c!. Gain in lower trace increased by about 40 dB relative to gain in upper
trace. The elements of the N&H set are identified.
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p1 pulse at the23-dB limits on the envelope function is 52
ms, 114ms at the210-dB limit ~Fig. 8!.

The Woodward time resolution constant~Au, 1993!, de-
fining the theoretical range resolution of a signal for sonar
purposes, is 71ms for the p1 pulse in Fig. 8, corresponding
to a range uncertainty of about 11 cm. The product of the
time resolution constant and the centralized rms bandwidth
~cBWrms; Au, 1993! is 0.29, numerically similar to what is
found in Tursiops~data from Au, 1993, Table 10.1!.

The spectra of the set of N&H-pulses of this on-axis
click are presented in Fig. 9. The p1 spectrum is smooth,
peaking around 12 kHz, while the spectra of p2 and p0 have
many peaks and notches, possibly indicating a multipath his-
tory. As numerical measures of the spectral properties, the
centroid frequency~the frequency splitting the spectrum den-

FIG. 5. A series of 108 consecutive sperm whale clicks from a series lasting

1
1
2 min and progressing from an off- to an on-axis condition~last 6 clicks!.

The whale is approaching from a distance of 1 km and a depth of 0.8 km.
Hydrophone depth: 30 m.~a! ~waterfall format! shows the log of the enve-
lope functions in 20 ms around each click, aligned by the p1 peak. In~b!, the
elements of the N&H set for each click have been extracted and the relative
amplitude plotted.

FIG. 6. Spectra of the p1 pulses in the series shown in Fig. 5. Bin width of
FFT: 375 Hz; Hanning window.

FIG. 7. Time series of an on-axis click~a! in oscillogram format;~b! in
log(envelope)format. Distance between the whale and the hydrophone is
about 1 km.

FIG. 8. Waveform and envelope of an on-axis p1 pulse. The23- and
210-dB limits are added.
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sity into two equally sized halves; Au, 1993! and the central-
ized rms bandwidth are given in Table II.

Analysis of on-axis data recorded with the instrumenta-
tion recorder shows that the p1 spectrum extends with de-
creasing magnitude to 40 kHz, above which the signal is
masked from noise in the analog recording process.

D. Intensity of on-axis p1

As evidenced by Fig. 3, on-axis events, as defined
above, are rare. The maximum SL for any click in our re-
cordings is 236 dBre: 1 mPa rms~Table I!, with eight other
independent events in the range from 226 to 234 dB. In Table
I, only the most intense click of a given series is listed. In
seven of these events, the whale is on the ascending leg of
the dive, with the hydrophones closer to the surface. The
general heading of the whales during such events is towards
the one hydrophone registering the presumed on-axis event,
except in one case, where the hydrophone is rather abeam of
the whale’s heading. It is noted that the sampling frequency
of the position of the whale is dictated by the click rate and
probably not coupled to the movements of the whale in a
way satisfying the sampling theorem. At the moment of click
transmission, the whale may thus point in a direction that is
different from the one given by the line between neighboring
fixes. For the discussion below, 235 dBre: 1 mPa rms is
chosen to be representative for the on-axis SL.

In summary, an on-axis click is characterized by its high
source level and additionally by having almost all energy
contained in the p1 pulse. The spectrum of the p1 pulse has
more energy at high frequencies than have off-axis p1 pulses.
The waveform and time–bandwidth product of the p1 pulse
is similar to that of on-axis clicks from bottlenose dolphins,
but the centroid frequency is lower by an order of magnitude.

E. Directionality

Since specific information about whereto the whale is
directing its beam of sound is unobtainable with the methods
used, a radiation pattern in the conventional sense~Au, 1993!
cannot be constructed. However, if we assume that a click
seen from a hydrophone with ASL>229 dB is on-axis rela-
tive to that hydrophone, the aspect angle for each of the other
hydrophones can be calculated. If we furthermore assume
that the radiation pattern is rotationally symmetric around the
acoustic axis, a radiation pattern can be obtained~Fig. 10!.

The points plotted in Fig. 10~a! are the data from six
clicks in Table I with an ASL of 229 dB or larger~whale D in
Table I is excluded due to the large location error!. The di-
rectional pattern predicted from a plane piston with a diam-
eter of 80 cm~the estimated size of the flat, frontal surface of
the junk! emitting the on-axis pulse of Fig. 8, is shown bi-
laterally~fat line!. The half power, half-angle of this function
is 4°, and the directional index~DI! is 27 dB.

To illustrate the uncertainties caused by the localization
process as determined by linear error propagation analysis
~LEP, Wahlberget al., 2001!, the data have been replotted in

FIG. 9. Spectra of the N&H set of the on-axis click in Fig. 7~a!. Bin width
of FFT: 375 Hz; Hanning weighting employed.

FIG. 10. Composite directionality pattern, based on 6 clicks with on-axis
properties recorded by one hydrophone of the array. The radiation pattern is
assumed to be rotationally symmetric around the axis of the animal. The
dots are plotted as the difference in level and angle from the on-axis record-
ing to recordings from other hydrophones for each click~see Fig. 2 for an
example of the recording situation!. In ~a!, the thick line is the theoretical
radiation pattern of a circular, 80 cm diameter piston in a baffle, transmitting
a p1 pulse as in Fig. 8.~b!. 95% error bars, obtained from linear error
propagation analysis~see text!.

TABLE II. Spectral properties of N&H pulses of the on-axis click in Fig.
7~a!. Definitions in text.

Pulse
no.

Centroid
frequency~kHz!

cBWrms
~kHz!

p0 7.2 5.0
p1 13.4 4.1
p2 10.7 4.2
p3 12.1 3.5
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Fig. 10~b! with error bars for source level and angle added
for each point. The large angular error on axis is caused by a
single click ~whale B in Table I!, where the geometry was
unfavorable for localization.

The DI may also be calculated directly from the data set,
using the discrete version of Eq.~3.10! in Au ~1993!

DI510 log10

2

( i 51
N bi sinn iDn

.

In this equation,bi is thei th sample of an interpolation of the
discrete beam pattern;n is the angle to the acoustic axis; and
Dn is the angular increment between thei th and i 11th
sample ofn. N is the number of samples, andn is running
from 0 to p radians. This formula assumes that the beam
patternb is rotationally symmetric around the acoustic axis.
With the data in Fig. 10~a!, the directional index of sperm
whale clicks is calculated to be 27 dB, identical to the value
derived from the piston model above. However, the precision
of this estimate is unknown, due to the variation in the pre-
cision of the primary data illustrated in Fig. 10~b!.

IV. DISCUSSION

A. Sources of error

The results presented above differ markedly from the
classical descriptions of sperm whale clicks~Backus and
Schevill, 1966; Levenson, 1974; Watkins, 1980!. This is true
for the click structure and directionality, as well as for the
maximum SL. Differences of 50 to 60 dB in the maximum
SL are noteworthy. The results are qualitatively in line with
those of three other, large-aperture array recordings~Whit-
ney, 1968; Møhlet al., 2000; Thodeet al., 2002!. The quan-
titative differences from the previous large-aperture results
are likely a consequence of the low probability of having a
single hydrophone in the narrow beam of the whale, com-
bined with differences between the arrays in number of hy-
drophones, virtual as well as real@surface and bottom re-
flected signals as used by Thodeet al. ~2002! can be treated
as records from virtual hydrophones, mirrored by the surface
or the bottom#. The absolute SLs found are significantly
higher than the levels reported from any sound-producing
species. Since the findings presented are obtained with a
novel technique, it will first be discussed if some kind of
error could account for such findings.

1. Trivial errors

Trivial errors are for example calibration errors. Equip-
ment and operator malfunctions in the running of a complex
setup cannot be totally eliminated, but they can be mini-
mized. The procedure of recording a pistonphone calibrator
signal on the tapes of each session, and keeping the digital
tape log information about recording conditions inseparable
from the sound track, helped to keep trivial errors from pro-
liferating. Redundancy in vessels and hydrophones allowed
for omission of the occasional recording that for one reason
or another was not acceptable, without falling short of the
requirements for acoustic localization. The consistency of the
data in Fig. 3, and indeed throughout the data set, is evidence

that trivial errors were not common. No recording from any
single vessel exhibits a constant bias in received sound level.

2. Localization errors

Errors of a different kind are found in the limited preci-
sion of localization. An error in the estimated range between
the whale and the hydrophone translates into an error in the
estimated ASL. As seen from Table I, column 3, such effects
can be quite large, but not large enough to distort the general
picture of a number of clicks with ASLs above 230 dBre: 1
mPa rms. The localization uncertainty depends on the geom-
etry of the source and the receivers. It is not constant, and
therefore it is difficult to apply uncertainty to the DI esti-
mates. The LEP values in Table I and Fig. 10~b! give the
composite localization uncertainty for particular clicks. It
varies from a few whale lengths to 13.5 km. The LEP values
are dominated by uncertainty in the determination of whale
depth, a consequence of the majority of the hydrophones
being only 5 to 30 m below the surface. Figure 3~b! shows
that the click-to-click positional scatter is smaller than the
LEP derived uncertainty by about 1 order of magnitude. This
is largely explained by the omission of depth information in
the 2D plot of Fig. 3~b!, as well as by methodological prob-
lems with the LEP technique in some source-array geom-
etries~Spiesberger and Wahlberg, 2002!.

3. Transmission anomalies

Transmission anomalies have a potential for invalidating
the model of spherical spreading. Transmission loss compen-
sation is by far the largest parameter entering the computa-
tion of source levels. The sound velocity profile is a fairly
simple one~see Sec. II!. Ray tracings show some ray bend-
ing to be present, resulting in shadow zones for distant
whales near the surface, and also creating conditions for
caustics~Medwin and Clay, 1998!. Such ray bending can
change the levels of the received clicks considerably, and
may raise questions about the validity of the extreme source
levels listed in Table I.

However, the data on relative amplitude changes of the
N&H set leading up to a presumed on-axis event should be
noted. The rate of increase in levels associated with p1 is
neither seen in the other pulses~Fig. 5!, nor in off-axis re-
cordings of p1~Fig. 3c!. Any transmission anomaly, such as
caustics, would operate equally on all pulses of a set. An-
other observation is the flattening and expansion of the spec-
trum towards higher frequencies near on-axis~Fig. 6; also
indicated in Møhlet al., 2000, Fig. 7!. Caustics will not
change the spectral properties of a pulse, only amplitude and
phase~Medwin and Clay, 1998!. We consequently dismiss
caustics as a likely mechanism behind the pattern in Fig. 3~c!
and the high levels in Table I. Some other possible effects,
such as constructive interference caused by multipath inter-
actions, can be dismissed from the same line of reasoning.

B. Directionality

The combined observations of 1, scarcity of on-axis
clicks, 2, their extreme intensity, 3, that high-level clicks are
prevailingly recorded in the general course of the whale and

1150 J. Acoust. Soc. Am., Vol. 114, No. 2, August 2003 Møhl et al.: The monopulsed nature of sperm whale clicks



during its ascent~most hydrophones were shallow ones!, and
4, that high-level clicks are only recorded by one hydro-
phone at a time in the set of five or more hydrophones, may
all be explained by the high directionality of the clicks. It is
emphasized that while Fig. 10 is believed to be the first di-
rectionality pattern obtained from any odontocete species in
an open ocean environment, it is obtained by a nonstandard
method and based on a number of assumptions. The fact that
it has been achieved at all was unexpected, since the array
was designed to obtain data on source levels, not on direc-
tionality.

As the angles between the whale, the ‘‘highlighted’’ hy-
drophone, and the other hydrophones are not controllable,
favorable geometries are rare in the material. Particularly,
several hydrophones at small angles relative to the highlight
direction tend to generate hyperboloid surfaces in the local-
ization calculations that are almost parallel to each other,
thereby increasing the positional uncertainty. Another reser-
vation concerns the composite origin of the data, derived
from clicks from different whales and recording geometries,
and the classification of clicks above or equal to 229 dBre:
1 mPa rms as being on-axis clicks. It is consequently not
possible to compute a directional index with a meaningful
measure of accuracy. Still, the results in Fig. 10 are internally
consistent, indicating a half-angle, half-power beam width of
about 4°, comparable to that ofTursiops~Au, 1993, Table
6.1!. Thus, the use by the sperm whale of wavelengths one
order of magnitude larger than those of the dolphin is com-
pensated for by other means, of which size is an important
factor.

Au et al. ~1986! show that the radiation pattern of dol-
phins can reasonably be modeled by radiation from a flat,
circular piston with a diameter of 8 cm. Piston modeling of
the sperm whale generator is particularly appealing, since the
frontal surface of the junk can indeed be flat~Møhl, 2001,
Fig. 3! and about 80 cm in diameter in adult males as found
off Andenes. Accepting that the supracranial structures of the
sperm whale are the generator of sound, and that sound exits
the system at the front of the junk~Møhl and Thiele, 1981;
Cranford, 1999; Møhl, 2001; Møhlet al., 2003!, an increase
in aperture relative to that of the dolphin of the same order of
magnitude as the increase in wavelength thus seems to be
realized. The radiation pattern of the piston model applied to
the sperm whale is given in Fig. 10~a!. It is seen that this
function is generally wider than the function generated by
the data points up to about 50 degrees. No mechanism has
been identified that could bias the measurements towards

smaller, angular estimates. Therefore, it is suggested that the
sperm whale’s sound-transmitting mechanism could be more
sophisticated than what may readily be explained by the
theory of the plane piston. This observation may support the
bent-horn model~Møhl, 2001; Møhlet al., 2003! that sees
the spermaceti organ and junk compartment as two con-
nected tubes, forming a bent, conical horn.

The bend is at the frontal sac~Fig. 11!, directing sound
generated at the monkey lips~Madsenet al., 2003! from the
spermaceti compartment into the junk. A conspicuous feature
of the latter is the wafer-like bodies of spermaceti, often
referred to as lenses, regularly spaced along the distal part of
the junk. It is speculated that these wafers may have a func-
tion of adjusting the phase of the p1 pulse over the entire
cross section of the horn, producing a flat wavefront at the
exit surface. The combined length of this horn is twice the
length of the spermaceti organ, or about 10 m in an adult
male, and the assumed aperture~the frontal, flat termination
of the junk! is about 0.8 m as mentioned above. It is pro-
posed that the function of this horn, as well as the evolution-
ary drive behind its formation, is the generation of the on-
axis, narrow-beam, monopulsed click.

It follows from the procedure for generating the com-
posite radiation pattern presented in Fig. 10 that clicks with
ASLs lower than 229 dBre: 1 mPa rms will not enter the
computation. A consequence of this is that if the whale has
control over the width of the beam and an ability to trade SL
for beamwidth, such effects will not show up in the data. The
same will happen if the whale turns down click amplitude.
Control of click amplitude has recently been reported from
an experiment with a suction cup fixated hydrophone on a
diving sperm whale~Madsenet al., 2002a!. Fine control of
the anatomical structures in the nasal complex is indicated by
the observation by Oelschla¨ger and Kemp~1998! that the
trigeminal and facial nerves innervating the nasal muscula-
ture in the sperm whale, have three to eight times the count
of fibers found in other odontocetes. The muscles and ten-
dons associated with the spermaceti complex are massive
and subdivided into small bundles as thick as a finger in
adult specimens. Thus, from an anatomical viewpoint it
seems likely that the shape of the spermaceti complex can be
changed, possibly controlling the beam pattern. However, the
whale also requires controlling elements to adjust the type of
clicks, their repetition rate and amplitude~Madsenet al.,
2002a!; hence, the mere presence of controlling nerves and
muscles is not exclusively suggestive of a beamforming
mechanism.

FIG. 11. Diagram of anatomical structures in the sperm
whale nose.B, brain; Bl, blow hole;Di, distal air sac;
Fr , frontal air sac;Ju, junk; Ln , left naris;Ma, man-
dible; Mo, monkey lips;MT , muscle-tendon layer;Ro,
rostrum; Rn, right naris; So, spermaceti organ. Sper-
maceti oil is contained in the spermaceti organ and in
the spermaceti bodies of the junk. Arrows indicate the
assumed sound path from the generating site~Mo! back
to the reflecting frontal sac~Fr ! and forward and out
through the junk~Ju!. Sound waves of low divergence
are symbolically indicated in front of the whale.~Modi-
fied from Madsenet al., 2002a.!
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C. The acoustic properties of the on-axis p1 pulse

Only about one in a thousand clicks recorded was of the
on-axis, monopulsed type~Fig. 7a!. Thus, the likelihood of
recording such clicks with conventional, single hydrophone
methods~Backus and Schevill, 1966; Levenson, 1974; Weil-
gart and Whitehead, 1988; Gordon, 1987! or small aperture
arrays~Watkins and Schevill, 1977! is lower than for large-
aperture arrays. Another important factor is the often-used
strategy of approaching the whales when surfaced and start-
ing the recordings after fluking. This strategy allows for
photo identification of the whale, but also increases the like-
lihood of off-axis recordings, as pointed out by Goold and
Jones~1995!. In addition to the unfavorable statistics for
on-axis recordings, there is the problem of their extreme in-
tensity, requiring a large dynamic range in the recording
chain, if the much more abundant off-axis clicks and the
N&H set of on-axis clicks are also to be properly recorded.
And, the off-axis clicks must be recorded, both for IPI and
ICI ~interclick interval! determinations, and for TOAD deter-
minations. Our earlier recordings of this species~Møhl and
Amundin, 1991; Møhlet al., 2000! had putative on-axis
clicks distorted, thus excluding estimation of true ASLs.

All these technicalities add up to an explanation why the
classical picture of sperm whale usual clicks is that of mul-
tipulsed, low-intensity, nondirectional sounds. The present
data suggest that this picture is based on sound energy re-
corded off the main beam and, therefore, of no relevance to
the echolocation capabilities of the species. Realizing that
99.6% of the energy is contained in the p1 pulse, the click is
essentially single pulsed, as is the illumination of sonar tar-
gets on which the whale may train its beam.

The intensity of a sound with a source level of 235 dB
re: 1 mPa rms may not readily be appreciated outside the
community of underwater acousticians. This is the most in-
tense sound recorded from any animal. Converted to sound
pressure of a similar intensity in air, the level corresponds to
173 dB SPL~re: 20 mPa!. The intensity is 10–14 dB above
what can be measured 1 m in front of the muzzle of a pow-
erful rifle. The peak power required for generating an omni-
directional pulse in water with a source level of 235 dBre: 1
mPa ~rms! is 2 MW ~at a conversion efficiency of 100%!.
Accepting a DI of 27 dB reduces this number to 4 kW, which
is still a truly remarkable sound power value, possibly indi-
cating the DI to be underestimated. The megawatt value is
given here only to illustrate the consequences if the concept
of low or no directionality in sperm whale usual clicks~Wat-
kins, 1980! is applied to the SLs reported in this paper.

The duration of the p1 pulse as measured at the210-dB
limits of the envelope function is about 100ms. This is
slightly longer than the 50–80ms given for bottlenose dol-
phins, but in the low end of the range of 50–400ms for 41
odontocete species~Au, 1993, Table 7.2!. Another property
of the p1 on-axis pulse shared with echolocation clicks of
dolphins~Au, 1980! is the broadening and flattening of the
spectrum on-axis relative to off-axis recordings, as shown in
Fig. 6. The spectral peaks and notches seen in the off-axis
clicks of Fig. 6 are also observed in off-axis recordings of
dolphins, were they may be explained by multipath transmis-
sion inside the sound production organ~Au, 1993!.

D. Sonar properties of the on-axis p1 pulse

Since the monopulsed sperm whale click has properties
that are particularly well suited for long-range sonar, this
section will explore this putative sonar function. It is recog-
nized that a formal proof of the use of biosonar in any free-
ranging species is hard to obtain. This fact should be kept in
mind, but not prevent the analysis from being made.

Sonars can be evaluated from the set of sonar equations
~Urick, 1983!. Using an elaborate form of the sonar equation
~the transient form!, predictions on dolphin sonar and actual
measurements of performance agree quite closely~Au and
Penner, 1981; Kasteleinet al., 2000!. However, the basic so-
nar equation for the noise-limited case, using intensity terms
on dB form, is instructive for illustrating the significance and
interaction of the parameters. Specifying the source level
~SL!, transmission loss~TL, 40 logr1ra, a being absorb-
tion!, noise level~N!, receiver directionality~DI!, and target
strength~TS!, the detectability~DT! of a given target and
range can be predicted~Urick, 1983!

DT5SL22TL1TS2NL1DI.

Using a target strength of a single squid~Loligo! of 240 dB
~Schmidt, 1954!, a transmission loss consisting of the two-
way spreading loss plus an absorption of 1.5 dB/km, an SL
of 235 dBre: 1 mPa, a spectrum level of background noise at
sea state 1 of 35 dBre: 1 mPa applied over the cBWrms of
4.1 kHz of the p1 pulse around its centroid frequency, and
finally assuming a directionality of the ear like that of dol-
phins~21 dB at 120 kHz; Au and Moore, 1984!, a DT for this
Loligo will be in the order of 20 dB at a range of 1 km. The
main factor behind this remarkable DT at such a long range
is the source level. The choice of masking bandwidth of the
noise has minor effects but does include a hypothesis about
the detector~Menne and Hackbart, 1986!. Here, an energy
detector is assumed. It is noted that the absorption term has a
minimal impact due to the relatively low frequencies of the
pulse spectrum. If instead a pulse with the spectrum of that
of a dolphin~100 kHz! were usedceteris paribus, the detect-
ability would be reduced by about 60 dB by absorption at
this range.

Another conclusion from applying the noise-limited
form of the sonar equation is that noise is unlikely to be the
primary limitation of the putative sonar. Instead, clutter or
reverberation caused by reflectors other than the target is a
likely limiter. Effects of clutter are reduced with increased
directionality. The narrow beam suggested by the data in Fig.
10 might be seen in this light. No information about the
hearing directionality of sperm whales has been reported.

The classical scatter function of reflection versus wave-
length divided by target cross section~Urick, 1983! show a
diminishing return for targets with radii of less than 3 cm for
p1 pulse signals. Sperm whales are remarkable for eating
prey of all sizes from sardines to sharks several meters long
~Berzin, 1972!. Echoes from the p1 pulses could in theory be
reflected from a single sardine without excessive attenuation
by entering the Rayleigh scattering region.

Dolphins scan their surroundings with their sonar beam,
using click rates on the order of 100 pulses per second. Since
the clicking rate of sperm whales for the kind of clicks dealt
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with here is in the order of 1 pulse per second, while the
directionality of the clicks may be as high as that of dol-
phins, it follows that the acoustic images of the surroundings
obtainable by these two types of biosonar must be quite dif-
ferent ~that of the sperm whale being more patchy!. How-
ever, as pointed out by Dubrovsky~2001, personal commu-
nication!, a possible analogy might be to vision, where
foveal vision is only covering a few degrees, with ex-
trafoveal vision adding coarse information to the general pic-
ture. Thus, the low-level sidelobes in Fig. 10 may still con-
vey information to the whale from nearby objects or from
objects with high target strengths, although not as detailed as
that from the main beam. Based on such ‘‘extrafoveal’’ in-
formation, the whale might choose to train its narrow beam
towards targets of potential interest. Another possibility,
which cannot be examined with the present data, is that the
directional pattern may not be fixed but controlled by the
whale, adapting DI to the detection task at hand. Finally,
click series with high repetition rates called creaks have been
reported~Weilgart and Whitehead, 1988; Gordon, 1987!, and
tentatively ascribed a function similar to buzzes from echolo-
cating bats~Madsenet al., 2002b!.

In summary, the properties of the on-axis p1 pulse: the
high-SL values, low absorption, high directionality, low
time-bandwidth product, and geometric backscatter proper-
ties for target with radii down to 3 cm are seen individually
and combined to be adaptations for maximizing sonar range
for prey detection. The slow click rate indicates long range,
but also that the angular sampling of the surroundings must
be limited. The findings presented here lead to conclusions
about the sonar properties of the sperm whale click that are
at odds with conclusions of previous work. Since the dis-
crepancies are rooted in the properties of the p1 pulse as
describedde novohere, comparisons to previous assessments
are not meaningful.

E. The monopulse click and its relation to the Norris
and Harvey theory

The interpretation of the N&H set~Fig. 1! is that the p0
pulse signals the primary event at the monkey lips, transmit-
ted as a leakage directly to the medium. The interval between
onset of this pulse and p1 is reportedly less than that of the
remaining pulses of the set~Møhl and Amundin, 1991!. The
main pulse is p1, being shaped by traveling through the sper-
maceti and junk compartments once. The remaining pulses
are stray energy from the p1 pulse, making the two-way
travel inside the nasal structures an additional number of
times. The view presented above on the intrinsic monopulsed
nature of the sperm whale on-axis click and its implications
for the way the sound generator works~the bent-horn model!
should not be perceived as an alternative to the Norris and
Harvey model, but rather as an extension of it. The original
Norris and Harvey~1972! model for sound generation in the
sperm whale has been successful in explaining the mecha-
nism behind the interpulse intervals. The bent-horn model is
a descendant of the Norris and Harvey model, incorporating
evidence not available when the original model was formed.
Such evidence is~1! the observation of p0 as an indicator of

the primary sound generation event~Møhl and Amundin,
1991!, ~2! the observation that the pulses~except for p0! tend
to be in phase with each other~Møhl and Amundin, 1991!, as
opposed to having even-numbered pulses being phase re-
versed relative to uneven-numbered pulses as in the analog
model constructed by Norris and Harvey;~3! the inferred
addition of the junk to the pathway of the sound~Møhl and
Thiele, 1981; Cranford, 1999!; ~4! extreme source levels and
high directionality of the clicks~Møhl et al., 2000; Thode
et al., 2002; this paper!, and~5! the monopulsed nature of the
on-axis click. Observation 2 suggests that p0, being the an-
cestor to the rest of the N&H set, is largely contained in the
system. Only a tiny fraction@see Fig. 7~b!# is leaking out
directly from the source~the monkey lips; Madsenet al.,
2003! to the medium, the distal sac possibly acting as a
sound screen. The bulk of the energy is traveling rearwards
towards the frontal sac, where it is reflected and directed
forward through the junk, exiting as p1~see Fig. 1!. The p2
pulse, again of insignificant amplitude, is proposed to be a
fraction of the p1 pulse that does not get into the junk but is
returned to the spermaceti organ, then being reflected a sec-
ond time at the distal sac and subsequently a third time by
the frontal sac. Each reflection introduces a phase shift of
180 deg. The higher numbered pulses are repeats of the his-
tory of p2. According to this scheme, p1 is phase reversed
once, p2 three times, p3 five times. Thus, all pulses will
appear as having the same phase. It should be emphasized
that this relationship is not seen in all clicks.

The off-axis click properties known to Norris and Har-
vey were quantitatively quite different from the on-axis prop-
erties, likely to be those that matter to the sperm whale. Still,
Norris and Harvey came up with a model containing all the
essential mechanisms behind click generation in the sperm
whale. It is remarkable that their modeling was in fact facili-
tated by what would now appear to be off-axis signals.

V. CONCLUSIONS

The bent-horn model adds to the collection of quite di-
vergent ideas on the functional anatomy and evolutionary
drive behind the development of the nasal complex in sperm
whales. Other proposals are: a hydrostatic organ~Clarke,
1970!, the single tube, multipulse sound generator~Norris
and Harvey, 1972!, a nitrogen sink~Schenkkan and Purves,
1973!, a device signaling sexual qualities~Gordon, in Goold
and Jones, 1995; Cranford, 1999!, and a ramming device in
male–male fighting~Carrier et al., 2002!. While the bent-
horn model is based on the Norris and Harvey scheme, it
goes further by linking the extraordinary anatomical propor-
tions and complexity of the sperm whale head with the
equally extraordinary acoustic properties of the monopulsed
click.
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Bottlenose dolphins~Tursiops truncatus! use short, wideband pulses for echolocation. Individual
waveforms have high-range resolution capability but are relatively insensitive to range rate.
Signal-to-noise ratio~SNR! is not greatly improved by pulse compression because each waveform
has small time–bandwidth product. The dolphin, however, often uses many pulses to interrogate a
target, and could use multipulse processing to combine the resulting echoes. Multipulse processing
could mitigate the small SNR improvement from pulse compression, and could greatly improve
range-rate estimation, moving target indication, range tracking, and acoustic imaging. All these
hypothetical capabilities depend upon the animal’s ability to combine multiple echoes for detection
and/or estimation. An experiment to test multiecho processing in a dolphin measured detection of a
stationary target when the numberN of available target echoes was increased, using synthetic
echoes. The SNR required for detection decreased as the number of available echoes increased, as
expected for multiecho processing. A receiver that sums binary-quantized data samples from
multiple echoes closely models theN dependence of the SNR required by the dolphin. Such a
receiver has distribution-tolerant~nonparametric! properties that make it robust in environments
with nonstationary and/or non-Gaussian noise, such as the pulses created by snapping
shrimp. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1590969#

PACS numbers: 43.80.Lb, 43.66.Gf@WA#

I. INTRODUCTION

Active echolocation allows bottlenose dolphins~Tursi-
ops truncatus! to investigate their surroundings using hearing
~see Au, 1993 for review!. Multiple broadband, short-
duration acoustic ‘‘clicks’’ are emitted by the dolphin. Inter-
action of the emitted signals with an object causes echoes to
return to the animal. Echo characteristics are influenced by
the location, orientation, and physical attributes of the object.
By listening to these returning echoes, dolphins are able to
locate and identify elements in their environment that might
be difficult to detect visually.

Because an echo is potentially generated for every click
that impinges on an object, the amount of information avail-
able to the dolphin increases as more click–echo pairs are
produced. Much research has focused on the information
contained in the click–echo pair and how it is used by the
dolphin ~Au, 1993; Auet al., 1988; Busnel and Fish, 1980;
Helweg et al., 1996; Nachtigall and Moore, 1988; Thomas
and Kastelein, 1990!. The manner in which multiple echoes
clarify or add information, and how the dolphin utilizes this
information, is less clear~Dankiewicz et al., 2002; Moore
et al., 1991; Roitblatet al., 1991!. Dependence of detection

performance upon the number of available echoes has been
demonstrated in the big brown bat~Surlykke, 1998!.

Several theories exist regarding object detectability as a
function of the number of observations available to a re-
ceiver. Dating back to the 1950’s, several authors have in-
vestigated detection of multiple acoustic signals in noise.
Green and Swets~1988! proposed two theories to account for
the influence of multiple observations on signal detection
performance. The first, termed the observation-integration
model, assumes that the subject is able to retain information
from successive presentations over a certain time period. De-
tectability is improved as long as the subject is able to suc-
cessively integrate information from each stimulus presenta-
tion. The second model is based on threshold theory, and is
comparable to the ‘‘multiple looks’’ model of temporal inte-
gration ~Viemeister and Wakefield, 1991!. In this model,
each stimulus presentation can independently excite the sen-
sory system. Given that the subject’s momentary threshold
varies with time, the likelihood of the stimulus exceeding the
momentary threshold increases with the number of stimulus
presentations.

Data obtained by Swetset al. ~1964! and Swets and
Green ~1964! lend support to the integration model, and
show that performance generally increases proportionally to
the square root of the number of stimulus presentations. In a
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altes@att.net
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study examining the effect of multiple observations on sen-
sory thresholds, Schafer and Shewmaker~1953! also found
that thresholds decreased in proportion to the square root of
the number of presentations. The integration model implies
that the detectability index of a set ofN presentations equals
the square root of the sum-of-squares of the detectability
indices for the individual presentations~Green and Swets,
1988!. If the detectability indices for the individual presen-
tations are identical, then the detectability index of a set ofN
presentations equalsAN times the detectability index of a
single presentation. TheAN dependence follows from the
definition of the detectability index, as given in the Appen-
dix. Although many different integration models are possible
~e.g., linear summation, energy detection, and binary summa-
tion!, all such models have detectability indices that vary as
AN.

Multiecho combining is relevant to many sonar capabili-
ties, e.g., range-rate estimation and moving target indication
~MTI ! with short-duration,Tursiops-like waveforms, target
tracking, and acoustic imaging in two or three dimensions. A
logical step to investigate such capabilities in dolphins is to
perform a critical experiment that ascertains whether the dol-
phin is capable of the simplest echo-combining task, which
is to use multiple echoes from a stationary target to improve
detection performance. If an accurate receiver model can be
found, i.e., a model that accurately describes the dolphin’s
N-echo stationary-target detection performance, then this
model may be applicable to more sophisticated dolphin
echo-combining operations.

The current study was thus designed~i! to test the hy-
pothesis that dolphins combine echoes to improve signal de-
tectability; and~ii ! to find the best receiver model to describe
the dolphin’s performance. A dolphin was trained to report
detection of synthetic echoes generated by computer in re-
sponse to the dolphin’s clicks, placing the number of echoes
available to the dolphin under experimental control. The dol-
phin’s signal-detection performance was assessed when
1,2,4,8, and 16 echoes were made available. Although the
available number of echoes (N) was preset, the dolphin’s
click emission rate was not controlled. The number of emit-
ted dolphin clicks thus could be much larger than the number
N of available echoes. During a test session, half of the trials
contained synthetic echoes in noise and half contained noise
only. Echo amplitudes were systematically decreased until
detection fell to chance. At least two such thresholds were
taken at eachN level.

The results are summarized by plotting the signal-to-
noise ratio~SNR! required for detection as a function of the
number of available synthetic echoes that could be used by
the dolphin. This experimental function is compared to the
theoretical detection performance of three receiver models
operating in additive, white, zero-mean Gaussian noise. All
the receiver models initially are assumed to operate on one
time sample~or range sample! from each available simulated
echo, yieldingN time samples altogether, whereN is the
number of available simulated echoes. The three models are
linear summation, square-law summation~energy detection!,
and summation of binary-quantized sample values~binary
M -out-of-N detection!.

II. METHODS

A. Subject

The subject was a 17-year-old female Atlantic bottlenose
dolphin ~Tursiops truncatus; ‘‘CAS’’ !. Floating pen enclo-
sures on San Diego Bay, Space and Naval Warfare Systems
Center were utilized for housing and experimental sessions.
The subject resided with a small dolphin group but was sepa-
rated from them when sessions were conducted. CAS’ hear-
ing was measured previously and shown to be normal~Brill
et al., 2001!.

B. Synthetic echoes and noise

Conditions for behavioral responding were contingent
upon two types of computer-generated stimuli. The NO-GO
stimulus consisted of Gaussian noise with flat power spec-
trum over the echolocation bandwidth of the dolphin~95 dB
SPL re: 1 mPa2/Hz between 10 and 150 kHz!. This white
noise was present for the 4-s trial duration. The ambient
noise in San Diego Bay had a power spectrum level decreas-
ing from approximately 80 dBre: 1 mPa2/Hz at 10 kHz to
approximately 60 dBre: 1 mPa2/Hz at 100 kHz, measured
with one-octave spectrum analysis filters. The ambient noise
level has increased with time and is thus larger than the level
reported in Au~1993!. The directivity of the dolphin’s re-
ceiver~Au, 1993! further reduced the effective ambient noise
level relative to the NO-GO stimulus. At 50 kHz, the ambi-
ent noise level was approximately 70 dBre: 1 mPa2/Hz.
This ambient noise level was 25 dB below the NO-GO
stimulus level, and was 38 dB below the NO-GO stimulus
level when the dolphin’s directivity index is considered.

The GO stimulus included 1,2,4,8,16,32, or 64 pulses
embedded in the white noise. The 32- and 64-pulse condi-
tions were utilized during training phase sessions only. The
number of pulses for GO stimulus trials did not vary within
a session. Each pulse was a triangle-windowed 50-kHz
80-ms sinusoid~Fig. 1! delivered in response to the dolphin’s
outgoing echolocation click. An 8-ms click-pulse delay was
inserted to simulate a 6-m range. The total range of the arti-
ficial echoes was 7m, counting propagation time between the
transducers and the dolphin. Although the dolphin’s click
emission rate was not experimentally controlled, it was in-
fluenced by this imposed range parameter~Penner, 1988!.
Pulse source level was manipulated to determine CAS’ de-

FIG. 1. Enlargement of GO stimulus pulse and corresponding spectrum.
When more than one pulse was allowed per trial, pulse separation was
constrained to be no smaller than 8 ms.
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tection thresholds above the noise floor. No attempt was
made to associate or equate the artificial stimuli with echoes
encountered under nonexperimental conditions.

C. Apparatus

Synthetic echoes were generated and delivered by an
electronic synthetic echo system~SES!. One electronic echo
was delivered for every click emitted by the subject up to the
maximumN allowed for that session per trial. The dolphin’s
clicks were detected by a Reson TC4013 hydrophone located
0.64 m directly in front of her melon and triggered a single
electronic echo if the received level exceeded 170 dBre: 1
mPa. Clicks were bandpass filtered~3–300 kHz! and ampli-
fied by 54 dB before reaching a multifunction board~Na-
tional Instruments PCI MIO-16E-1; on Pentium PC! where
triggering of synthetic echoes previously stored to RAM oc-
curred. Upon receiving a trigger, the SES converted a digital
waveform to an analog signal that was then filtered~10–200
kHz! and amplified~20 dB! by a DL Electronics 4302 filter/
amplifier. Analog echoes were added to the white noise using
custom hardware and projected to the subject by a second
TC4013 hydrophone located 0.7 m beyond the trigger hydro-
phone. The echo stimulus thus emanated from a transducer
that was 1.34 m from the dolphin’s melon, located on a hori-
zontal line directly in front of the melon. A 7-m echo range
was simulated by insertion of an 8-ms delay between the
trigger event and output of an echo~12-m electronic delay
plus 2-m propagation delay, divided by 2!. System calibra-
tion included SPL measurements of TC4013 electronic echo
projection by an ITC 6030 omnidirectional hydrophone lo-
cated at the subject’s test station position. Surface reflections
were absorbed and dispersed by a cluster of nylon-bristle
brushes placed at the water surface midway between the dol-
phin and the transducers.

D. Session procedure

CAS was positioned at an intertrial station in front of an
experimenter before a trial. At the start of each trial, CAS
was cued to submerge into a test station hoop 1.35 m below
the water surface by the experimenter’s hand gesture. An
acoustically opaque screen~a PVC sheet covered with
closed-cell foam neoprene! placed in front of the hoop was
removed and the SES simultaneously activated, initiating
white noise and permitting the dolphin to begin echolocating.
The 4-s white-noise burst defined the trial duration for the
dolphin. To report a signal-present condition~GO response!,
the dolphin immediately moved to a nearby paddle and
touched it with her rostrum. To indicate the absence of a
signal ~NO-GO response!, she remained stationary in the
hoop for the trial duration~4 s!. If CAS did not begin move-
ment toward the paddle before the end of the 4-s window, her
response was classified as NO-GO. CAS typically initiated a
GO response within 1–2 s. Tone and fish rewards were given
for every correct response. An equal number of GO and
NO-GO trials was presented in a randomized Gellermann
series~Gellermann, 1933!. The likelihood of a GO following
a NO-GO ~or the reverse! followed a 0.5 first-order condi-
tional probability for every ten-trial block. The dolphin’s mo-

tivation to perform reliably was assessed by ten warm-up
trials before every session, with an 80%-correct response rate
required in order for a test session to ensue. No more than
one experimental session was conducted in a day.

E. Threshold titration

Thresholds were estimated for both training and testing
phases by using a signal amplitude titration method~up/
down staircase! that was contingent upon the dolphin’s re-
sponses to GO stimulus trials~Moore and Schusterman,
1987!. During the sessions, the experimenter manipulated
SPL by changing the voltage value of the synthetic echo
amplitude. Initially, GO signal amplitude was held constant
and easily discernible for the first ten trials of the session.
After the first ten trials, 0.2-V decrements in signal ampli-
tude were made until the dolphin responded incorrectly. Am-
plitude was raised in 0.1-V increments until the dolphin de-
tected the signal again. All subsequent amplitude
adjustments were in 0.1-V steps, with decrements made after
every correct GO response and increases after every incor-
rect response. A change in direction of amplitude adjustment
constituted a reversal, and a threshold estimate was taken
after ten reversals were acquired by calculating the mean
decibel level at those reversal points~50%-correct detection
rate!. As CAS became experienced with the task, and echo
amplitudes were close to the white-noise floor, the titration
deltas were changed to 0.05 V. Logarithmic steps~constant
Dv/v) are more compatible with an animal’s sensitivity to
differences than constantDv steps, but constant steps are
approximately proportional to logarithmic steps when the
steps are small relative to the threshold level (Dv!v).

F. Animal training

Training the stimulus-response contingency was accom-
plished by imposing minimal restrictions on the GO stimulus
variables in an effort to highlight differences from the
NO-GO stimulus. A generous number of synthetic echoes
were provided (N5256) and signal amplitude was held ap-
proximately 40 dB above the noise floor~1.0 V!. Stimuli
were presented in three to six same-trial blocks, e.g., four
NO-GO trials followed by six GO trials. Approximately four
sessions were required before the appropriate responding
was observed. Trial type was then randomized as described
previously. Once responding was stable, CAS was intro-
duced to a reduction inN. One to eight sessions (s) were
conducted at successively lowerN levels as follows:N
564 (s58); N532 (s53); N516 (s55); N58 (s51);
N54 (s55); N52 (s52); andN51 (s53). Thresholds
were estimated during the final three sessions atN564, 16,
4, and 1, and during the final session only atN532, 8, and 2.
Once CAS demonstrated stable performance at the minimum
N level (N51), as indicated by the threshold session results
at N51, no further training was undertaken.

G. Testing

Exposure to all experimental conditions was completed
in the training phase so that testing-phase thresholds were
free of novelty effects. Two (N51,4,8,16! or three (N52)
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final thresholds were obtained in which signal detection per-
formance as a function ofN was assessed.N was held con-
stant during a session while signal amplitude was titrated as
described previously.

H. Calculating thresholds

Recall that the experimenter manipulated SPL by chang-
ing the voltage value of the synthetic echo amplitude. Syn-
thesized white, Gaussian noise was held constant at 95 dB
re: 1 mPa2/Hz. Thresholds were computed as signal-to-
noise ratios~SNR!, the required echo amplitudesA(N) for
detection withN available echoes, divided by the rms noise
power. The bandwidth for rms noise power was estimated
using Q derived from critical band measures of the bottle-
nose dolphin receiver. Q was approximately 2.2 for signals
with center frequency of 60 kHz~Au and Moore, 1990!. The
synthetic signals used in this study had center frequency of
50 kHz; thus, noise bandwidth was estimated to be approxi-
mately 22.72 kHz. The calibrated system permitted conver-
sion of the voltagesA(N) to dB, thereby allowing computa-
tion of SNR in dB by subtracting rms noise power~dB! from
synthetic echo amplitudeA(N) ~dB!. Importantly, note that
SNR was computedper echo, without weighting for the
number of available echoesN.

III. RESULTS

A. Animal training

Figure 2 shows results of the initial detection threshold
sessions that were conducted at eachN level. N is presented
on the horizontal axis, with sessions represented left-to-right
in the opposite order in which they were conducted. Detec-
tion performance was strong forN values of 64, 32, and 16,
although sporadic threshold elevations were seen. It is likely
that these variations represent CAS’ growing familiarization
with the manipulation ofN while the thresholds were being

titrated. AtN values of 8 and 4, SNR required for detection
increased, and was highest whenN was held at 2 and 1. The
mean false-alarm rate for the threshold sessions was 0.088
(s.d.50.069). Click emission was tracked for every trial and
results showed that CAS always emitted enough clicks to
receive the maximum number of echoes that were allowed
~mean clicks per trial580).

B. Threshold testing

The top panel of Fig. 3 summarizes CAS’ detection
thresholds that were estimated during the test phase of the
experiment.N is presented on the horizontal axis, with suc-
cessive sessions represented in left-to-right order. The two
estimated threshold SNR values forN51 were identical, and
are thus represented by a single point in Fig. 3. Detection
thresholds were lower overall at eachN level when com-
pared to the training session thresholds, perhaps due to in-
creased familiarization with the task. Mean false-alarm rate
was 0.034 (s.d.50.042). The thresholds are well behaved,
with SNR required for detection falling off monotonically as
the number of echoes (N) is increased. Recall that SNR is

FIG. 2. Average detection threshold in decibels obtained during training
sessions when the number of available echoes per trial (N) was 1, 4, 16, 64
~number of measured thresholds53! or 2, 8, 32 (number of measured
thresholds51). Error bars for the trials with three measured thresholds
represent SEM~standard error of the mean!.

FIG. 3. Test session data:~A! Final detection thresholds in decibels when
the number of available echoes per trial (N) was 1, 4, 8, 16
(number of measured thresholds52) or 2 (number of measured thresholds
53). The two measured thresholds atN51 were equal and the dots atN
51 therefore overlap.~B! Average number of clicks emitted per trial at each
N level ~pooled sessions!. Error bars represent SEM. Significantly more
clicks were emitted atN51 compared to all other levels~Tukey–Kramer,
a50.05).
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measured per echo. The trend is consistent with those from
human listeners showing that detection improved as the
number of signals was increased~Green and Swets, 1988;
Swets and Green, 1964!. These results support the inference
that CAS was able to combine multiple echoes in her bio-
logical signal-processing system.

The lower panel of Fig. 3 summarizes the distribution of
clicks emitted by CAS that were above 170 dB during each
session. Analysis by a one-way ANOVA showed a difference
in click production as a function ofN, F(4,524)55.4, p
,0.0003. Comparison among the means using the Tukey–
Kramer test revealed that CAS emitted significantly more
clicks for theN51 condition than all the others (a50.05,
two-tail!, supporting the notion that this condition was more
difficult than N52, 4, 8, and 16. Further evidence for diffi-
culty at N51 is that the change in threshold for theN51
condition compared to theN52 condition was 12 dB,
whereas the change in threshold between the other condi-
tions (N52 throughN516) was almost a consistent 4-dB
change. The mean number of clicks emitted during all testing
sessions was 70, only a slight decrease from the average
number emitted during training sessions. CAS always emit-
ted more clicks than echoes that were available, thus ensur-
ing that she received all available synthetic echoes.

C. Receiver models

Various models of animal echolocation have been em-
ployed to understand the signal-processing operations that

may be used by the animals and to guide the design of broad-
band sonar systems that attempt to emulate animal capabili-
ties. Receiver models that incorporate summation or integra-
tion are relevant to this inquiry. Well-known integration
models pertain to summation over intervals in range/delay/
time ~critical intervals; Vel’min and Dubrovskiy, 1976! and
over intervals in frequency~critical bands; Johnson, 1968!.
The synthetic echo in Fig. 1 fits within a single critical in-
terval and a single critical band for a critical bandwidth of
22.72 kHz at a frequency of 50 kHz~Au and Moore, 1990!.
This study addresses integration along a different dimension,
correspnding to the number of click–echo pairs~Floyd,
1980; Surlykke, 2003!. A critical N value, corresponding to
the maximum number of echoes that can be integrated by the
dolphin, has yet to be determined. Figure 3 implies that the
critical N is greater than 16.

Three integration models are considered here in order to
better understand the SNR required by a dolphin for target
detection when the number of available echoes is varied.
These models correspond to linear summation, energy detec-
tion, and summation of binary-quantized echo data~binary
M -out-of-N detection!. The operations performed by the
three models are illustrated in Fig. 4.

TheN-echo detection performance of the three receivers
is predicted by the analysis in the Appendix. For the linear
summation, energy detection, and binaryM -out-of-N receiv-
ers, the required echo amplitudesA(N) for detection withN

FIG. 4. Receiver models that are compared with dolphinN-echo detection data.~A! linear summation;~B! energy detection;~C! binary summation (M -out-of-
N detection!. H1 is the signal-plus-noise hypothesis corresponding to the GO stimulus. H0 is the noise-only hypothesis corresponding to the NO-GO stimulus.
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available echoes, divided by the rms noise powers, are

@A~N!/s# lin5cl /AN, ~1!

@A~N!/s#egy5~ce /AN!@11A11~2N/ce
2!#1/2, ~2!

@A~N!/s#bin5erfc
*
21~p0!2erfc

*
21~p1!, ~3!

where cl and ce are constants, erfc
*
21(•) is the inverse

complementary error function~Fig. 5!, p0 is the probability
that the threshold level of the binary quantizer is exceeded
when only noise is present~the H0 hypothesis!, andp1 is the
probability that the binary quantizer threshold is exceeded
when both signal and noise are present~the H1 hypothesis!.
The function erfc

*
21(p) is related to the probit transformation

~Collett, 1952!,

erfc
*
21~p!5probit~12p!. ~4!

In the binary summation model, probabilityp1 depends uponp0 , N, and a constantcb

p15
~2p01cb /N!1A~2p01cb /N!224p0~11cb /N!@p0~11cb /N!2cb /N#

2~11cb /N!
. ~5!

For a prespecified value ofp0 , all theA(N)/s expressions in
~1!–~3! depend on a constant (cl , ce , or cb) and on the
number of available echoes,N.

D. Comparison of theoretical performance with
dolphin data

To compare the receiver models with dolphin detection
data, the parameterscl , ce , p0 , andcb are adjusted to pro-
vide a minimum mean-square error~MMSE! fit between the
values of@A(N)/s#model in ~1!–~4! and the average experi-
mental value ofA(N)/s for eachN value. The correlation
coefficients between the average data points and their theo-
retical counterparts are computed for each model. For visual
comparison, the data points and theoretical curves are plotted
together in Fig. 6 on a decibel scale, showing
20 log10@A(N)/s# vs N. Figure 6 illustrates that the best fit
~by far! is obtained with the binaryM -out-of-N receiver.

The best-fit parameters and data-model correlation coef-
ficients r are as follows:

Linear summation model:cl54.58, r l50.9055, ~6!

Energy detection model:ce53.12, r e50.9095, ~7!

Binary M -out-of-N detection:

p050.5, cb50.999 999 3,r b50.9997. ~8!

The more accurate specification ofcb is necessitated by re-
ceiver operation on a steep part of the curve in Fig. 5 when
N51, as discussed in the Appendix.

The binaryM -out-of-N detector seems to have an unfair
advantage because two parameters can be varied instead of
one, providing an extra degree of freedom for data fitting.
The extra degree of freedom is eliminated by choosing a
prior value forp0 . Choosing a fixedp0 value is equivalent to
choosing a threshold for binary quantization. The most ap-
propriate prior choice for the binary quantization threshold is
zero, which implies thatp050.5 for all symmetric, zero-
mean noise distributions, independent of the noise powers2.

FIG. 5. The inverse complementary error function erfc
*
21(x).

FIG. 6. MMSE ~minimum mean-square error! fits between three receiver
models and dolphinN-echo detection data. The MMSE algorithm compares
models to noise-normalized data amplitudesA(N)/s, but the curves are
shown on a dB scale corresponding to SNR@dB#520 log10@A(N)/s#.
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Variation of p0 can be used to check the results, since the
best p0 value for nonparametric operation is known to be
0.5.

IV. DISCUSSION

A. Estimation of detectability index

The analysis in the Appendix indicates that the constants
cl , ce , andcb are related to the corresponding detectability
indices by the equations

cl5dl ; ce5de ; cb5db
2/2. ~9!

The detectability indices corresponding to the MMSE esti-
mates ofcl , ce , andcb are

dl54.58; de53.12; db51.41, ~10!

for the linear summation, energy detection, and binary
M -out-of-N receivers, respectively. These performance mea-
sures are based on a restricted set ofN values equal to 1, 2,
4, 8, and 16. The receiver model with the best fit to the data
has the worst performance in zero-mean Gaussian noise.

B. Distribution tolerance of the binary summation
model

The linear receiver is optimum for Gaussian noise with
known variance, but the binaryM -out-of-N processor has
distribution-tolerant~nonparametric! properties. The false-
alarm rate of the binaryM -out-of-N receiver is insensitive to
time-varying noise power and to the shape of any symmetric,
zero-mean noise distribution. If the binaryM -out-of-N re-
ceiver is a viable model for dolphin multiecho processing,
then the dolphin has traded optimality in Gaussian noise with
specified noise power for robustness with respect to the dis-
tribution and power of the noise. The performance disparity
between binary and linear summation is not large if many
echoes are used. Figure 6 implies that largeN is associated
with small SNR for all of the models. For largeN and small
SNR, it is shown in the Appendix thatdl'1.25db .

C. Preprocessing with an auditory transduction model

Figure 6 illustrates the performance of anM -out-of-N
receiver with zero binary quantization threshold. This perfor-
mance is unaffected by preprocessing input data with a sign-
preserving zero-memory nonlinear transformation. Two ex-
amples of such a transformation are~1! a half-wave rectifier
and~2! membrane potential as a function of the displacement
of either inner or outer hair cells~Russellet al., 1986; Moun-
tain and Hubbard, 1996!. The binary summation model is
insensitive to the nonlinear signal transformation that occurs
during cochlear transduction from acoustic waveforms to
neuronal excitations.

An envelope preprocessor is approximated by a
weighted average of neighboring half-wave rectified data
samples. A receiver model that uses envelope detection prior
to binary quantization andM -out-of-N detection cannot be
ruled out with current data.

D. Phase sensitivity

Phase sensitivity of the dolphinN-echo receiver model
is still an open question. If the data are linearly processed,
half-wave rectified, or passed through a zero-memory hair
cell model before binary quantization, then phase sensitivity
depends upon maintaining an accurate sampling time relative
to the time of signal transmission. Multiple, parallel
M -out-of-N detectors can be used to test hypothesized sam-
pling times, to compensate for sampling time errors, and to
generate range-tracking information. If an envelope detector
that forms a weighted sum of neighboring half-wave rectifier
outputs is used as a preprocessor, then receiver tolerance to
sampling time errors is increased but phase sensitivity is re-
duced.

To test phase sensitivity, the waveform in Fig. 1 can be
replaced with a signal that has a short-duration, high-
amplitude positive peak followed by~or surrounded by!
long-duration, small-amplitude negative components with
the same total area as the positive peak. Phase reversal of this
waveform~multiplication by21) should affect the detection
performance of a phase-sensitive receiver.

E. Postdetection integration

The binaryM -out-of-N receiver model is equivalent to a
postprocessor for a detector that makes an H1 versus H0
decision at each range sample, for each click–echo pair. The
binary decision variable at a given range is integrated or
counted over successive click-echo pairs. A different strategy
is followed by the linear and quadratic summation models,
which do not implement a decision until all relevant data are
summed. The latter strategy is generally regarded as superior
because the level of each detector output is preserved and no
information is lost via premature decision making. A large
transient interference pulse~e.g., from a snapping shrimp!,
however, will have a much larger effect on linear or qua-
dratic summation than upon summation of binary decision
variables~Bullock, 1986!. In San Diego Bay and many other
locations, snapping shrimp are an important source of inter-
ference for dolphin echolocation~Au and Banks, 1998!.
Aside from interference considerations, the dynamic range
tolerance provided by binary quantization may be important
for detection, tracking, and acoustic imaging of prey with
large aspect-dependent variation in target strength.

F. Biological neural networks

The binaryM -out-of-N detector model is a basic build-
ing block for neural networks that process action potentials,
which are binary, all-or-none signals. A neuronal version of a
binary M -out-of-N processor could use binary sampling in-
tervals corresponding to the width of an action potential
spike. If the intensity of a stimulus is encoded by the density
of action potential spikes and/or the duration of a spike se-
quence, the binaryM -out-of-N processor can function as a
stimulus intensity or amplitude decoder, despite the ampli-
tude insensitivity associated with binary quantization.
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G. Polarity coincidence correlation and binaural
localization models

The binary M -out-of-N detector is a polarity coinci-
dence correlator with a constant, unit reference function. The
polarity coincidence correlator is well known for its relative
insensitivity to the probability distribution of input data
~Wolff et al., 1962!. A neurophysiological model for binaural
localization ~interaural time delay estimation! uses coinci-
dence of the excitations in two neural delay lines, one from
each ear~Jeffress, 1948; Konishi, 1993; Colburn, 1996!. This
binaural model is similar to polarity coincidence correlation
and thus to the binaryM -out-of-N receiver model. In bio-
logical sonar systems, interaural polarity coincidence corre-
lation can be used for azimuth estimation~and for elevation
estimation if the animal rolls by 90 degrees!. Range tracking
can be implemented via cross correlation of successive ech-
oes, using a polarity coincidence correlator.

H. Binary quantization and zero crossings

A binary waveform representation preserves information
about real zero crossings, which are important signal at-
tributes ~Kedem, 1994; Marr, 1982; Requicha, 1980; Voel-
cker, 1966a, 1966b!. A polarity coincidence correlator can
use these attributes for detection, estimation, classification,
and decomposition via Haar functions~Hagen and Farley,
1973; Vetterli and Kovacevic, 1995!.

I. Capabilities of a multipulse sonar receiver that
uses binary summation

The ability of a dolphin to combine information from
multiple pulse–echo pairs is necessary for advanced signal-
processing capabilities. One of these capabilities is acoustic
imaging via a simplified version of synthetic aperture sonar
~SAS! processing~Altes, 1995; Alteset al., 1998; Altes,
2003!. SAS images can be formed by adding the echo
sample at each range to an appropriate pixel in a two- or
three-dimensional image. The image is sequentially con-
structed as multiple echoes are obtained from different as-
pects. High-resolution SAS images have been created from
binary-quantized sonar echo envelopes~with a nonzero
quantization threshold!, using dolphin-like transmitted wave-
forms ~Altes, personal observation!. After N echoes are pro-
cessed, each pixel level in such an image represents the re-
sponse of a binaryM -out-of-N receiver.

The dolphin may use multipulse processing to estimate
range-rate, implement a moving target indicator~MTI !, track
targets, and perform acoustic imaging in two or three dimen-
sions. Figure 6 implies that the dolphin can perform robust
integration along a constant-range line in the range, echo-
number (R,N) plane. Range-rate estimation, tracking, and
acoustic imaging involve integration along other lines or
curves in theR,N plane. The simplest moving target indica-
tor computes the difference between successive detector out-
puts along a constant-range line in theR,N plane. A more
sophisticated MTI uses a weighted sum of such outputs, with
positive and negative weights.

J. Adaptability of the dolphin receiver

The power spectrum of artificially added Gaussian noise
~white over the dolphin’s echolocation bandwidth! was 95
dB re: 1 mPa2/Hz. When an extra 13 dB is added to account
for the dolphin’s directivity index, the artificial Gaussian
noise was 108 dB above spatially uniform noise with a
power spectral density of 1mPa2/Hz, and 38 dB above the
average ambient noise level of 70 dBre: 1 mPa2/Hz. The
ambient level included average snapping shrimp interference
and the sounds of other dolphins in the area. Despite the
38-dB difference, the analysis indicates that the dolphin’s
receiver did not adapt to operation in Gaussian noise as op-
posed to strong transient interference. This apparent lack of
adaptability can be explained by the large disparity between
peak and average levels of transient sounds. At a distance of
1 meter, the power spectral density of a single snapping
shrimp pulse is between 105 and 111 dBre: 1 mPa2/Hz ~Au
and Banks, 1998; Versluiset al., 2000!. Spherical spreading
decreases this level by 20 logr if the shrimp isr meters from
the receiver. A spatially averaged interference power spectral
density level of 108 dBre: 1 mPa2/Hz is required to make
the interference power spectrum equal to the power spectrum
of the artificially added Gaussian noise at the input to the
dolphin’s receiver. The possible presence of nearby snapping
shrimp thus could have constrained the dolphin’s receiver
design. The experiment was performed in an area with float-
ing walkways to support trainers and equipment. Snapping
shrimp appear to congregate in such areas~Ferguson and
Cleary, 2001!.

V. CONCLUSION

Synthetic echoes in additive noise were used to estimate
the SNR required by a dolphin for detection when the num-
ber of available echoes was varied. A close fit to the dol-
phin’s performance data was obtained with a receiver model
that sums binary-quantized time samples fromN available
echoes. This detector does not perform as well as linear sum-
mation for Gaussian noise with known average power, but its
false-alarm rate is distribution tolerant and nonparametric
with respect to variable noise power. The dolphin’s acoustic
environment is, in fact, notoriously non-Gaussian and non-
stationary ~Urick, 1975!. The close fit of the binary
M -out-of-N model to the dolphin detection data, together
with the relatively poor fit of the linear and energy summa-
tion models, implies that the dolphin trades optimality~in
Gaussian noise with known power! for robustness.

Further experiments are needed to determine whether
the dolphin’s time sampling is sufficiently precise to allow
phase sensitivity in the context of the binary summation
model. Even without phase sensitivity, binary summation can
be used for acoustic imaging. BinaryM -out-of-N detection
is a special case of polarity coincidence correlation~a model
for binaural localization!, and it is similar to operations per-
formed by biological neural networks. Another question is
whether the dolphin’s receiver can adapt to optimum opera-
tion in Gaussian noise when snapping shrimp are not present.
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APPENDIX: DETECTABILITY INDEX DERIVATIONS

The output mean values and variances from each re-
ceiver model in Fig. 4 can be used to predict the detectability
index at the receiver output. The detectability index is
closely related to the Fisher ratio and to the t-statistic. Re-
ceiver performance~detection, false alarm, and error prob-
abilities! can be computed from the detectability index if the
output distributions are Gaussian with equal variance under
noise-only and signal-plus-noise conditions~Van Trees,
1968!. This condition seldom applies to nonlinear receivers.
Detection performance, however, almost always varies
monotonically with the detectability index, which is defined
as the difference between the output mean value when hy-
pothesis H1~signal plus noise! is true and the output mean
value when H0~noise alone! is true, divided by the square
root of the average output variance for the two hypotheses.

Addition of N independent receiver outputs with fixed
SNR causes the mean output and variance to be multiplied
by N, for both H1 and H0. The detectability index for the
sum is then the detectability index for a single observation
multiplied by the square root ofN. Equivalently, the detect-
ability index of the sum is the square root of the sum-of-
squares of the detectability indices for the individual obser-
vations as in Green and Swets~1988!, regardless of the
receiver model, for constant SNR.

In the following analysis, the detectability index of each
receiver model is assumed to vary monotonically with detec-
tion performance and to be constant for all values ofN, the
number of echoes available for detection. A constant detect-
ability index for all N values implies that SNR decreases
with N. These assumptions imply that each receiver model
~as well as the dolphin! uses a consistent performance crite-
rion ~detection, false alarm, and error probability! for deci-
sion making at allN values.

Since the detectability indexd depends upon SNR and
N, it should be possible to obtain an expression for SNR
520 log@A(N)/s# as a function ofd and N. The noise-
normalized echo amplitude required for detection,A(N)/s,
depends upon the detectability indexd and the number of
available echoesN. For the binary summation model,
A(N)/s also depends upon the thresholdgb for binary quan-
tization, or equivalently, on the probabilityp0 of a threshold
crossing when H0 is true. In general

@A~N!/s# theory5 f recvr~d,N,gb!, ~A1!

where the functionf recvr(d,N,gb) depends upon the receiver
model.

The experimental results yield the average signal-to-
noise ratio~SNR! in decibels at specificN values, and

@A~N!/s#expt510SNR/20. ~A2!

For each receiver model, a gradient descent algorithm is used
to find the value ofd ~andp0 or gb if one of these quantities
is not prespecified! that minimizes the mean-square differ-
ence between@A(N)/s# theory and@A(N)/s#expt at theN val-
ues that were used in the experiment. The resemblance be-
tween a model and the experimental data is quantitatively
represented by a correlation coefficient~Hays, 1994! com-
puted from theA(N)/s values of the best-fit model and the
data at the experimentalN values.

The linear summation model computes the function

h~xI !5~1/N!(
i 51

N

~xi1A!, ~A3!

whereA is the sampled signal value and$xi ; i 51,...,N% are
independent identically distributed noise samples~one from
each echo! with zero mean and variances2; E(xi)50 and
E(xixj )5s2 if xi5xj , and zero otherwise.E(x) is the en-
semble expected value ofx, andxI is the set of noise samples
x1 ,x2 ,...,xN . It follows that

E@h~xI !#5~1/N!(
i 51

N

E~xi1A!5A, ~A4!

and

E@h2~xI !#5~1/N2!(
i 51

N

(
j 51

N

E@~xi1A!~xj1A!#

5~1/N2!F(
i 51

N

E@~xi1A!2#

1(
i 51

N

(
j Þ i

E@~xi1A!~xj1A!#G
5~s2/N!1A2. ~A5!

The variance of the averaged, linearly transformed data is
then

Var@h~xI !#5E@h2~xI !#2E2@h~xI !#5s2/N. ~A6!

When hypothesis H1 is true, the data consist of signal
plus noise withAÞ0. If H0 is true, the data consist of noise
alone (A50). The corresponding detectability index is

dl5
uE@h~xI !uH1#2E@h~xI !uH0#u

@~1/2!$Var@h~xI !uH0#1Var@h~xI !uH1#%#1/2

5ANA/s. ~A7!

In the psychophysical literature,d8 is used instead ofd. The
prime is omitted here in order to simplify notation in the
equations.

The linear summation model is evaluated by adjusting
the constantcl5dl in the equation

@A~N!/s# lin5cl /AN, ~A8!
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to obtain a minimum mean-square error~MMSE! fit of
@A(N)/s# lin to @A(N)/s#expt for the experimental values of
N. The resulting best fit is then evaluated via the correlation
coefficient between@A(N)/s# lin and @A(N)/s#expt.

For an average of squared data samples~energy detec-
tion!

h~xI !5~1/N!(
i 51

N

~xi1A!2, ~A9!

E@h~xI !#5~1/N!(
i 51

N

E~xi1A!25s21A2, ~A10!

and

E@h2~xI !#5~1/N2!(
i 51

N

(
j 51

N

E@~xi1A!2~xj1A!2#

5~1/N2!F(
i 51

N

E@~xi1A!4#

1(
i 51

N

(
j Þ i

E@~xi1A!2~xj1A!2#G , ~A11!

where

E@~xi1A!4#5E~xi
4!14E~xi

3!A16E~xi
2!A2

14E~xi !A
31A4. ~A12!

For a zero-mean Gaussian random variable,E(xi)50,
E(xi

2)5s2, E(xi
3)50, andE(xi

4)53s4. It follows that

E@h2~xI !#5~1/N!~3s416s2A21A4!

1@~N21!/N#~s21A2!2, ~A13!

and

Var@h~xI !#5E@h2~xI !#2E2@h~xI !#

5~2s2/N!~s212A2!. ~A14!

The detectability index is then

de5
uE@h~xI !uH1#2E@h~xI !uH0#u

@~1/2!$Var@h~xI !uH0#1Var@h~xI !uH1#%#1/2

5AN/2
~A/s!2

A11~A/s!2

>AN/2uA/su at high SNR ~ uA/su@ l !

>AN/2~A/s!2 at low SNR ~ uA/s! l !. ~A15!

For a general square-law model with no assumptions about
SNR, the first equation in~A15! can be written

~N/2!x22de
2x2de

250, ~A16!

wherex5(A/s)2. Solving forx yields

A~N!/s5@~de
2/N!6~de /N!Ade

212N#1/2. ~A17!

To obtain a real-valuedA(N)/s, the plus-or-minus operation
in ~A17! must always be plus, and

@A~N!/s#egy5~ce /AN!@11A112~ce /AN!22#1/2,
~A18!

wherece5de . To evaluate the general square-law model, the
constantce in ~A18! is adjusted to obtain an MMSE fit of
@A(N)/s#egy to @A(N)/s#expt for the experimental values of
N.

For theM -out-of-N receiver model, the binomial distri-
bution ~Papoulis, 1965! describes the probabilities of various
numbers of ones and zeros at the output of the binary quan-
tizer for N echoes. Letp1 equal the probability that the bi-
nary random variable equals 1~the sampled data value is
greater than the binary quantization threshold,gb) when an
echo is present~the signal plus noise condition, H1!. Let p0

equal the probability that the binary random variable is 1
when the echo is absent~the noise alone condition, H0!. For
one binary sample from each ofN echoes

The expected number of ‘‘ones’’ with echo present~H1!
equalsNp1 .
The expected number of ‘‘ones’’ with echo absent~H0!
equalsNp0 .
The variance of the distribution of the number of ‘‘ones’’
given H1 equalsNp1 (12p1).
The variance of the distribution of the number of ‘‘ones’’
given H0 equalsNp0 (12p0).

The detectability index is the difference in means divided by
the square root of the average variance.

db5
Np12Np0

A~1/2!@Np1~12p1!1Np0~12p0!#
. ~A19!

As in the previous models described by~A8! and~A15!, the
detectability index is proportional to the square root ofN if
p1 is constant~constant SNR!.

If a threshold valuegb is used to convert echo samples
into binary data, the probability that the binary random vari-
able equals 1 when the signal is absent~noise alone! is

p05erfc* ~g/s!, ~A20!

and the probability that the binary random variable equals 1
when the signal is present is

p15erfc* $@g2A~N!#/s%, ~A21!

wheres is the rms noise power and the complementary error
function erfc* (x) is the integral of a zero-mean, unit variance
normal distribution betweenx and infinity.

From ~A20!, the threshold level is

g5s erfc
*
21~p0!, ~A22!

where erfc
*
21(p0) is the inverse complementary error function

of p0 as in Fig. 5. Similarly,~A21! can be solved forA(N):
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A~N!5g2s erfc
*
21~p1!. ~A23!

Substituting~A22! into ~A23!,

@A~N!/s#bin5erfc
*
21~p0!2erfc

*
21~p1!. ~A24!

Letting cb5(1/2)db
2 and solving~A19! for p1 yields

p15
~2p01cb /N!6A~2p01cb /N!224p0~11cb /N!@p0~11cb /N!2cb /N#

2~11cb /N!
. ~A25!

The plus-or-minus operation in~A25! must always be plus in
order for p1 to be non-negative. For a given level of detec-
tion performance~e.g., a given percentage of correct deci-
sions!, the detectability index is constant and the parameters
cb and p0 in ~A24!–~A25! can be adjusted to obtain an
MMSE fit of @A(N)/s#bin to @A(N)/s#expt. The resulting
values of@A(N)/s#bin yield a much better fit to the dolphin
data than can be obtained via linear summation or energy
detection models.

The binaryM -out-of-N receiver can be easily compared
with linear summation for small SNR, which corresponds to
a large numberN of available echoes. For zero binary quan-
tization threshold (gb50) and for small SNR

p051/2, ~A26!

and

p15erfc* @~gb2A!/s#

5E
2A/s

`

~2p!21/2exp~2y2/2!dy

5~1/2!1E
0

A/s

~2p!21/2exp~2y2/2!dy

'p01~A/s!F ~d/dx!E
0

x

~2p!21/2exp~2y2/2!dyG
x50

5p01@A/~A2ps!#. ~A27!

Substituting~A26! and ~A27! into ~A19! yields

db'
ANA/s

Ap@~1/2!2~A/A2ps!2#

'~2/p!1/2dl . ~A28!

At low SNR ~large N), db'0.8dl . The performance of the
binary M -out-of-N receiver is slightly worse than that of the
linear summation receiver for a large number of echoes, and
a slightly larger SNR should be required for detection. This
comparison pertains to additive zero-mean Gaussian noise
with known variance~known expected noise power!. For
non-Gaussian and/or nonstationary noise, the binary
M -out-of-N receiver may be superior to linear summation.

For a small number of echoes, performance prediction of
the binaryM -out-of-N model involves a nonlinear transfor-
mation that greatly increases the required SNR. The binary
summation data fit illustrated in Fig. 6 corresponds top0

51/2 and cb50.999 999 3 in~A25!. The parametercb is
written with high accuracy because a small change incb is

associated with a large change in erfc
*
21(p1) whenp1 is close

to unity. Substitutingp051/2, andcb51.0 into ~A25!, re-
sults in the equation

p15~1/2!1@2~11N!#21/2. ~A29!

Substituting this expression forp1 into ~A24! with p051/2
yields

@A~N!/s#bin52erfc
*
21$~1/2!1@2~11N!#21/2%. ~A30!

The argument of the inverse complementary error function in
~A30! is unity whenN equals one and approaches1

2 as N
becomes very large. As indicated in Fig. 5, the inverse
complementary error function is unbounded when its argu-
ment equals zero, decreases monotonically as its argument
increases, passes through zero when the argument is1

2, and
goes to2` when the argument equals 1,

erfc
*
21~0!5`; erfc

*
21~1/2!50; erfc

*
21~1!52`.

~A31!

Sincecb is slightly less than 1 for an MMSE fit to the data,
the negative-inverse complementary error function is not un-
bounded forN51, but is very large. This extremely nonlin-
ear behavior allows the binaryM -out-of-N model to closely
approximate the large SNR required by the dolphin when
only one echo is available (N51).

Receiver comparisons can be further investigated by
ROC ~receiver operating characteristic! computation. The
ROC is a plot of detection versus false-alarm probabilities
for various threshold settings. For the binaryM -out-of-N
detector, threshold settings are limited to integer values ofM
between 1 andN. The probabilities of detection and false
alarm for a givenM value are

PD,M /N5 (
k5M

N S N
k D p1

k~12p1!N2k,

p15erfc* @~gb2A!/s#, ~A32!

PF,M /N5 (
k5M

N S N
k D p0

k~12p0!N2k, p05erfc* ~gb /s!.

~A33!

The false-alarm probability is independent of noise powers2

if the threshold for binary quantizationgb equals zero. For
zero gb , the false-alarm rate of the binaryM -out-of-N re-
ceiver can be changed by adjusting the number of binary
threshold crossingsM that are required for detection. AsM
is increased, the false-alarm rate decreases, and the detection
probability also decreases.
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For linear summation

PD, lin5erfc* @AN~g2A!/s#, ~A34!

PF, lin5erfc* ~ANg/s!. ~A35!

Dependence of the false-alarm rate on noise power can again
be eliminated by setting the threshold of the linear receiver
equal to zero. In the linear case, however, this threshold set-
ting yields a large false-alarm rate that cannot be changed
without introducing noise dependence. For linear summation
with a constant false-alarm rate that is unequal to 0.5, noise
power must be estimated and the threshold value must be
adjusted accordingly.
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